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Abstract. In this research, anomaly detection techniques and artificial neu-
ral networks were employed to address the issue of attacks on cluster com-
puting systems. The study investigated the detection of Distributed Denial of
Service (DDoS) and Partition attacks by monitoring metrics such as network
latency, data transfer rate, and number of connections. Additionally, out-
lier detection algorithms, namely Local Outlier Factor (LOF) and COF, as
well as ARIMA and SHESD models were tested for anomaly detection. Two
types of neural network architectures, multi-layer perceptron (MLP) and re-
cursive LSTM networks, were used to detect attacks by classifying events as
“attack” or “no attack”. The study underscores the importance of imple-
menting proactive security measures to protect cluster computing systems
from cyber threats.
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1. Introduction

Cluster computing is a popular way to increase the computing power of sys-
tems. However, with this increase in power comes an increase in vulnerability to
attacks. Two of the most common attacks on clusters are Distributed Denial of
Service (DDoS) and Partition attacks [1, 2]. In order to detect these attacks, a se-
ries of experiments were conducted, where metrics were collected during normal

DOI:10.34658/9788366741928.27

https://doi.org/10.34658/9788366741928.27


operation and then during anomalous behavior caused by external factors. The
experiments showed that a solution was developed to detect DDoS and Partition
attacks on clusters. The solution involved monitoring several key metrics, such
as the number of connections, data transfer rate, and network latency. When these
metrics exceeded a certain threshold, an alarm was triggered to alert the system ad-
ministrator. The solution was able to accurately detect anomalies and distinguish
between normal and anomalous behavior [3].

2. Anomaly Detection Techniques for Cluster Security

According to the commonly accepted definition of an outlier, it is a result of an
observation that significantly differs from other results in a group. This difference
suggests that this result is due to a different mechanism of generation. In this study,
attacks were treated as anomalies or exceptions. The analysis of the stream began
with determining the inner and outer lower and upper fences according to Tukey’s
method [4]. The extreme value exceeding the distribution limits was adopted as
the definition of an outlier.

Two most popular algorithms for detecting outliers were also examined: the
Local Outlier Factor[5](LOF) algorithm and COF. They define outliers based on
the calculated coefficient. LOF creates so-called uniqueness ranks, while COF de-
termines the isolation coefficient. It is assumed that an object (point) for which the
LOF coefficient is approximately 1, e.g., LOF ∈ (0.8; 1.2) belongs to the des-
ignated group of objects (belongs to the cluster). Objects for which the LOF
coefficient changes abruptly relative to their local neighbors (upward and down-
ward jumps can be observed) are called local objects (points) – local detected out-
liers. The COF isolation coefficient, on the other hand, determines how strongly a
given object is isolated from the entire set. Two cases are considered, namely: the
smaller the outlier index WW, the more objects the COF algorithm may indicate
as outliers. If the outlier index equals 1, outliers will be those objects for which the
isolation index is > 1. Two models directly related to anomaly detection in time se-
ries were also taken into account, namely the ARIMA (AutoRegressive Integrated
Moving Average) model [6] and the Seasonal Hybrid Extreme Studentized Devi-
ation (SHESD) model. SHESD detects one or more outliers in one-dimensional
data streams that are approximately normally distributed. A necessary condition
for detecting an outlier is to determine the upper limit of the predicted value of the
given deviation. Unlike simulation studies, the experiments were conducted on a
real cluster, which allowed for a reliable determination of the impact of request
types on the collected load statistics. The cluster was built based on the OpenShift
and Kubernetes systems, using an IBM rack server consisting of nodes. Instead,
different types of loads were generated to observe the behavior of the cluster. The
performance was also tested for the impact of the load balancer on response times
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and error rates. Loads were generated from two computers, one of which simulta-
neously ran the DNS server and load balancer required for the cluster to function
properly. Each computer had 6 CPU cores and 16 GB of RAM. The developed sys-
tem detects anomalies to discover insider and outsider attacks from cloud centres.
The proposed system has been evaluated using different datasets and its perfor-
mance has been compared with several anomaly detection methods to determine
its effectiveness when deployed on cloud data servers. The aim of the experi-
mental research carried out was to test the effectiveness of neural networks of two
selected types in detecting exceptions based on real data representing network traf-
fic. Three parameters were selected as input data, representing the number of bytes
in the system input, the average processor load per computational unit and the av-
erage response time per request, respectively. In addition, in order to determine
the norms, data from consecutive days of individual months, which consequently
form a yearly overview, were obtained and appropriately prepared, allowing good
determination of daily, monthly or annual trends. Thus, properly analysed and
processed data will constitute benchmark data which, in the best possible statis-
tical sense, describe the behaviour of the system under normal operation. They
thus constitute the ’ground-truth’ for intelligent exception detection methods, i.e.
situations that deviate from the norm, i.e. the normal observed operation of the
system.

3. Artificial neural networks

Artificial neural networks are successfully applied to the task of attacks and
anomalous behavior detection in computer systems and networks[7, 8]. For this
reason, as the part of our research, we also considered artificial neural networks,
focusing on the following two network architectures: multi-layer perceptron (MLP)
and recursive LSTM networks. The task of attack detection was carried out in two
schemes and both network architectures were used in both cases. In the first case,
it was a problem of classifying events as ”attack“ or ”no attack“. The vectors of
parameters (previously discussed) were fed to the input of a network, with the
adjustable history window of size L ∈ {1, 2, 4, . . . , 64}, and at the output of the
network, we demanded a binary response indicating moments in time when an
attack or an exceptional situation took place, which was further compared to the
reference signal. This allowed to train neural networks in a supervised learning
scheme using gradient techniques. In the second case, the task of attack detection
was formulated as the prediction of parameters at a given time based on the his-
tory window (L ∈ {1, 2, 4, . . . , 64}). Then depending on the accuracy of prediction
and the specified threshold, it was decided whether the attack took place or not.
Also here, both types of network architectures were tested. Based on the obtained
results, we can conclude that in both considered cases, MLP and LSTM networks
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enabled effective attack detection (understood as the distinct indication of a period
of time when the attack took place). It should be noted that the predictive approach
based on LSTM network allowed to detect attacks in the case of noisy data, when
the signal-to-noise ratio was only 3dB.

4. Method

The proposed method for recognizing the current system state involves using
a trained neural network model and a Python script that applies median filtering to
the network’s output. The input data is loaded from a CSV file containing the last
128 input data samples, which are then normalized based on coefficients and mean
values obtained during the training process. The data is then prepared in packages
of K samples, where K is a configurable parameter set in the INI file.

The trained model is loaded and applied to the prepared data, and the result-
ing outputs are compared with expected output vectors, which serve as reference
points for decision making. The Euclidean distance between the actual output and
each reference point is calculated, and the smallest distance indicates the system’s
current state. A median filter is then applied to the output to smooth out any dy-
namic changes, and a decision is made based on the final output.

The following equation can summarize the method:

wdata = fmedian(arg min
j∈1,...,4

||z − vv j||) (1)

where wdata is the final output, z is the output of the trained neural network
model, vv is the expected output vector, and f median is the median filter function.

Analysis of the results allows important conclusions to be drawn. Certainly,
the network tends to activate in discrete moments where the attack has not taken
place. Likewise, discrete moments indicating the absence of an attack may occur
when an attack has occurred. Adding a median filter helps to smooth out such
dynamic changes resulting in results closer to the expected ones. We can base the
above intuition on the assumption that the attack lasts for a longer period. The
results obtained from the neural network-based intrusion detection system showed
promising performance in accurately detecting and classifying network attacks.
The use of a median filter to reduce the impact of dynamic changes in the input
data resulted in more stable and accurate outputs. The confusion matrix showed
that the model achieved high accuracy in classifying different types of attacks, with
only a small percentage of misclassifications. Overall, the developed system has
the potential to provide reliable and effective network security for various types of
organizations.

Values on the main diagonal indicate correct recognition. Values off the main
diagonal represent misrecognition results. The sum of the elements lying outside
the main diagonal is 7.9%. This is a good result.
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No Attack DoS Misconfiguration Both Attacks
No Attack (predicted) 61.05% 1.3% 1.8% 0.2%
DoS (predicted) 0.9% 14.7% 0.2% 0.5%
Misconfiguration (predicted) 1.9% 0.2% 13.0% 0.2%
Both Attacks (predicted) 0.2% 0.4% 0.1% 2.8%

Figure 1. Visualisation of input data as a point cloud and Results as a confusion
matrix. Source: own work.

It should be noted that the task of classifying the input data into the four classes
considered is not a trivial issue. The complexity of the problem is best demon-
strated by visualising the input data as a point cloud in three-dimensional space.

The analysis of the results suggests that the network tends to activate in discrete
moments where no attack occurred, and conversely, may have moments indicating
the absence of an attack during actual attacks. Using a median filter helps to allevi-
ate these dynamic changes, leading to more accurate results. This can be attributed
to the assumption that attacks usually last for a longer period of time. In conclu-
sion, the study suggests that adding a median filter can improve the accuracy of
IDS systems in detecting attacks.

5. Conclusions

The focus of this research is to emphasize the significance of identifying and
mitigating attacks on cluster computing systems. The development of a solution
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to detect Distributed Denial of Service (DDoS) and Partition attacks is a proactive
approach for system administrators to safeguard their systems and avoid any possi-
ble downtime. The metrics utilized in this research can be utilized as a foundation
for creating more advanced security solutions for cluster computing. This study
underlines the need for continuous improvement and implementation of security
measures to protect cluster computing systems from various cyber threats.
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