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Abstract. Particle swarm optimization (PSO) is one of the metaheuristic
optimization methods. Because of its many advantages, it is often used to
solve real-world engineering problems. However, in case of complex, multi-
dimensional tasks, PSO faces some problems related to premature conver-
gence and stagnation in local optima. To eliminate this inconveniences, in
this paper, a new learning multi-swarm particle swarm optimization method
(LMPSO) with local search operator has been proposed. The presented ap-
proach was tested on a set of nonlinear functions and a CEC2015 test suite.
The obtained results were compared with other optimization methods.
Keywords: learning particle swarm optimization, learning strategy, multi-
swarm, particle swarm optimization, pso, optimization, swarm intelligence

1. Introduction

Particle swarm optimization (PSO) is one of the nature-inspired metaheuristic
methods used in real-world optimization problems. It was proposed by Kennedy
and Eberhart [1] as an alternative to the genetic algorithm (GA). It is appreciated
by scientists for its simplicity, robustness and search capability and is successfully
applied in many different areas such as image segmentation [2, 3], feature selection
[4, 5, 6], and many others. However, in case of complex, multi-dimensional tasks,
PSO experiences some problems related to premature convergence and stagnation
in local optimal solutions. To avoid this difficulties, in this paper, a new learning
multi-swarm PSO method (LMPSO) with local Cauchy search operator has been
proposed. LMPSO is a two-phase method. In the first phase the sub-swarms of
the LMPSO method operate independently. In each sub-swarm, the particles learn
from their neighbors. In the second phase the best particles of a sub-swarm can
learn from the best particles of other sub-swarms. To more deeply search local area
Cauchy operator is used. The presented approach was tested on a set of nonlinear
functions and a CEC2015 test suite. The obtained results were compared with
other optimization methods.
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2. Standard PSO

Particle swarm optimization (PSO) is one of the nature-inspired methods used
in optimization. It is based on a population called a swarm [7]. Swarm individuals
are called particles. Each particle is described by a position vector Xi=(xi1, xi2, . . . ,
xiD) and a velocity vector Vi=(vi1, vi2, . . . , viD). The velocity vector determines
the speed and direction of particle motion. Each particle location represents one
of the possible potential solutions to the problem under study. The goodness of
the particle is evaluated by the fitness function. In the first iteration, the positions
of the particles are randomly generated. Then they move in the search space and
remember their best position (pbest) and the best position found in the entire swarm
(gbest). In each iteration velocity of the particles is changing based on the equation
1:

V i(t + 1) = ωV i(t) + c1r1(pbesti − Xi(t)) + c2r2(gbest − Xi(t)) (1)

The position of the particles is updated according to the formula 2:

Xi(t + 1) = Xi(t) + V i(t + 1) (2)

where ω is the inertia weight, pbesti means the best i particle position, gbest is
the best position in a swarm, c1 and c2 are acceleration coefficients, r1 and r2 are
numbers generated from the uniform distribution on interval (0, 1).

3. Proposed Learning Strategy

The proposed LMPSO (learning multi-swarm particle swarm optimization) is a
two-phase method based on particle swarm optimization, multi-swarm and learn-
ing concept. In the first phase the entire population of N particles is randomly
divided into several sub-swarms. Each particle has a different position and ve-
locity, and different searching abilities. During the search space all sub-swarms
work independently. In each sub-swarm the particles move in the search space
according to their velocity vectors and remember their best found position (pbest).
The best position discovered in the entire sub-swarm is recorded as sbest. Half of
the randomly selected particles of the sub-swarm update their position by learning
from the average of the personal best positions (pbest) found by all particles of the
sub-swarm according to the formula 3 and 4:

V i(t + 1) = ωV i(t) + c1r1(pbesti − Xi(t)) + c2r2(pbest − Xi(t)) (3)

Xi(t + 1) = Xi(t) + V i(t + 1) (4)

where pbesti is the best position of the i particle, pbest is the average of the best
personal positions found so far by the particles in sub-swarm.
The other half of the sub-swarm particles update their position by learning from
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the best particle in the entire sub-swarm (sbest). The update proceeds according to
the equations 5 and 4:

V i(t + 1) = ωV i(t) + c1r1(pbesti − Xi(t)) + c2r2(sbest − Xi(t)) (5)

In the second phase, a temporary set E of the best particles (sbest) of each
sub-swarm is created. Then the best particle from them is selected, and the other
particles learn from it. In this way sub-swarms can share knowledge and learn
from other sub-swarms. This means that good information found by one of the
sub-swarms is not lost but can be used by other sub-swarms. Moreover, the sub-
swarm that is trapped into local optimum can jump out of it by learning from
the best particles of other sub-swarm. In addition, to deeply search vicinity area
the local search Cauchy operator is used. The proposed strategy helps maintain
population diversity and better search the space of possible solution.

4. Results

The tests of the proposed LMPSO method were performed on a set of classical
benchmark problems and on the CEC 2015 functions [8]. The results of the tests
were compared with performance of FIPS (fully informed particle swarm opti-
mization) [9], MSPSO (pso with multiple subpopulations) [10] and PSO (standard
particle swarm optimization).
For all tested algorithms, the population consist of 40 particles. The maximum
number of iterations is 8000. The dimension of the search space was D=30. Inertia
weight ω=0.9 to 0.4, sub-swarm’s number s=4. For each problem, the algorithms
were run 32 times independently. The exemplary research results for 5 functions
from the CEC2015 set [8] are presented in Table1.

The results of the test indicate that the proposed LMPSO algorithm achieves
superior performance over the other methods. Only in case of f3 function all al-
gorithms reached similar average value but the mean value found by LMPSO was
a bit better. However, it should be noted that LMPSO was slower than SPSO and
FIPS but its results were more accurate. In case of f1, f2 and f6 function, the worst
results were achieved by MSPSO. The MSPSO agorithm worked slower and per-
formed worse in local optima. The FIPS algorithm generally performed better than
the MSPSO method, but worse than LMPSO.
The proposed sub-swarm topology of LMPSO helps maintain diversity of the par-
ticles and improve exploration capacity. The learning strategy prevents the loss of
valuable information found by swarms and improves effectiveness of the method.
Cauchy operator increases exploitation ability and prevents stagnation in local op-
timum.
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Table 1. The comparison test results
Function Criteria SPSO MSPSO FIPS LMPSO
F1 Best 2.25E+04 4.19E+06 2.49E+06 1.56E+03

Worst 2.11E+07 1.98E+07 1.26E+07 6.17E+05
Mean 6.53E+06 1.21E+07 5.71E+06 8.98E+04

F2 Best 6.51E-08 3.05E+06 2.26E+01 1.83E-12
Worst 1.59E-01 3.26E+07 1.20E+04 1.77E-08
Mean 7.16E-03 1.38E+07 4.13E+03 1.31E-09

F3 Best 20.48E+00 20.67E+00 20.97E+00 20.50E+00
Worst 21.90E+00 21.03E+00 21.18E+00 21.04E+00
Mean 20.97E+00 20.98E+00 21.06E+00 20.78E+00

F4 Best 48.37E+00 51.44E+00 73.14E+00 41.20E+00
Worst 112.03E+00 113.08E+00 151.13E+00 109.63E+00
Mean 65.47E+00 88.65E+00 114.98E+00 56.24E+00

F6 Best 9.81E+04 1.12E+05 1.10E+05 3.25E+04
Worst 1.52E+06 3.77E+06 1.14E+06 1.08E+05
Mean 4.8953E+05 8.79E+05 4.32E+05 6.07E+04

5. Conclusions

In this study, a new two-phase multi-swarm particle swarm optimization (LM-
PSO) based on learning strategy and Cauchy search operator has been proposed.
During the first phase sub-swarms works independently. The particles of the
sub-swarm can move according the knowledge about their personal best position
(pbest) and the mean best value of all particles in the sub-swarm or towards the
best particle in the entire sub-swarm (sbest). In the second phase information is
exchanges between sub-swarms. The effectiveness of LMPSO was tested on a set
of nonlinear benchmark functions and a CEC2015 test functions.
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