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Dear Conference Participants!

Welcome to the NTAV/SPA 2012 conference held in Lodz. This year’s scientific event joins two successful series of conferences:
the New Trends in Audio and Video (NTAV) conference - organized first by the Wroctaw University of Technology in 1994 and then
biannually by various major technical universities in Poland, and the IEEE Signal Processing: Algorithms, Architectures, Arrangements,
and Applications (SPA) conference - first held in 1993 and then organized yearly since 1999 by the Poznan University of Technology.
Credit for the initiation, sustained support and organization of the NTAV and SPA conferences goes to professors Andrzej Dobrucki
and Adam Dabrowski, respectively.

NTAV/SPA 2012 is the second time these two conferences are joined as one event, the first time being in 2008 at the Poznan University
of Technology. The aim of the NTAV/SPA 2008 was to gather researchers interested in various signal processing studies (including audio,
video and image analysis). Similarly, the aim of this year’s event, held four years later, is to bring together colleagues from a broad range
of research subjects related to audio, image and video processing, digital signal processing theory, techniques and various applications
including human-computer interaction systems and medicine.

An excellent introduction to the conference’s broad scope is given by the three invited lectures prepared by distinguished scientists from
Norway and Poland. Professor Arvid Lundervold from the University of Bergen presents an important image diagnostic technique
known as Functional Magnetic Resonance Imaging (fMRI) and highlights its applications in basic and clinical neurosciences. The lecture
by professor Andrzej Czyzewski from the Gdarnsk University of Technology is devoted to the dynamically developing field of human-
computer interaction and its novel applications in education and aids for persons with disabilities. Finally, professor Wtadystaw Skarbek
from the Warsaw University of Technology addresses the appealing concept of literal programming, i.e. the methodology of programming
in high level languages resembling natural language more than program code.

The 42 regular papers accepted for NTAV/SPA 2012 were reviewed by two (or in some cases three) reviewers — members of the Scientific
Committee. The contributions have been grouped into the following thematic fields: signal processing theory and algorithms, audio
processing and acoustics, image processing and analysis, and finally human-computer interaction. All the accepted submissions printed
in the conference proceedings will be indexed in the IEEE Xplore database. Selected papers pointed out by the Scientific Committee, after
suitable extension, are invited for a publication in peer reviewed journals. It is worth noting here that, thanks to the support of the Audio
Engineering Society, the abstracts of the NTAV/SPA 2012 papers devoted to audio and acoustics have been printed in the recent special
issue of the Archives of Acoustics, a magazine published by the Polish Academy of Sciences.

The NTAV/SPA 2012 Organizing Committee acknowledges the financial support of the Ministry of Science and Higher Education.
In this respect, special thanks are also due to the Dean of the Faculty of Electrical, Electronic, Computer and Control Engineering
prof. Stawomir Wiak and the Dean-Elect prof. Stawomir Hausman. The contribution of the Polish Section of the Audio Engineering
Society and the Polish Association of Theoretical and Applied Electrotechnics to the organization activities of the conference is also
highly appreciated. Finally, sincere thanks are extended to all conference participants who submitted their work to the NTAV/SPA 2012.

We do hope that a wide scope of this joint conference will offer a unique forum for stimulating interdisciplinary discussion on new trends
of all aspects of signal, image and video processing techniques and their widening important applications.

We wish you an enjoyable stay in LodZ!

On behalf of the Organizing Committee
Pawet Strumitto
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ABSTRACT — The paper proposes a new type of sensor for heart
rhythm monitoring. It is less uncomfortable than classic ECG moni-
tors and provides almost real-time information to the medical team,
which is useful in monitoring patients with chronic heart conditions.
It also can prove useful in cases when the patient suffers from skin
conditions by minimizing contact surface. by utilizing the capabilities
of modern mobile devices, whose processing power can also be used
to detect abnormal heart operation by sensor signal analysis, which
can be later used to inform the medical team. During testing, a pro-
totype was designed, built and tested. A proper application for mo-
bile devices was developed, and trials on a group of volunteers were
performed. The device prototype proved to provide sufficient quality
signal to be used as a heart monitor.

Keyworps — heart, ecg, piezoelectric sensor, heart, monitoring

I. INTRODUCTION

Modern day science provides humanity with a vast
array of methods of communication and data transfer. They
range from instant messaging and voice transmission to video
conferences and file sharing. Those methods relay on various
means of both wired and wireless transmission to relay
information between nodes. This allowed for fast development
in all fields of knowledge and birth of many new sciences, like
telemedicine. It's a relatively young but a rapid expanding
mixture of medicine, bioinformatics, telecommunication,
networking and computer science. It uses miniature sensors to
gather biometrical data, low power highly efficient
microprocessors  for  initial  data  management  and
communication interfaces of various types to allow for remote
tele-diagnostics, patient monitoring and data gathering.
Telemedical devices can be used to construct local networks in
or outside of medical facilities and allow the patient mobility
while maintaining 24/7 surveillance and health monitoring
which, in many cases, means greatly reducing the arrival time
of medical tcams and greater chance of successful recovery
after experiencing a critical condition.

II.  CONSTRUCTION
Mobile recorder usually consists of a sensor of a
certain type, a microprocessor for initial data management and
storage and a wireless interface for communication (fig. 1).
Often, the device utilizes more than one type of sensor for
monitoring of certain specific conditions, like a heart rate |

blood pressure and ECG sensor in for use in monitoring of

patients with heart problems. Not only the device is usually

Teresa Matecka-Massalska M.D PhD.

Department of Human Physiology
Medical University of Lublin
Radziwittowska 11, 20-080 Lublin

responsible for initial preprocessing and normalization of data
but also it sometimes uses advanced compression algorithms to
reduce the amount of data sent through the interface or decision
algorithms that allow for advanced determining of the patient's
state. Sometimes, an internal GPS positioning module provides
additional location information to the medical response team,
which in turn results in faster patient localization, or, coupled
with acceleration or location sensor, state of consciousness.
The figure below shows the simplified model of teleinformatic
system indicating the placement of patient's wireless recorder
within the system (fig. 2).

[1I. LOCAL SENSOR NETWORKS

The human body is a special kind of environment to
consider while placing sensors. A great benefit to using
wireless autonomous sensors is casy networking [6]. By
applying a multifunctional sensor network it is possible to
perform a varicety of tasks and simultancously gather different
types of information. This sometimes cannot be done by a
single device due to the nature of the measurements. In medical
condition monitoring many sensors require precise placement
to perform accurate analysis of vital signs, for example an

wireless
netwiork

fixed Iink

home station

Patient
M onitoring
Station

Patient with
wireless recorder

Figure 2. Example biomedical monitoring system idea

ECG sensor gives accurate results when situated on the torso,
while a blood pressure monitor performs well when placed
around a wrist. This makes using a mesh of sensors highly
beneficial (fig. 3). Another important factor is pre-processing
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data. Initial assessment of patient condition allows for decrease
in the amount of information sent through the interfaces[7].
One central node responsible for information gathering can
decide when (o relay information to the medical team. This
decreases  the  central  server's information  overload and
response time.

IV. HEART PROBIEMS

Heart problems have been the cause of deaths for as long as
the human race exists. Due to the sudden nature and subtle
signs preceding heart failures accurate and timed diagnosis is
extremely important [4]. Nowadays, it's possible to monitor
the heart condition in patients using electrocardiography by
attaching medical ECG recorders[3]. Nevertheless, these
devices can't provide timely information to the doctor, because
the data can only be read once in a while, meaning it can be
too late. The answer to this problem is telemedical monitoring,
which can ensure 24/7 patient care by heart analysis|[1][2]. In
this paper a new device utilizing an innovative method to
perform heart monitoring is proposed. Standard ECG monitors
rely on electrodes attached to the skin. Those systems require
multiple nodes, which as a result can leave the patient in a
serious discomfort. It's also a known fact that some patients
suffer from skin rash and allergy, which can make the use of
electrodes impossible.

V. DEVICE

The proposed method utilizes new type of piczocelectric-quartz
sensor to monitor heart condition. It was necessary to optimize
the sensor for low-frequency signals [S]. It requires just one
device attached to the skin, which in turn reduces discomfort
and makes it less visible. By using a remote connection with a
mobile device, it is not only possible to record the signal, but
also to perform signal analysis in real time using the phone's
processing power (fig. 4).

| ECG ~ Level
Pulse . “Position

Figure 3. Sensor network example with one central device

-Moblle

()

Figure 4. Simplified diagram of the system.

Sensor

Device
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By applying decision mechanism based on the pre-calculated
signal parameters it is possible to detect symptoms of heart
failure, and in turn to inform the patient and medical staff of
the probability of serious life-threatening situation. It is also
possible to implement an external or internal motion sensor (0
detect patient position, which can detect the event of falling or
fainting. Also, a GPS module can provide geographical data
for the ambulance. Simplified diagram is show in fig. 5. The
device consists of five key components: the transducer, an
amplifier, A/D converter, interface, and a control system.

\\‘

Figure 5. General device operation

VI. SENSOR

The system utilizes a piezoelectric quartz sensor for heart
monitoring. Scensors of this type are widely used in industrial
applications or in motorization [8]. The sensor has limited use
in medical industry, mostly limited to stethoscopes. The
piczoelectric sensors are able to pick up low frequency signals
from physical objects which makes them ideal for heart
rhythm monitoring applications. Also, low cost, small
dimensions and insignificant weight allows for integrating in
mobile telemedical systems [9]. In this work we used one of
these stethoscope sensor modules. Simplified diagram of the
sensor is shown in fig. 6. The sensor is optimized for picking
up vibrations in the normal plane, at the same time providing
inhibition for high-frequency vibration. It operates from
voltages as low as 2.7 V and can give rail-to-rail output.
Simplified block diagram of the clectronic circuit is shown in
fig. 7.

5cm >

Figure 6. Simplified diagram of the sensor (not to scale). I — chassis. 2 -
support and vibration inhibitor. 3 — metal sensor base plate. 4 — piezoelectric
quartz film. 5 — rubber diagonal tension inhibitor. 6 — outer membrane. The

size of the base plate for the quartz film does not exceed 2 cm.
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Figure 7. Block schematic of the bias and amplifier circuit used in the device.

VII. COMMUNICATION PROTOCOL.

To be able to communicate with the smartphone
application, the device utilizes a wireless Bluetooth interface.
The device has a unique ID which is required to connect
through the appropriatc APl methods in the smartphone
communication layer. After connection, initial configuration is
performed, including transfer speed, sampling speed and
device status negotiation. This allows the device to enter
standby mode, waiting for the order to start taking samples.
After receiving the order, the device starts adding consequent
signal samples to an internal queue and awaits the order to send
the queue to the smartphone. In case of transmission error, it is
possible to resend the last communication packet with the
queue values. This allows for error correction.  Samples are
taken at regular intervals, and two sampling rates 10Hz and
100Hz are available. The sampling rate allows for accurate
sampling of a very low-frequency heartbeat signal. The data
packet consists of a starting string, a series of queue values
separated by a predefined character, and an end character. The
values are coded in a way that ensures proper interpretation of
the data in case of any synchronization loss.

VIIIL.

The sensor is affixed to the skin using proper sticky bandage.
The mounting point must be decided for every patient
individually, due to differences in individual's anatomy. The
proper position of the sensor on patient torso was determined
by performing an examination with another stethoscope. The
sensor was then attached to the area marked by a physician.
Other methods, like using an elastic band around the torso,
resulted in decreased signal quality due to noise from
breathing and muscle movement, whose spectrograms
interfered with the signal's. In the study we tested a group of
patients, both healthy and with diagnosed heart conditions.
The device and classic ECG tests  were applied
simultancously. An example ECG signal in one of the cases
and sensor output are shown in fig. 8. During the testing
phase, the communication protocol proved to be reliable and
covered all the required functions.

TESTING

IX. CONCLUSION

Correlation tests between signal parameters (period, impulse
length) proved, that the sensor output and ECG signal are
correlated above 0,95. This indicates that the device could be
used to monitor heart rhythm with satisfactory accuracy.
During future development, the protocol and the smartphone

application will be improved to implement multiple sensors
and allow for simultancous sampling.
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Figure 8. Example output from the the sensor (dotted line) and ECG
(continuous line) in a case of multiple occurrences of supraventricular
tachycardia.
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ABSTRACT — In this paper an analysis and implementation of the
new algorithm for detecting and counting people in video surveil-
lance systems is presented. First, we recapitulate methods used in
the commercial systems, which can be used for people counting.
Next, we concentrate on our new Matlab/Simulink model for de-
tecting people, who are passing under a camera positioned verti-
cally down at the entrance to a monitored area (e.g., a building).
The prepared algorithm takes the direction of the transition of
a person into account.

Keyworps — CCTYV system, video processing, people tracking and
counting

I. INTRODUCTION

Modern video monitoring systems provide advanced
image processing facilities including: analysis of human
silhouettes, human movements, collecting information on
persons entering and/or leaving a building, or testing and
estimating the number of persons in a crowd [1, 2].

Commercial systems for pecople counting, described in
Section 2, become more and more popular. They arc mainly
used to control movements of people in public buildings (c.g.,
shopping gallerics), giving much uscful information in rcal
time such as c¢.g.: the sale success, the most popular pedestrian
track, or the rush hour.

A rcal-time system presented in this paper monitors an
entrance to a building and dctermines the number of pcople
crossing the gate observed by a digital vidco camcra. The
respective video processing operations have been realized in
the Matlab/Simulink cnvironment, which was chosen because
of its widespread usc as well as flexible simulation and
experimental testing possibilitics. In addition, this environment
contains a lot of libraries, which support image opcrations, ¢.g.,
the Video and Image Processing library [3] with c.g. People
Tracking modcls, implemented and modified in our system. As
it is shown in Fig.1, the designed and realized system detects
people passing under a wircless 1P camera positioned vertically
down and counts the numbers of them with respect to the
defincd movement dircctions.

The paper presents important features of the prepared
people counting model and an appropriate choice of the control
paramecters, which arc nccessary for the program to operate
properly in the continuous mode. Problems of the proper

camera placement, control of the registration arca, and
sclection of the optimal perspective are also discussed.

fl. ALGORITHMS AND SYSTEMS FOR PEOPLE COUNTING

A.  People count research and resulting algorithms

In 2001 the authors of paper [4] proposed a real-time
algorithm (over 30 fps rate) for pedestrian tracking and
counting from grayscale vidco sequences and images. The
main processing task was the blob tracking analysis and the
Kalman filtering — uscd to estimate the pedestrian parameters.
An output of the system arc temporal and spatial coordinates
of cach pedestrian. In 2007 another approach to the blob
analysis was proposed in [S]. A difference between the
previous method in [4] and the new approach in [5] is that
cach blob in the imagc is trained to predict the number of the
persons in the blob.

A bi-dircctional pcople counter for the pedestrian flow
passing through a gate was proposcd in 2006 in [6], basing on
the arca and the color analysis. Each person pattern can be
rccognized thanks to the analysis of its HSI (Huc Saturation
Intensity) histogram. A result obtained with the quantized
histograms of intensity (or hue) is compared with the result of
the preliminary counting. Thanks to the pcople-touching
pattern analysis the authors solved a problem of objects, which
arc very close to cach other.

A bi-directional projection of the histogram was published
in 2008 in paper [7]. The authors used the grayscale histogram
of the two-frame difference image.

In 2008 the authors of article |6] proposed another method
for people counting using the flow analysis [8]. A frame is
divided into many blocks, then cach block is classified
according to its motion vector and if there i1s a similar
movement  then  the respective  blocks are  regarded  as
belonging to the same moving object.

In 2011 the authors of paper [9] formulated and solved a
problem of pcople tracking using a potentially moving and
cven an uncalibrated camera. A novel method, namely the
racking-by-dctection in a particle filtering framework, was
used. This algorithm does not rely on the background
modecling.

This paper was prepared within the INDECT project and partly with the DS funds for the year 2012.
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WIRELESS CAMERA

| ROUTER 4™

Figure 1. System for counting people with wireless transmission

In our approach we have modified the existing algorithms
in order to count people entering a building, a room, ctc. with
merely the data from cameras placed directly above the
entrance.

B.  Commercial systems

Several companies just start to begin to offer people
counting with CCTV systems. These are, e.g., the following
companies: CountWise, Honeywell, Video Turnstile, and
Visual Tools.

Pcople counting system from Honeywell, is a part of the
Intelligent Video Analytics. It 1s a system that can operate
independently or can be integrated with other technologics
such as the standard CCTV. Its output data is information
about the number of pcople who came into and out of the
room and also a check of the movement track of the humans
within the ficld of view of the camera [10]. The Honeywell
system can operate up to 40 channels, while archiving the data
from all devices up to 60 days. Proper operating of the video
channels is dependent on the method of recording the image. It
must be at least in the QCIF (Quarter Common Intermediate
Format), 1.c., a resolution of 176 x 144,

Another DVR (Digital Video Recorder) with the people
count function, who enter and leave a building is the VX-
PECO from Visual Tools. An accuracy of counting is high,
thanks to the analysis of the full-resolution image of up to 25
frames per sccond. The optimal placement of the camera is
above an entrance to the room. The manufacturer of this
system provides free software for collecting data from scveral
PECO recorders, as well as for the later analysis, statistics,
reports, and data export to the "*.csv” (Comma Separated
Values) format. The software is available on the company
website [11]. This system can cffectively distinguish between
silhouettes of people and ordinary objects such as e.g.
suitcases, trolleys, and bags. The system works with
comparing the detected object to the reference object and as
one person only objects with up to 50% smaller or larger sizes
are treated. Thanks to this solution, even two people who go
very close to cach other will be treated not erroncously as one
but correctly as two persons [12].
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The next quite well-known approach to count people and
control their densities is based on applications offered by
CountWise [13]. This is a set of products designed for various
specific tasks. These include: a system to preciscly examine a
number of people in the crowd (I-Count), an application that
monitors behavior of customers in stores and shopping centers
(Z-Count); a queue management at cash registers in the stores
with the use of RTC (Real Time Control) (Q-Count).

Another commercial system is the Video Turnstile, which
is a very advanced and accurate tool for counting people. The
Video Turnstile system gives a possibility of installing the
counter, which displays the current number of people in the
building. The counter can be connected to several CCTV
cameras at all entrances to the building in order to
continuously offer the current results [ 14].

[II.  AUTOMATIC COUNTING OF PEOPLE ENTERING THE
BUILDING

Our system for counting people entering a room or a
building 1s based on data from a camera placed dircctly above
the entrance. The camera must be positioned vertically down
and perpendicular to the entrance, so that the door is located at
the top or the bottom of the video frame. The size of the
reference object should be defined, because it is compared to
the detected objects. The line placed on the floor should be
pointed. Crossing this line will be the signal for counting and
determining the direction of the movement of the object. We
have assumed typical parameters: an average human height of
approximately 175 ¢cm and entrance to the building with a
width equal to 2.5 m, the minimum height at which the camera
should be mounted of 3,9 m [12]. The greater the height of the
camera, the greater the accuracy of the algorithm and the less
the impact resulting from the difference in the growth of
people. Fig. 2 illustrates the proper placement of the camera
above the entrance into the room and the ficld of its view.

As alrcady mentioned, our solution of the people counting
system is a modified People tracking model from the
Matlab/Simulink environment. A block diagram explaining in
detail our modified and highly efficient model is shown in
Fig. 3.
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Figure 2. The optimal placement of camera above the entrance into a room and the field of view of the camera
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Figure 3. Block diagram of a new algorithm for counting people entering a building
(in the MATLAB/Simulink environment)
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Experiments of cstimation of the background took place by
using the continuous mode background estimation based on
the first 20 samples and estimation outside the arca occupied
by the object (Fig. S). The proposed method consists in
accomplishing the Compositing block, which connects the
input image, the background, and the Detection block. Then
the result of the Compositing block is transported to the
Switch, which sclects and passes through the first 20 samples
of the signal from the source, then passes though the output of
the Compositing block, which is delayed by one sample. This
means that a human detected during the conversion of the
background values climinates acquisition of the object to the
background representation. This solution is very cffective and
only marginally slows down the whole system.

The model shown in Fig. 3 consists of the following steps:
e Acquisition of a live video strecam with resolution of
320 x 240 pixels.

e Possible reduction of the image resolution from
320 x 240 pixels down to 160 x 120 pixels according
to the computer performance.

e (Conversion of color of the video frames from the RGB
(Red Green Blue) to grayscale.

e Dividing thc image into two parts: the upper and the
lower, depending on the proper camera position (Fig.
2), we can tcll how many pceople came into the room
and how many of them came oult.

e Objcct scgmentation bascd on auto-threshold.

e Objecct recognition with the BLOB (Binary Large
OBject) analysis. It 1s an analysis of groups of pixcls
defined as a large binary object, which allows for
dctection of a person as a whole and not scparately, for
cxample, the hands. Duc to this analysis, the precision
of the system has incrcased. The outputs of this
algorithm arc: the “Enable” signal that indicates
whether the object was detected or not and the Matrix
of Positions of these objects. This matrix consists of
four rows. The number of columns cquals the number
of objects detected in one frame. Working with
160 x 120 resolution assumes that up to 8 objects can
be fitted on a picturc. Therefore the Matrix of Positions
will not be larger than 4 x 8. Each of the four rows
corresponds to different values assigned to the object:
the first two rows arc coordinates of the upper-left
corner of the BBox (Bounding Box) on the picture,
which surrounds the object. The next two rows are,
respectively, the height and width of the BBox.

e  Dctermining whether an object is located at the top or
at the bottom of the image (the first row in the Matrix
of Positions).

e Designation of the direction of moving objects. The
most important in these calculations 1s the condition: if
the object was first detected at the top, and then at the
bottom of the image — it means that the object was
moving from the top to the bottom — otherwise, the
movement of the object was in the opposite direction.
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IV. EXPERIMENTAL RESULTS

A.  Cameras

Quality of the image is an important clement influencing
the efficiency of counting. Automatic change of camera
parameters (as white balance adjustment and motion detection)
can adverscly affect the operation of the program. Therefore,
the experimental studics used a camcra that allows the
disabling of that automation. Initially, we used an incxpensive
webcamera Modecom VENUS [14], which additionally has
four LED diodes. Convenient is the possibility of wireless
transmission of the image. Thus, we finally used 1P D-Link
DSC-930L camera [16].

B.  Efficacy analysis of distinguish objects

The nput video scquence has a resolution of 320 x 240
pixcls, while the processed image resolution ts 160 x 120
pixels. A continuous background cstimation can causc too
large delays in the algorithm, thus there is a possibility of the
choice between the continuous background estimation and the
background cstimation bascd on the first 20 samples.

Algorithm tests were made at a resolution of 160 x 120
pixcls, on the floor surface of 320 by 240 ¢cm. Modccom
camera (type of sensor: Y47 CMOS) was placed at a height of
390 cm and directed vertically down. Using this data, we
calculated that a onc pixel 1s in reality a squarc with sides of
2 by 2 em. Taking into account these consideration and the fact
that the average person has a width of about 60 ¢cm and a stride
length of 80 ¢m, we have concluded that a single person in
motion in the video frame has a surface of ca. 1200 pixels.

To reduce the possibility of an crror in the acceptance of
pixcl groups as a single compact blob, in the Detection/
BlobAnalysis block we  specify the minimum and the
maximum blob arca in pixels: 800 and 2000, respectively.

A real distance of two objects, at which the algorithm
connects the blob, has also been found. At that distance two
variables arc affected. The first variable is the structuring
clement from the morphological closing opcration on the
binary image, which merges picces into blobs. To do this the
“strel function” has been usced (strel('rectangle’,[5,1])), which
crcates ncighborhood of the flat, rectangle-shaped structuring
clement. The sccond variable “the box merging threshold”
approves as a vector |5 0. This means that objects separated by
more than 5 pixels will be treated as different objects. In
rcality, with the above conditions, this means a distance of
more than 10 cm.

To avoid detection of two objects as onc, we have included
an additional criterion. When two objects arce connected within
a blob, we examine the local maximum of the vertical binary
image histogram within a specified range [17]. Thanks to this
opcration we can distinguish objects, which arc very closc to
cach other (Fig. 6).

Others paramcters of the program have been set to the
following values: scgmentation of objects to 1.2 points, a value
of the target tracking threshold to 100 points.
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C. Counters

Presentation of results of the counting people model takes place
through displays in the upper left corner of the image for the
number of people that passed from the bottom to the top while
the right corner of the image displays the number of people who
passed the monitored arca in the opposite direction. In the
middle of the image (at the top), the algorithm displays the
number of people who are currently in the room. The results of
the program for counting people which entered a building arc
shown in Fig. 5. The first column shows the current image, the

Results of the program for counting people entering the building

sccond column models the background, the third column
indicates the detected and tracked objects, the fourth column
shows the final results of the counters.

D. Tests

In our tests we examined a 30 minute long video sequence,
which contains 175 pcople entering the building and the same
number of leaving the building (or a room). The number of
people who are in the room at the end of the algorithm should
be 0, then the effectiveness of the algorithm is 100%. Our tests
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have shown that the cffectiveness is slightly lower equal to
94%. The results of operations on a 30 minute sequence of the
algorithm indicated that the 186 people entered the room and
175 came out.
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Figure 6. Example of distinguish objects, which are close to cach other:
input image (a), background (b), binary image after morphological operations
with marked maxima (¢), number of white pixels in particular raws (d).

V. CONCLUSIONS

The proposed system for counting people undoubtedly has
two 1mportant advantages: first, it is casy for installation,
second, it is of relatively low cost compared to solutions using
light curtains or commercial systems with video cameras. Our
solution allows bi-directional counting of people entering and
lcaving a building and is quite accurate.

The solution with the location of a camera above the
observed people climinates a currently often  discussed
problem of collecting the personal information. Thanks that,
we are not dealing with a problem of data acquisition, which is
questionable as it could be used to identify people.
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Using a PC computer with an 17 processor we can operate
with the high processing speed (30 FPS) and a relatively high
resolution of 320 x 240 pixels. This allows fast detection of
quickly moving objects and objects in short distance to cach
other. In constant light conditions, counting accuracy is at the
level of commercial systems i.¢. ca. or even above 94%.

The proposed system requires further research. First of all,
the algorithm needs to be automatically adapted to different
lighting conditions. The next step should be a realization of the
embedded system, which will dispense the current need for the
transmission of the whole video signal from the camera to the
PC.
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ABSTRACT — Data from Magnetic Resonance Angiography car-
ries information about the structure of blood vessels in the human
brain. Thanks to proper segmentation methods, this information
can be used in diagnosis. However, the correct assessment of these
algorithms is troublesome. We have proposed a new concept of val-
idating segmentation results. The idea is to create an MRA Simu-
lator. The output images can then be compared with the pattern,
which would not be possible using real data. This paper explains
how various physical phenomena were modeled to simulate blood
flow. The proper assortment of these parameters will be used to
obtain images similar to those that come from the Time of Flight
method.

Keyworps — Magnetic Resonance Imaging, image segmentation,
blood vessel network, blood flow modeling

[. INTRODUCTION

Magnetic Resonance Imaging (MRI) is one of radiology
techniques used to visualize the internal structure of the
human body [I]. Modern MRI scanners can receive high
resolution 3D images with good contrast between different
tissues. In comparison to traditional X-rays or Computer
Tomography, MRI is noninvasive because it does not use
ionizing radiation. Another advantage 1s the number of
different sequences. Using angiographic techniques such as
Time of Flight [2] and Susceptibility Weighted Imaging (3]
methods combined together, results in a full map of veins and
arteries [4]. Such a map carries important information about a
patient’s hcalth and can be used in diagnosis and planning
surgical operations.

Anomalies, such as clots at latter stage of discases or
neoplasmic discases, are clearly visible and can be detected by
radiologists without difficulty. But is it possible to spot
narrowings in small vessels and clots in carly stages of
discases? Because of the high complexity of the vessel
networks there is a significant risk of omitting those arcas.

In these situations image segmentation and visualization
methods can be useful [5][6]. Separating vessels from other
tissues allows to show arteries and veins as a 3D model (Fig.
1). Data in this form is much easier to be analyzed than 2D
cross-sections [7]. Additionally scgmentation allows to

automatically search for risk regions based on vessel diameter.
As shown above, benefits of segmentation are significant.

Figure 1. Results of brain vessels segmentation and visualization.

[I.  VALIDATION METHODS

Every image processing method, before used in a hospital,
must be validated first [8][9]. It 1s necessary to give medical
doctors a rechable tool to make correct diagnoses. How many
vessels  were  detected? Were diameters  and  shapes
reconstructed correctly? Were artifacts resulting from the
imaging acquisition technique minimized? In order to validate
the segmentation algorithm it is necessary to answer these
questions.

Usually results are compared with the pattern. This time
the pattern is the brain vessel network. It is not possible to
properly measure such a complex structure inside a human
skull. In this case, the validation process is different.

The casiest method of validation 1s based on a medical
knowledge and subjective assessment made by doctors [10].
However, gathered information cannot be used as a reliable
pattern due to uncertainty and poor reproducibility.

Second group of validation is based on physical phantoms.
These artificial structures are mainly used to calibrate MRI
scanners, but can also be used to test results of segmentation
methods. This time, the pattern is familiar and comparison can
be made. This method of validation 1s much more accurate,
but has its drawbacks. Physical phantoms are expensive and,
so far, there is no structure similar to the real blood network.
This is a result of complicated topology and small vessel
diameters.
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The third group consists of digital phantoms [11].
Similarly to physical structures they are a familiar pattern. A
complex geometrical shape 1s much easier to create using
computer 3D graphics. What is more, they are much faster and
cheaper to create. They can be duplicated with different
paramecters and can be used to create large set of test objects.
The only disadvantage is that it is not possible to usc these
phantoms in a real MRI scanner.

To solve this problem, and make digital phantoms usable,
we must create an MRI simulator. Using this program we
should be able to obtain images similar to this from a rcal
scanner (with noise and distortion caused by imaging
sequence). A properly implemented simulator working on
digital phantoms will crecate an effective and objective
criterion of validation for image segmentation methods.

[II. MRISIMULATOR

Simulating the physical phenomena of an MRI scanner is a
complex problem. Only a few attempts to this issue can be
found in the literature [12][13][14][15], but they work only for
invariable objects. In case of angiographic imaging, these
methods cannot be used because sequences such as Time of
Flight (ToF) and Susceptibility Weighted Imaging (SWI) arc
based on blood flow in arteriecs and veins. In ToF, image
contrast is acquired by unsaturated molecules of blood which
flows through acquisition volume in a given time moment.
SWI depends on blood oxygenation and uses amplitude and
phase gradient echo, with compensated blood flow effect.

As it was shown above, in order to simulatc MRA
sequences, there is a need to determinate fluid flow parameters
in an artificial blood vessel network.

IV. MODEL SETUP:

Appropriate simulation of blood flow is a crucial i1ssue for
the whole project. Only the right model and its positive results
will provide the possibility of using MRI simulator as a
reliable validation tool. To determine the flow parameters we
usc COMSOL Multiphysics environment [16]. Results will be
validated using real phantoms. After the comparing process,
parameters will be ready to implement in the system.

A. Geometry

As mentioned carlier, model geometry should be identical
to the physical phantom in order to perform validation. This
phantom should have a familiar gcometry accuracy and fluid
flow must be possible in it. From among sceveral models, we
chose the Flow Phantom Set (Fig. 2) produced by Shelley
Medical Imaging Technologies [17]. This Model is compatible
with the high class CompuFlow 1000 MR pump [18].

This Phantom Set consists of 4 straight and 1 U-bend
tubes. Diameters are between 5-8 millimeters. There is no
fluid leck through the walls and no deformation caused by
flow. This simplification makes the model casier to
implement.
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The 3D model of a simple cylinder can be constructed with
COMSOL drawing Tools. To create more complex shapes
including sinusoidal stenosis and bifurcations it is necessary to
create geometry in the outside program. Models in this article
were constructed using the Visualization Toolkit for C++ [19].
We also tested geometry created in Google Scatchup [20]. In
cach case, models were interpreted correctly by COMSOL.

Phisical phantoms made of sylicon [17[. Left: Stright cylinders
with stenosis. Right: U-bend tube.

Figure 2.

B. Fluid

After creating geometry, vessels must be filled with blood.
Two main parameters describing this liquid are viscosity and
density. Based on literature these values were set to 1060
Kg/m' (density) and 0.005 Ns/m’ (dynamic viscosity) [21].
These two parameters are sufficient to model the flow.

Blood transport in vessels is generally modcled using
laminar flow equations [22]. This model assumes that fluid
flows in parallel layers. Each layer has its own speed and
slides past onc another so there i1s no lateral mixing. For
simulating blood flow in a pipe with ideal circular cross-
section, this model is sufficient. Blood flows in one direction.
Velocity is greatest in the middle of the cylinder. The value
decreases as we approach the vessel wall.

Real vessels are not ideal tubes. Diameter is not a constant
value. It can change gradually or rapidly in stenosis.
Bifurcations are another obstacle for laminar flow; when one
cylinder 1s divided into 2 smaller ones with different
directions. In those type of situations fluid is no longer
flowing in layers and turbulence appears. However, the vast
majority of attempts of blood flow simulations in vessels relay
on a laminar model. The main rcason for this is the complexity
of turbulent flow phenomenon. In this paper we modeled flow
in vessel bifurcation using the laminar and turbulent model.
Our goal is to compare these two results and decide if the idea
of simplifying calculations is justifiable.

COMSOL Multiphysics gives possibility to simulate both
types of flow. Laminar flow 1s generated by solving
incompressible Navier-Stokes cquations [23]. To simulate
turbulences one of three Reynolds-averaged Navier-Stokes
(RANS) model can be used [24].

A very interesting package was added to COMSOL since
the 4.2a version. The name of this module 1s Particle Tracing
[25]. Its main feature is an estimation trajectory of a chosen
molecular. We have been looking forward to it since it was
announced. The reason to this was the fact that information
about direction and spced of blood particles is necessary to



simulate such sequences as ToF or SWI. Now the version 4.2a
has been released, it can be tested and validated.

V. RESULTS

To test the described modules, we used 3 types of digital
phantoms (Fig. 3). Straight cylinder, tube with stenosis and
simple bifurcation model. First two were created in the
likeness of the synthetic model. After positive test results, both
phantoms can be compared. The third model is a brunch which
divides into two smaller tubes according to the rule of
bifurcation.

Figure 3.  Three digital models. From left: Stright tube, tube with stenosis,

bifurcation. Arrows indicate the direction of blood flow.

A.  Straight tube

Straight tube is a perfect model to simulate Laminar flow.
The geometrical shape of all orthogonal cross-sections is an
ideal circle. The diameter 1s set to 8 mm and the length of a
tube is equal to 100mm. Fluid flow is forced by sctting
pressure difference between input and output boundaries.
There is no slip allowed through phantom walls. This
assessment was made for three reasons:

e In vessels with 8mm diameter blood transfer through
the wall 1s negligible.

e  Synthetic phantom has no slip.

e [t simplifies calculations.
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Figure 4. Preasure distribution in straight tube. Preasure range is 11.208-
11.148 Pa

The results of simulation can be visible on Figure 4 and 5.
According to the theory of laminar flow, highest velocity is
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obtained in the center of the tube (bright color).
towards the wall this value decreases.

Moving
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Figure 5. Velocity magnitude in straight tube. Value range is 0.0-0.37 m/s

Based on the laminar flow solution, particle tracing was
performed. The Number of molecules was set to 128. All of
them were defined by density and diameter. At the beginning,
all particles are located at input boundary. With time, cach
clement moves towards the exit (Fig. 7, top 3 pictures). All
trajectories are straight lines parallel to the main axis of the
vessel. The fastest particles reach its goal in less than one
second; ones next to the wall are over five times slower.
Results from this study are relevant to values obtained in
laminar flow simulation. What is very important, besides
getting visually attractive animations, the user is able to save
3d coordinates of all particles in chosen time steps as a
spreadsheet file. There is also a possibility to analyze and
process this data using output programs.
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Figure 6.  Tube with stenosis. Left: Preasure distribution (range is 11.208-

I1.148 Pa). Right: Velocity magnitude 0.0-0.43 m/s

B. Straight tube with stenosis

Another phantom created based on the synthetic model i1s
similar 8mm diameter tube but with 50% sinusoidal stenosis
by diameter. Parameters of the flow are the same as at the first
test. Due to this narrowing, pressure distribution is not so
lincar as in the first test (Fig. 6). This time, pressure force
applied on the particle before reaching stenosis 1s almost
constant and it equals the input parameter. The pressure
changes rapidly and reaches output value. In these conditions,
velocity values are also different. For the first straight tube the
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fastest particles have constant speed over 0.35 m/s. They reach
the goal in less than 0.1 s. For cylinder with sinusoidal
narrowing, the velocity value changes between the input and
the output. Through the first half of the tube particles in the
middle will not reach 0.20 m/s. In the region of a stenosis they
double their speed for a while to slow down once again. Time
of the flow is almost twice as long. After the narrowing, the
density of particles is higher because they do not return to
their previous positions (Fig. 7).

Figure 7. Particle tracing for two phanthoms with the same length and
diameter.

C. Bifurcation model

The third phantom consists of 3 tubes: the one with the
largest diameter is called the ancestor branch, the other two —
descendent branches with smaller radius based on bifurcation
rule. The center point of a base is common for all tubes. the
deviation angle for both descendent branches is identical. In
this way a simple bifurcation model was created with one
input and two outputs. For this object two types of flow were
implemented.

Figure 8. Preasure distribution in bifurcation model. Left: Laminar flow
(range 11.208-11.148 Pa). Right: Turbulent flow (range 11.239-11.111 Pa).

For laminar flow, pressure distribution is lincar (Fig. &, left
picturc), similarly to the first phantom. the Velocity magnitude
values are also consistent with the theory. In the ancestor
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branch, the direction of the velocity field is in line with the y
axis. After ramification, this direction consists of two
component vectors(x and y). These components have the same
absolute values for both descendent brunches (Fig. 9, left
picture).

Pressure and velocity values for turbulent flow are
different from those obtained using the laminar model.
Pressure  distribution changes rapidly in the center of
bifurcation. Velocity values are no longer dependant on the
distance from the center of a container. In the descendent
branches, blood flows according to the law of inertia, along
centre walls.

For the both models particle tracking analysis was
performed (Fig. 10). Trajectories from laminar flow in the
ancestor branch arc similar to that in straight tubes but due to
different pressure at the end they move slightly towards the
central axis. After bifurcation, particles travels in both tubes in
the middle of the vessel. This flow is no longer laminar;
velocity direction is different for every particle.

Trajectories obtained from the turbulent model of flow can
be seen at figure 10. At first, all molecules have the same
speed and direction. After dividing them into two groups
particles move in a disorderly way.

Figure 9. Velocity magnitude in bifurcation model. Left: Laminar flow
(range 0.0-0.32 m/s). Right: Turbulent flow (range 0.0-0.44 m/s).

VI. PROBLEMS

Results are satisfactory and the obtained data is useful,
however, there arec a few problems. In our case we want to
trace all particles from the beginning to the end with short
timeframes (39 us). For phantoms with 10 cm length or more,
it takes almost 5 seconds for all molecules to reach output. If
we divide that value by timeframes. we obtain over 25.000.
Each moment consists of x,y,z coordinates for all 128
particles. In result, huge amount of data is generated which is
difficult to compute even by modern computers. Also the
COMSOL interface was not created to handle big datasets and
widgets simply stop working. The only way to deal with this
situation is to divide created study into few smaller ones and
connect them outside the COMSOL.

There 1s also a problem with the trajectory of particles near
vessel walls. If a single molecule travels close enough to the
edge of a cylinder, its velocity is inherited from the boundary
wall. This value 1s 0, so the examined particle stops at one
point. It happened only when input geometry was read from
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the output file and cylinder orientation wasn't set along the
main axis. The reason lies in limited mapping accuracy for
rounded objects.

The Final problem is associated with the interpretation of
results. Values obtained in the descendent branches in
bifurcation model raise our concerns. There is a need to
simulate these phenomena using other tools and compare
results.

Figure 10. Particle tracing based on Laminar (left) and Turbulent model
(right).

VII. CONCLUSION:

The goal of this paper was to carry out a simulation of
blood flow in sclected tubular objects. This task was
successfully completed. Two types of flow were tested in
different digital models. Expected values were obtained.
Based on these simulations particle tracing was performed. 3D
coordinates in time for each molecule was gathered. These
values will be used in an MRI simulator to produce images
similar to ToF. Due to the fact that Particle Tracing is a new
module, scveral limitations and errors were found during the
project. We proposed a way to deal with them.
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ABSTRACT — 'The aim of this study was to evaluate magnetic reso-
nance angiography (MRA) images of the small vessels of the hand’s
fingers, with the use of the new MRA blood pool contrast and the
custom software. The software not only visualizes the hand vas-
cularity but also estimates the blood vessel volume in each finger
along with the volume of remaining tissues. Analysis results for
sample image sets were presented and discussed.

[. INTRODUCTION

The evaluation of the state of human organs, which is nec-
essary for medical diagnosis and/or discase treatment, requires
objective information about physical propertics of various
tissues and organs. Since usually there is no direct access to a
living tissue, the noninvasive imaging techniques of acquiring
quantitative information about parts of the human body are
of great value for the task [1]. Thus one of the main arcas
of rescarchers activity is aimed at developing fast, objective
and precise means aiding medical doctors in their profession
[2]. An excellent example of a success in this field is a
revolutionary technique of magnetic resonance imaging (MRI)
- developed in the seventies of the past century and now widely
applied to hospitals and clinics. The recent advent of new MRI
blood pool agents offers a new approach for monitoring the
vessel in MR angiography (MRA). They produce a higher
signal and have a longer half-life, in comparison to standard
agents, so a specific region of interest can be evaluated with
a longer time of acquisition at a higher spatial resolution [3],
[4], MR angiography techniques are characterized by higher
temporal and spatial resolution when compared to digital
subtraction angiography, morcover they are much less invasive.
Thus MRA is preferable for diagnosing upper extremity vas-
cular disorders and characterization of complex arteriovenous
anatomy such as in vascular malformations and for evaluation
of dialysis fistulas and grafts [4]. Also, a wide varicty of
diseases like atherosclerosis or embolism, which are the most
common in affecting the upper extremity can be diagnosed
by MRA methods. There are not many references related
to the quantitative analysis of vessels in extremities images.
In [9], the vascular abnormalities in the upper extremities
echo images were described by an image-based flow model
to detect major bleeding. Maximum intensity projection maps
were applied in [3], [4] to identify vessel abnormalities.

Ludomir Stefanczyk, Marek Olszycki,
Katarzyna Skrobisz, Agata Majos, Piotr Grzelak
Department of Radiology and Diagnostic Imaging
Medical University of Lodz
Lodz, Poland

I[I. MATERIALS AND METHODS

The survey was conducted in a group of 5 healthy volun-
teers, who declared no discases or past injuries of their hands.
The examination consists of contrast agent application (i.v. 0.1
ml/kg c.c. Vasovist) and consecutive MRA data acquisition in
the so-called high-resolution sequence, using parallel imaging
and ccho-sharing technique. Patients have one hand (left)
cooled down and used to lic in prone and headfirst position
(called ”Superman” position) with the hands placed above the
head and under the coil, with fingers speeded in order to avoid
wraparound artifact. The examination was repeated at regular
intervals to determine the degree of extend of vessels. As a
reference, warm (right) hand was used. Under these conditions
visualization of peripheral circulation of upper extremity was
much more pronounced than in the MRA obtained with the
standard contrast agent and the same acquisition parameters
as shown in 1.

Fig. 1. The maximum intensity projection

Magnetom Avanto 1.5T (Siemens Medical Systems, Erlan-
gen, Germany), with a dedicated send-receive multi-channel
phased-array surface coil which enables quite high signal-to-
noise ratio, small pixel size and high spatial resolution have
been used. High resolution is desirable to properly depict
the palmar arches and the digital vessels, which are often
of sub-millimeter diameter. A fast three-dimensional (3D)
sequence  Tl-weighted “vibe™ (T1_vibe _we cor 320 iso:
TE=5.5, TR=13.1, FoV=30x30 c¢m, matrix 704x704, Slice
Thickness 0.40, Pixel Spacing 0.426x0.426) was applied. Slice
thickness was 1.6 mm, consideration of 24 partition images
results in 38.4 mm thick imaging slab, that was adequate to
cover the both hands. Acquisition time was approximately 3
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minutes, including oversampling by doubling the number of
phasc-encoding steps. This fast interpolated 3D acquisition
permit near isotropic depiction of hand anatomy. The native
resolution of the images was increased with use the “zero-
filling k space interpolation”™ which allows to display them
with a higher-resolution matrix [10].

For blood vessel differentiation the following algorithm was
proposed, as presented in 2

MORPHOLOGICAL
OPERATIONS

'

EDGE DETECTION
WITH FUZZY
CLASSIFIER

¥
MANUAL

SELECTION OF
FINGERS

v

DEFINITION OF
FINGERS MASK

Y

THRESHOLDING
TISSUE, BONES AND
VESSELS

3
CALCULATING
VOLUME OF
VESSELS AND
TISSUE

Fig. 2. Proposed algorithm for vessel image analysis

Step I: To remove the acquisition noise from the image,
the morphological operations were performed (opening and
closing) [8]. Step 2: In order to obtain the hand boundary to
separate it from the background fuzzy edge classifier detection
algorithm [7] was applied. 3 x 3 x 3 mask was used, with the
central pixel situated at coordinates (i, j, k). An edge may
appear in many directions and it is necessary to calculate the
sum of the differences of the bidirectional amplitudes between
the given pixel and its neighbors. For each pixel in the input
image, a vector that contains previously calculated distances
must be formed. The next step is to divide the input image
pixels into classes. For this purpose the following classes were
defined: edges (it corresponds to a single vector of amplitudes),
background and noisy edges. The amplitudes will be related
only to the minimum and maximum values that they may
assume. The appropriate class for the image background will
correspond to any pixel in whose neighborhood the amplitude
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difference in all directions is small. The last class, in which
an edge is regarded as containing noise, the amplitude change
in the vicinity of a pixel in all directions is considered to be
high. Thanks to this background signals are not confused with
the signal coming from the bones of the hand. 3 shows the
result of hand detection algorithm

Fig. 3. Outline of detected hands

Step 3: Manual fingers selection. 4 shows a window of the
developed software with manually defined masks to differen-
tiate all fingers.

Fig. 4. Fingers separation

Step 4. Calculation a number of voxels belonging to the soft
tissue, bone and blood vessels based on thresholding method.
The threshold value can be set manually; default one is equal
to 1150. 5 illustrate scparated blood vessels by algorithm from
DICOM 3D sequence.

[IT. RESULTS

Symmetrical and qualitatively satistactory MRA raw and
MIP anatomical images of the small vessels of both hands
were obtained, including the level of fingers in all of our
healthy subjects. The results of volume calculation of the
hand’s small vessels summarized Table 1. 1

IV. CONCLUSION

MRA with the use of the blood pool contrast agent demon-
strates the ability of presenting the hand’s peripheral circu-
lation, including the level of the fingers. Obtained results
demonstrated that developed software provides quantitative
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Thresholded blood vessels

TABLE 1
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and objective evaluation of peripheral circulation. 6 illustrate
process of increasing the vessels volume as a result of hand
warming. This process takes app. 20 minutes. Such plots are
useful for physicians in the assessment of circulation disorders.
Our algorithm allowed quantifying the rescarch - both in
terms of vascular and soft tissue. This is a great advantage
in comparison with the previous only subjective - qualitative
assessment, typical for routine analysis of standard MRI. In
clinical MR cquipment is the lack of tools for quantitative
measurcments of the image. An analysis of the data obtained
enables detection of vascular anatomy differences between
patient’s hands, and c¢ven between cach finger. So far, such
differences were perceptible subjective and dependent on the
observer - his experience, knowledge of anatomy, as well as
the time spent on assessment tests. The applied algorithm
helped demonstrate statistically significant differences in the
evolution of vasospasm in cach successive time of measure-
ment in cooled down hands. These observations are consistent
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Fig. 6. Diagrams of vessel volume change
& fa t=)

with data from other diagnostic techniques used to assess these
pathologies - thermography and ultrasound-Doppler. Also, it
was possible to reveal another feature of vascular reactivity
in response to the cool down test - vascular spasm in the
hands of the control (not cooled down), which was previously
suggested by other studies (ultrasound, thermography), but
not clearly observed in our study diagnostic angio-MR. Data
obtained from the analysis of histogram hand controls allow
investigation the vascular response of the hand to thermal
stimulation. In the future, the proposed algorithm can be
applied not only for routine diagnosis of peripheral vascular
limb - as anatomy and function, but also to monitor clinical
trials of drugs changing vascular game and monitor treatment
process in subsequent controlled examinations. Also, new
approaches to vessel detection will be considered, based on
structural pattern recognition methods including e.g. syntactic
image analysis[T1].
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ABSTRACT — 'This paper presents analysis of impact of the image
resolution on the efficacy of the automatic face recognition. During
experimental studies three databases were tested, where the head in
the photos is set at different angles. The effectiveness of face loca-
tion detection was examined with the use of the skin color and geo-
metric models. Next, we tested the influence of the head position
and the image resolution on the people identification effectiveness.
Effect of lowering the image resolution is presented in a FAR / FRR
graph form.

KEywoRrDs — face detection, face recognition, low resolution, face
databases

L. INTRODUCTION

Automatic face recognition based on images taken by
surveillance cameras is a task that requires several problems to
be taken into account in comparison to the standard access
verification systems. Majority of the recognition techniques
assume a full-frontal view of the face. During the image
acquisition in CCTV (closed-circuit television) systems, we
are dealing with changes of illumination, changes of scale, and
non-frontal views of the subject [1]. This article focuses on
exploring the impact of the image resolution and issues
associated with various angles of the face settings.

Typically, the video monitoring systems arc built
according to the EN standard 50132-7 [2]. In section 7.6 of
this standard there is a recommendation concerning the size of
an object on the screen. The subject should be related to the
tasks of the opcrator, such as identification, recognition,
detection, or control. If the object is a person, and the
resolution limit of the CCTV installed exceeds 400 television
lines, then for purposes of identification, the object (person)
should occupy at least 120 % of the screen. In the case of
currently used identification algorithms suggested facial image
resolutions are 32x32 or 64x64 pixels [3]. Such resolutions
are marked as VLF (very low resolution).

This paper is a continuation of our previous rescarch works
presented in [4, 5]. All experiments were carried out in Matlab
with the use of the public databases bricfly described in the
next section.

I1. FACE DATABASES USED IN RESEARCH

In order to verify influence of the head position on the
ceffectiveness of face recognition three databases were tested.
Yale [6], FullFaces [7] and MUCT [8] are free databascs
shared by university research teams. Basic statistics of the
databases are presented in Fig. 1.

Yale database contains 5760 images of 10 people, each
individual was photographed at 9 positions and under 64 light
conditions — the total number of images of every individual 1s
576. Grayscale images were saved in PGM (portable graymap

format) at 640x480 resolution.

Achermann  database — called also FullFaces from
University of Bern in Switzerland includes files saved in Sun
Image Raster Bitmap (RAS) format at 512x342 resolution.
This database contains 10 grayscale images of every 30
individuals (i.c., only 300 images in total). The photos were
taken in constant light conditions and in various positions of
the head — frontal, profile view and face directed up and down.

The third tested database is the MUCT face databasc from
the University of Cape Town. It consists of 3755 faces of 624
individuals. As in the case of FullFaces database, the MUCT
database is prepared at constant light conditions and at
different angles of the head positions, with the difference, that
the MUCT database files arc saved as color images at
480x640 resolution in the JPEG format.

1000 - - R
L 4
c Yale
.
8 @ 100
£ o
5 ®
€ 3
»w T
S =
T 10 s
=5 FullFaces ¢
MUCT
1 R
1 10 100 1000
Number of personsin the database
Figurc 1. Statistics of databases used in scientific research
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[II.  FACE DETECTION STAGE

The first stage of face recognition is the face localization.
During this process a position and a scale of face (or faces) 1s
cstimated and these values are used as the input data in the
identification/verification algorithm. The face detection
subsystem should correctly identify objects similar to faces,
like a hand (in the case of the skin color algorithm) or a ball
(in the case of the geometric modeling) and reject them.
Location of a human face in the image is onc of the most
important steps in the process of face recognition. This stage
reduces the calculation time by reducing the analyzed arca in
the identification/verification stage.

The face detection is typically implemented in three steps.
The first step is reduction of a distortion with the usc of image
processing techniques such as noise reduction and equalization
of the histogram. The next step consists in finding arcas,
where faces are most likely to appear. The final step verifies
the previously selected arcas.

Most face recognition techniques and databases assume
that the image 1s normalized by ISO/IEC 19794-5:2005 [9]
(Information technology — Biometric data interchange formats

Part 5: Face image data) standard or ANSIV/INCITS
385-2004 [10] (Information technology — Face Recognition
Format for Data Interchange) norms. These standards indicate,
for example, the positions, size, and rotation of face in the
image or the width-to-height ratio of the image.

Below we briefly describe how distortion of images in
relation to standards such as: lack of regular source of light,
various image sizes, head or image rotation, hidden part of the
face affect abilities of the face detection. During our rescarch
two public software packages for face detection are used. First
of them is based on the skin detection algorithm [11] and the

sccond uses geometric models [12] exploiting the Hausdorff

distance [ 13].
A. Face localization using skin color detection

In the casc of color images we can detect the face with the
usc of the skin color filter — this is the first factor that can be
taken into account in detection of the human face. The human
skin color differs in intensity (luminance), not the color
(chroma) thanks to which, skin color differences can be
cffectively removed.

In our research we used “Face Detection in Color Images™
software [11]. This environment is very comfortable due to
cmbedded basic functions for image processing. Input image
in RGB space format is converted to the IRgBy color space,
then Rg and By matrices are filtered by the median filter. Hue
and saturation values are used to sclect those arcas, where the
color matches the color of the skin — the result is a binary skin
map (Fig. 2).
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Figure 2.

(From left) Original image, skin map multiplied with original
image in the grayscale, image with detected face

The binary skin map and the original image are used to
detect faces in the picture. This technique is based on sclecting
the designated regions that have holes — eycbrows, cyes,
mouth, or nose. Theoretically, all regions, where the skin is
detected without holes, are not faces. The above operations —
finding holes in the binary image - arc performed using
morphological operations. An additional advantage of this
algorithm is compensation of lighting effects in the image, by
the histogram extension. This operation helps to eliminate the
darker and lighter regions of the face image.

Figure 3 shows cxamples of face detection. A problem
with this method is small resistance to low lighting or
intensive side illumination. In this case the algorithm
incorrectly selects the face area in the image. Improper
lighting conditions can be compensated with the use of the
histogram cqualization.

It can be observed that the algorithm correctly detects
faces, which have dark skin tone, are partially hidden, ¢.g., by
a scarf, and even when the head is rotated.

B. Face localization using geometric models

Il we deal with gray-scale images, we cannot use an
algorithm that scarches for skin arcas. In this case the solution
can be the use of geometric models. These methods are based
on the knowledge of geometry of a typical human face, e.g.,
assumes its natural symmetry. An appropriate algorithm finds
a rule to describe the shape, size, and other face characteristic
points such as cyes, nose, or chin. Relationships between them
(positions and distances) are also important.

For testing, an experimental software “FDMverl.0” was
used [12]. As previously mentioned, an algorithm applied in
this software uses the Hausdorff distance and is based on gray-
scalc images.
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Figure 3. Examples of face detection based on skin detection

Our experiments have confirmed that this technique is not
resistant to changes of orientation or face position and to low
light conditions as it is shown, for example, in Fig. 4. In full
light conditions the program works correctly as well as in the
case of side lighting. Problems can occur when the light comes
from above, because of the shadows falling on the face.
Detection during rotations of the head, as long as the facial
image is symmetrical (in the horizontal orientation), works

properly. Additional accessories like a hat, glasses, and a scarf

generally do not influence the proper detection. Wrong
detection can occur in the case of a complex background or
patterned clothes.

[V. INFLUENCE OF IMAGE RESOLUTION AND HEAD
ROTATION
Two mentioned databases (Yale and FullFaces) have been
downsampled 2, 4, 8, and 16 times for recognition issues. In
the reported experiments we have used the eigenfaces
approach implemented in the Matlab software [14] modified
to batch processing [4]. This software works in two modes:

e  Model creating — creates model of every individual.
Each subsequent folder, which includes face pictures,
becomes a new class. The more data (i.c. images) in
the folder, the better the model is created. The

generated database includes coefficients representing
cach class in separated rows.

e Rccognition creates table [N M| (N number of
pictures in the test folder, M class number generated in
the training phase), which includes distances between
cvery tested picture to the class obtained in the
previous mode.

Figure 4. Examples of proper and improper face detection with use of
Hausdorff distance

In the case of the FullFaces database, 5 pictures of cvery
individual have been used for training mode, and 5 for the
reccognition mode. A database for the recognition phase
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includes 150 rotated face pictures (pitch and roll). The same
types of frames were used to create a model of each person.
Experimental results arc presented in Fig. 5. As it can be
observed, similar results arc given for the original picture
resolution, downsampled 2 and 4 times. In this case the EER
(equal error rate) is about 5 %. For pictures downsampled 8
and 16 times the results arc only by 2 % lower (the EER is
then about 7 %). The obtained values are very similar to the
results presented in [4].

Yale database includes 585 pictures of cach person. It
gives a possibility to distinguish the amount of frames used to
create the model and those for the recognition phase. 117 face
pictures of each person, rotated (pitch and roll) and in various
(13 types) light conditions were used for the training stage.
The rest of frames, including faces photographed in 52 other
light conditions, were used in the recognition phase. In this
stage 4700 files were processed. Due to a large number of
comparisons, the recognition task was a very time-consuming
process. For original resolution it took about 48 hours. In case
of the parallel processing, every downsampling by 2 lasts
about 8 hours less.

Results of the experiments for the Yale database are
presented in Fig. 6. FAR/FRR curves are in this case much
smoother in comparison to those for the FullFaces database
(Fig. 5), because now there are 5760 images compared to only
300 for the FullFaces database. It can be noticed, that similarly
to the previous results, the recognition quality with the use of
the original data and the data downsampled 2 and 4 times is
almost the same. However, the EER is higher in the case of
the larger database and various light conditions (Yale
database) by about 16 %. Subscquent downsamplings 8 times
and 16 times give larger results, i.c., 19% and 20 %,
respectively.

-
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Figure 5. FAR/FRR plot for FullFaces database downsampled up to 16 times
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Figure 6. FAR/FRR plot for Yale database downsampled up to 16 times

V. CONCLUSIONS

Rotation of the head in the picture and variable lighting
conditions can significantly degrade effectiveness of the
identification based on the face image. Experimental results
showed that the face identification efficiency decreases due to
facc rotation (pitch and roll) and downsampling by about
10 %. Morcover, a combination of unfavorable lighting
conditions together with facial rotation causes degradation of
the results up to 12 % (according to experiments with the Yale
database).

Another problem that can occur during the image
acquisition in video surveillance systems is a low resolution of
those image portions where faces can appear. The tests show
that even 4 times downsampling (output image resolution of
160120 pixels) does not yet influence the face recognition
accuracy. However, 8 times and 16 times downsamplings
make the EER worse by about 2-3 %.

Generally, face detection based on the skin color
recognition better detects faces in a picture in comparison to
the geometric method. The considered version of the
geometric method based on the Hausdorff distance has
problems with poor lighting, lighting from above, and rotation
of the head but it more accurately determines location of the
face.

On the other hand, the analyzed algorithm for the skin color
detection  supplemented  with the holes scarch in  the
recognized object in order to consider it as a face adds the
ncek to the face in most cases, which is not required for the
face identification process.
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ABSTRACT — This paper describes a hardware implementation of
parallel digital image processor in FPGA technology. The architec-
ture and algorithm modifications presented in this paper are aimed
to enable fully parallel processing and reduction of FPGA resourc-
es. The circuit core is 64x64 array for image processing and analysis.
The proposed processor was tested on labeling of binary images;
obtained analysis results are presented and discussed.

[. INTRODUCTION

The image processing system presented in this paper is a
continuation of work on the parallel, digital image processor proposed
in [1] and modified in [2,3.4].

It implements the matrix of active nodes, which correspond to the
image pixels. These nodes are connected by weights that depend on
gray level of neighboring pixels. Weight values are processed into the
form containing information about the local neighborhood of node
and stored in nodes before segmentation. These data are used in the
image region growing process.

Version of the image processor described in this article was
implemented in VHDL [5,6] language. The processor has been
synthesized for 64x64 active elements matrix and neighborhood size
N = 8. It has been demonstrated that proposed processor could be
successfully applied for segmentation of binary images.

Presented in [4] an IP Core of the image processor with 16x16
XCSS500E (Spartan-3E
family device) with Xilinx ISE 13.1. Operation of the image processor

elements matrix size was synthesized for

was successfully verified during segmentation of binary images.
Both high speed of labels propagation (t ,=60ns for 6-bit label) and
segmentation time of single arcas in the range of microseconds were
achieved. However, this solution has several drawbacks. Images are
processed in a sequential manner, object by objects. Additionally,
system performance is limited by the need to re-send commands to
nodes matrix for every processed image arca.

This paper presents algorithm and architecture changes,
introduced to increase the system efficiency and reduce a utilization
of FPGA logic by a single image processing unit (node). Section 2
outlines the new processor architecture and algorithm. Sections 3, 4
and 5 contain implementation details and achieved results. Finally,
section 6 presents discussion and conclusion.

[I. IMAGE PROCESSOR ARCHITECTURE

Fig. 1. presents a block diagram of the parallel image processor.
It contains microcontroller, control unit and a matrix of NxN nodes,
which represent image pixel processing units.

Control
Unit

-
I
|
1
I
1
I
I
|
1
]
1
1
1
I
I
]
I
1

-4

TCP/IP SPI

Matrix
NxN Nodes

Fig. 1. Block diagram of image processor.

Microcontroller carries out the following tasks:
* loading the image from the host computer
» cvaluation of node weights and neighborhood mask values
* controlling the segmentation process
* delivering the processed image to the host computer

Central Unit performs the following functions:

* downloading the preprocessed image data from the microcontroller
into processing matrix

» providing the clock an control signal for nodes

» detection of the end of segmentation process

* delivering the analyzed image back to the microcontroller

Detailed information about algorithm performed by the image
processor is presented in [2].

To overcome disadvantages of previous solution [4] and achieve
fully parallel image processing, scveral algorithmic and structural
modifications have been introduced:

* storage of neighborhood data in form of mask register
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» acquired label by the node (in a single propagation cycle) is equal
to maximum value of previously stored label and label received
from a neighbor

* removal of FSM logic froma node

* introduction of the label comparator unit to node

Modifications of the algorithm

In previous implementation [4], during the simultaneous activation
of all leaders, a problem with label propagation in homogeneous image
regions may appear. It is possible to generate such label propagation
cycles, which does not allow detecting the end of the segmentation.
To solve this problem we have proposed that the acquired label by the
node (in a single propagation cycle) is equal to maximum value of
previously stored label and label received from a neighbor.

Next modification is related to method of storing in a single
node information about its local neighborhood. Currently, weights
ar¢ transformed and stored in each particular node in form of
neighborhood mask shown in Fig. 2.

Neighborhood mask replaces the idea of activation table presented
in [2] and introduces the N ADDR signal (common for all nodes),
used for addressing of local node’s neighborhood.

Linf0)
1 0 0 1
N_ADDR 3 L
lﬁ\ i
Lnd3) \\ \—[. AND LABELVALUE
— - >
s Lul1)
Lin2)

Fig. 2. The idca of the mask register for ncighborhood size N=4.

The N ADDR signal selects the direction of label propagation for
the cach particular propagation cycle. It is presented in Fig. 3. Signal
is provided by the Sequencer unit and has a value in range from 0 to
N-1, where N is a neighborhood size.

7 0 |
Nodc

6 < (ik) | :

5 4 3

Fig. 3.Addressing scheme for the neighborhood size N=8.
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Neighborhood mask is evaluated for each node by the microcon-
troller based on weights value. It selects possible neighbors to receive
its label. Logic ‘0’ value on the position corresponding to local address
of node’s neighbor excludes it from the process of label propagation.
It is due to performing a logical AND operation on the acquired label
with mask value for a selected neighbor.

Neighborhood mask allows to store node’s local neighborhood
data more efficiently. It reduces (to one for each neighbor) the number
of necessary registers (bits) for the information storage related
to node neighborhood and saves usage of FPGA resources. This
solution enables for a very effective implementation in distributed
RAM shift registers (an alternative functionality of LUTs SRLs
[7]). In comparison to idea of activation table, increased speed of
neighborhood addressing.

Another modification concerns the method of leaders selection. In
the presented solution an unlimited number of leaders can be sclected.
The leader is a node with initial label value greater than zcro.

Selection of leaders is performed by the Control Unit, during the
loading of neighborhood masks from the microcontroller. It is based
on value of neighborhood mask assigned to a node. If its mask value
is greater than zero, the node becomes a lcader.

Nodes chosen as lcaders, take the initial values of the labels,
which are consccutive natural numbers. The remaining nodes are ini-
tialized with label value equal to zcro.

An effective storage of neighborhood data in a node, allows anal-
ysis of larger size of local neighborhood, using the similar number of
hardware resources.

This enabled increasing of size of the analyzed neighborhood
from 4 to 8 nodes.

[II. HARDWARE IMPLEMENTATION

Microcontroller

Previously used ATMegal28 [9] microcontroller has by replaced
by the ARM family processor, because of performance problems.
We have chosen the EM2440-111 [10] development platform. It is an
ARM-9 based board, populated with the S3C2440A (up to 400MHz,
64MB SDRAM) microcontroller. Rich peripherals such as Ethernet
and SPI make this evaluation board suitable for this application.
We chose the Linux (2.6.30.4) because it is an cfficient, flexible and
reliable operating system with very little memory needs.

FPGA

As the target platform the XUPVS05-LX110T [8] evaluation
board has been used. It features the XCSVLXI110T chip, which is a
medium size FPGA device from the Xilinx Virtex-5 family.

The introduction of the global addressing scheme simplified the
internal structure of the node. The address generation and command
processing unit (implemented as a Finite State Machine logic) has
been removed and node is now stateless. This reduces utilization of
FPGA logic by a node and simplifics operations performed by the
Control Unit.
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Fig. 4. Single node block diagram.

The node block diagram is shown in Fig.4. It consists of two parts.
The first part (at the top of the figure), is responsible for addressing
the local neighborhood and contains the mask register along with
integrated multiplexer. The second part (at the bottom), is responsible
for label exchange. It consists of a series of multiplexers that determine
the label propagation path. The role of label shift register and change
detector unit has been no changed.

Introduction of comparator is a novelty. It ensures the new label
value (if acquired) will be greater than the previously keep in node. This
requires that propagation of label starts from the least significant bit.

IV. IMPLEMENTATION RESULTS

The image processor presented in [4] was synthesized fora
Spartan-3E family device, while the implementation described in this
paper is targeted to a Virtex-5 family device.

The direct comparison of the synthesis results for both FPGA
families is difficult because of architecture differences. Spartan-3E
family devices can implement 4-input LUTs, while Viertex-5 feature
6-input LUTs.

For the above reasons, the IP Core of the presented image
processor with 16x16 elements matrix size has been synthesized for
Spartan-3E and Virtex-5 platforms.

Resource allocation for previous and current implementation of
the image processor is summarized in Tab.1. We can observe fourfold
reduction of occupied slice registers, while the number of used 4-input
LUTs and slices has been twice reduced.

Storing information about local neighborhood of a node in the
form of neighborhood mask has very strong influence to the FPGA
optimization results. All these factors allow to process larger images
in the same FPGA device.

TAB.1. COMPARISON OF RESOURCE UTILIZATION BETWEEN PREVIOUS
AND CURRENT IMPLEMENTATION TARGETED ON THE XC3S500E -
16X 16 MATRIX SIZE.

Logic utilization Implementation Present
|4] implementation
Number of Slice Flip Flops 5,433 1,229
Number of 4-input LUTs 7,221 3,117
Number of occupied Slices 4,527 2,146
Number of bonded 10Bs 8 6
Number of BUFGMUXs 3 3

The image processor with 64x64 matrix size was synthesized then
placed and routed for XCSVLX110T with Xilinx ISE 13.1.

The implemented design utilizes approximately 93% slices of the
target platform device. Detailed statistic of the FPGA logic utilization
is presented in Tab.2.

TaB.2. Starnistics oF FPGA resource (XCSVLX1H10T) usep
FOR THE IMPLEMENTATION OF THE IMAGE PROCESSOR - 64X64 MATRIX SIZE.

Logic utilization Used Utilization
Number of Slice Flip Flops 20,755 30%
Number of 6-input LUTs 37,150 53%
Number of occupied Slices 16,155 93%
Number of bonded 10OBs 28 4%
Number of BUFGMUXs 3 15%

The Xilinx XPower tool estimated the power dissipation to be less
than 0.160W for a toggled rate of 50%.

High-speed operation of the FPGA logic enables rotation of labels
with frequency of 100MHz. Thus label propagation time (for 12-bit
label) between directly connected nodes is 120 ns.

V. EXPERIMENTAL RESULTS

As the source of binary images the Microsoft Windows application
called “IPU Tester” was used.

Although the FPGA part of system can process images up to
64x64 pixels, the size of the test image is currently limited to 32x32
pixels. This is due to GUI limitations of the IPU Tester.

On the left side of application front view (shown in Fig.5) the
image composer is placed and the result of segmentation is displayed
on the right side.

Sample binary image (shown on the left side in Fig.5) with 9
objects (black pixels) on the background (white pixels) was used for
system testing.

185



OPTIN\I2ATION OF THE FPGA PARALLEL INMAGE PROCESSOR

As can be seen, the image processor correctly recognized nine

homogencous arcas on a sample image within 66.12 ps. Pixels

belonging to the first object (the arrow) were marked by label 17
within 10 ps. Background of the image was not labeled and highlighted
(the mitial labels values equal to 0 were maintained).

The previous version of the processor [4] has marked the same
object within 2.5ps, while the total processing time for a sample
image was tens of milliseconds.

Increasing the size of the analyzed neighborhood from 4 to 8
nodes, allows propagation of labels along diagonals and proper
recognition of object marked by label “*4™.
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Fig. 5. Scgmentation result of sample binary image
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We can sce a large performance boost of the image processor and
reduction of the label growth speed in a single image arca. This is due
to increased length of labels from 6 to 12 bits and thus twice longer
propagation time (t, )

Fig.6 presents the processing results for the test image with
spiral curve (segmented within 281.58us). The next Fig. 7 shows the
case, where single object fills the entire image (processing time was
26.85 us).

The last example, Fig. 8 shows the sample image, consisting of
multiple identical objects (segmented within 6.28 ps), while results

arc presented in Fig. 9.

processed within 66.12 ps.

on

T LAY
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Fig. 6. A spiral curve test image
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Fig. 7. Results of scgmentation for an image consisting of a singlc Fig. 8. Samplc image consisting of multiple identical objects

large object — processed within 26.85 ps. processed within 6.28 ps.
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We can obscrve that the image processing time strongly depends
on the size and shapc of the objects, while their number has no
influence on it.

In the current implementation the length of label (fixed to 12 bits)
depends on the number of image pixels. It must be sufficient that
every node being a leader, took a unique value of the initial label.
In extreme cases, the number of segmentation Icaders is an order of
magnitude the number of pixels. So the required label length 1. can be
determined according the formula:

L =log,(x-y) (h

where, X image width, y  image height.

Twice longer label only partially explains the reason of slowing
down growth of the image arca. The second factor is the way of
analysis of its local ncighborhood by the node. It turns out that the
concept of the table activation is more efficient, in terms of acquisition
of new label value by the node. This is because the activation table
orders only neighbor nodces, for which the determined weight value is
sufficiently high. This demonstrates the performance advantage of the
activation table over the neighborhood mask.

VI. CONCLUSION

Verification of the hardware implementation of the parallel digital
image processor was described in this paper. Performed tests confirm
correct operation of the system.

Introduced algorithm and structural processor modifications solve
the propagation cycle issuc. It cnables the parallel analysis of whole
image regions and increascs the system performance.

A significant reduction of FPGA logic usage allows the processing
of larger images in the same FPGA device.

Further improvement of the system performance can be achieved
by increasing the frequency of labels rotation.

Finally, different modes of node weight estimation will be
implemented to cnable segmentation of gray level images and other
image processing operations ¢.g. edge detection of morphological
filtering.
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ABSTRACT — A problem of design of a system for real-time
voice watermarking using a digital signal processor (DSP) is
studied and presented in this paper. The authors prepared and
compared three versions of the considered system using differ-
ent types of data formats (fixed-point and floating-point) and
various ways of programming (Matlab/Simulik compiler for
Code Composer Studio and plain C/C++ programming).

Keyworps — DSP, watermark, voice, DW'L, real-time, design

1. Introduction

Real-time signal processing realized with digital signal
processors (DSP’s) becomes more and more important and
popular. In fact, nowadays DSP’s support many devices
exploited even in a broad sensc everyday life.

Shrinking time to market (T'TM) requirements together
with rising cquipment demands make the DSP based
design process more and more difficult and error prone. In
order to discuss the respective problems, the authors
consider and present in this paper a design example of the
DSP bascd platform, namely the system for real-time
watermarking of telephone conversations. It 1s thought to
be a part of a larger system for reliable segmentation of
speakers during telephone calls (c.g., to numbers of
emergency services). A DSP adds, in real-time, an almost
not hearablc and not annoying watermark to the voice of
one side of the telephone conversation. During inscrting
the watermark the signal distortion must be low and the
voice delay should be not disturbing the conversation. The
target system should be standalone with no need to
program it after the power-on cycle. Proper algorithms for
the considered purposc should be selected and realized
using modern hardware/software co-design techniques.

The authors alrcady proposed an experimental version
of the mixed hardwarc/software watermark inserting
system in [1]. The present paper presents three other
versions of this system, designed with the use of various
types of data formats (i.c. with the usc of fixed-point and
floating-point arithmetics), different ways of programming
(ie. with Matlab/Simulik compiler for Code Composer

The paper was supported by INDECT and DS 2012 projects.

Studio and with plain C/Ct+ programming) and also using
different hardware. Finally, the presented design variants
are cvaluated and compared.

2. Voice watermarking system

For rcal-time gencration of the watermark during
telephone conversations the authors prepared a DSP based
hardware/software platform [1]. Its block diagram is
presented in Fig. 1. The speaker voice processing is
performed with the TMS320C6713 DSK (DSP starter kit).

The input signal comes from the microphone placed in
the telephone handset. The output signal 1s a properly
watermarked input signal, which then goes through the
separation module to the telephone and further to the
telephone line. Because the DSP board is powered by the
external power adaptor and additionally 1s connected to the
host computer for programming, it should be galvanically
scparated from the telephone (as well as the telephone
line). It 1s realized with the separation module (see Fig. |
and Fig. 2) [1].

Due to a varicty of the telephone handset wiring
methods, an additional wiring selector acts between the
handset and the system.

The just presented system ideca was used to realize
three versions (called platform 1, 11, and I11). They are
described in this paper in the following sections.

¢ Telephone line >

< Telephone

Wiring :
selextor . OO Y- =N S —— TR PERRTONEIOTOTOTY IO

Separation
module

71 TMS320C6713 DK >

e AT T

Watermmarking system
Power line t xtenlml
—ho e ——»  power adaptor
2307V _AC
5v_DC

Fig. 1. A block diagram of the watermarking system
(platforms I and 1)
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Fig.2. Hardware of watermarking system
(platforms 1 and 1)

3. Voice watermarking algorithm

A problem of segmentation of speakers, c¢.g. during the
tclephone conversation, has already been considered in the
literature |3, 4].

Typical approaches that can be found in [3, 4] arc
based on assumption of some knowledge of the speaker
voice and the results are often erroneous. Our method does
not need any knowledge of this kind. However, we assume
that we have access to one side of the telephone
conversation (which is just the case, ¢.g., in the emergency
telephone service centers) and we can specially prepare
this side speaker voice by adding a watermark precisely in
the speaker activity instants. Thus our segmentation
method is free from errors.

We have alrcady presented an audio watermarking
method for the emergency telephone speaker segmentation
[1]. In this specific application there is no need to transmit
any data via the watermark. The segments arc determined
only by the existence of the watermark in the given time
instances. The method proposed in [1] was designed to be
fast and simple.

The proposed audio watermarking method is based on
the discrete wavelet packet transform (DWPT). In the
discrete wavelet transform (DWT) domain, the analyzed
signal 1s represented as a weighted sum of the so called
wavelet functions 2//2(2/t — k), with scale 27/ (j being
resolution) and shift k. Thus, DWT can be interpreted as a
fixed octave-band filter bank. Unlike DWT, DWPT
provides a wide range of bascs and analyzes in the less
than the octave bands.

In our casc the DWPT is used to analyze the telephone
band (04000 Hz) in 256 uniform bands. The watermark 1s
added into one of these bands of the DWPT domain.

This method was first modcled and positively verified
in the Matlab/Simulink environment. This was the initial
step for the design of the DSP based Matlab/Simulink
platform I (Section 4).

For the C/Ct+ programmed platforms Il and Il a
simplified method of the watermark inserting has been
proposed. Instead of calculation of the whole wavelet
packet analysis and synthesis filter coefficients, the
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following simplified and computationally efficient
procedure has been proposed.

The signal is processed independently frame by frame,
which are all 256 samples long. Both, the i’th frame vector
x; and the watermark vector w contain 256 samples. The
watermark signal w is just the symlet wavelet [2] with the
center of the bandwidth in 2000 Hz. Next, for cach frame a
part of the signal corrclated with the watermark is
subtracted

xi—x;— (wWhx)w. (1)

The obtained signal corresponds to the no watermark case
in the current instant.

If onc needs to watermark the current instant that
corresponds to i’th frame, the watermark is added using
the following expression

X< Xx; +aw. (2)

A value a needs to be chosen according to the tradeoff
between watermark audibility and its robustness.

Detection of the watermark is performed off-line by
the PC, which analyses files registered with the digital
telephone line recorder. The telephone line may, however,
be (and often 1s) analog. In such a case the watermark can
only be detected after the digital-to-analog and the analog-
to-digital conversions. Thus no direct connection or
synchronization with the described DSP based watermark
insertion system is possible. However, because both the
watermark inserting system (transmitter) and the receiver
of the watermark operate in the digital domains some post
synchronization of the respective signals, 1.c., sclection of
the optimum positions of frames of samples is necessary.
This is realized by means of the correlation maximization
as explained below.

The signal is again divided into frames and cach frame
x; again contains 256 samples numbered with indices
i =1,..,256. Let us define

_ (W)(256—1+1):256

! (W)I:(ZS()—/')

where (w) ., denotes a vector, which contains elements of
the watermark w from indices a to b if a < b. If a > b,
vector (w),., disappears from (3). For cach frame the
inner product

y; =w;'x; (4)
is cvaluated for j=0,...,255. Finally, we check if
max y; > 6, where 6 is an experimentally selected

threshold. If this incquality is truc, it means that the
watermark has been detected in the ’th frame.

4. Platform I realized with Matlab/Simulink

Design of the DSP solution using Matlab/Simulink [6]
(platform 1) is possible for digital signal processors from
Texas Instruments. The authors used Matlab/Simulink
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(ver. 7.1) modcl-bascd DSP design, Code Composcr
Studio (ver. 3.1) and a floating-point DSP embedded in a
typical starter kit, i.c., the TMS320C6713 DSK [8].

A fact that the used DSP is floating-point simplifics
translation of data from Matlab/Simulink (which s
typically 64-bit floating-point data) to C/C++ and finally
to the processor assembler.

A diagram of the Matlab/Simulink modcl-based DSP
design is presented in Fig. 2. It allows for a rapid
implementation of algorithms on varicty of DSP platforms.
A high-level programming model in Matlab/Simulink
must first be prepared. Very often such a model is prepared
for testing of the idcas and algorithms through the
simulation, independently to the further implementation.
Duc to this, the project must, in the next step, be adapted
to work on a given DSP platform. Currently, Mathworks
together with Texas Instruments support many (but not all)
processors from familics: TMS320C2000, TMS320C5000,
and TMS320C6000. Unfortunately, this sct is not
constantly changing. In ncw versions of Matab/Simulink
somec of processors arc added but some of them arc
removed (e.g. the last Matlab version that correctly
supports TMS320C6713 DSK 1s ver. 7.1 from 2006). This
situation narrows down the sct of the target platforms and
makes the design quite cumbersome.

Creating a model-based

project P
in Matlab /Simulink :

environment

y

Adapting the project (
to work on 6713DSK i

y

Automatic C/C++
code generation

'

Code optimization (
in Code Composer Studio

y

Board programming
and testing

Fig. 3. Matlab/Simulink modcl-based DSP design

Next step, 1.c. automatic C/C++ code generation (sce
Fig. 3) is performed during compilation of the project.
During this stage, Matlab/Simulink connects to the Code
Composer Studio |7] and gencerates the C/C++ code for
each graphical modecl. This kind of programming is very
simple and can be the fastest way to check the algorithm

accuracy. Howcver, 1t has some disadvantages. The
automatically generated source code i1s hard to understand
and optimize. Optimization is a problem in itsclf but it is
additionally augmented by another problem: automatic
translation from the high level Matab programming to the
low level C/C++ and finally to the assembler language.
This translation is very hard to be done optimal. In fact it
trics to translate onc type, model-based, to the quite
different types of programming with the process control
like c.g. procedures, interrupts, processes, threads.

Finally, an unnccessary large amount of code lines is
generated and, in many cases, also an unnccessary large
delay in the signal processing (i.c. between the input and
the output signals) occurs,. Automatically generated binary
file, to be loaded into the memory, is also much larger than
that prepared directly in the C/C++ language under the
Code Composer Studio from Texas Instruments.

It has major influcnce in stand-alone platforms, i.c.
thosc without the host computer. The stand-alone system
must storc the cntirc program data in a non-volatile
memory, typically it 1s a FLASH memory. Despite rcading
from the FLASH memory 1s much faster than writing, the
FLASH mcmory is too slow to be the program mecmory
during the run-time of the DSP. Typically, during the
booting process the DSP uses the booting kernel and
uploads the FLASH memory into the internal RAM
(IRAM). After this it cxecutes the program from the
internal RAM. If the program docs not fit into the internal
memory, it should be divided into sectors. Some of the
scctors are placed 1n the internal RAM, some of them are
stored into the external RAM (SDRAM). This casce is very
hard to manage, espccially under the Matlab/Simulink
cnvironment.

All mentioned above problems took place in the initial
rcalization of the platform for inscrting of the watermark.

First problem was related to the size of the output file.
In the most cases, the entire program can be loaded into
thc IRAM. On the TMS320C6713 DSK it has siz¢ of
196 kB. The memory map in this casc is shown in Fig. 4.

C67x Famity

Address Memory Type 6713 DSK
£x00000C00
interral Memory Internal
Memory
£x00C30C00
Reserved Space Reserved
or or
Peripheral Regs Peripheral
GxB0000C00
EMIF CEC SDRAM
Cx8000060C0 Flash
EMIF CE1 CPLD | cxeo080000
CxA00C0000
EMIF CEZ
Daughter
CxB0OOCOQOC Card
EMIF CE3

Fig. 4. Mcmory map of TMS320C6713 DSK [§]
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The size of the file generated by Matlab was cqual to
185 kB, but it does not mean that the internal memory size
was cnough. The internal memory must store additional
objects like the kernel or the stack. Other address spaces
arc reserved or fixed to given components (with no
possibility to reconfigure). Finally, it may be necessary to
usc cxternal 128 Mb of SDRAM. While the program is
running under control of the Code Composer Studio (c.g.
during programming, dcbugging, or testing), the problem
1s not the casc, but thc DSP must be programmed by the
host computer after cach power-up. To make the system
the standalone type, it is necessary to usc a nonvolatile
memory. On the board a 4 Mb parallel FLASH memory 1s
available. To usc it, at first an additional software
converter (hex6x.cxe [9]) must prepare the required output
file and must cxpand the program code with the booting
kernel and divide the program using the table of scctions
linked to the proper scctors in the memory map (sce the
vector table in [10]). In practice, thc mentioned software
loses some scctions, making the program impossible to
opcrate correctly after loading 1t from the FLASH
memory. In fact, even the documentation from Texas
Instruments [10] and the related internet forums do not
solve this problem

The project developed in platform [ contains 42 files.
The watermark inserting algorithm is realized in about 700
fincs of C/C+1t code but it includes also linking functions
to other files, making the wholc algorithm complex.

In case of thc not optimized source code the output
signal is delayed in relation to the input signal by 1.756 s.
Such a dclay is very annoying and makes the work of the
phonc opcrator very difficult or even impossible  during
the conversation he or she can hear him- or herself after an
unacceptably long dclay.

5. Platform Il with C/C++ programming

The sccond realization of the watermarking system (called
platftorm ) was rcalized with the same hardware as
platform . In contrast, in the previous solution the authors
decided not to use thc Matlab/Simulink environment, but
th¢ Code Composer Studio ver. 3.3 and the C/Ctt
programming only. The C/C++ DSP softwarc design is
presented in Fig, 5.

During the design, all algorithms must be manually
programmed in the C/Ct 1 language but cven in this case
some steps like the configuration of the hardware modules
can be semi-automatic  or  library supported.  The
optimization loop (dotted lines in Fig. 5) makes ity
possible to rcach a stable and cfficient solution. This
optimization loop is much casicr to manage.

The genesis of the decision to prepare platform 11 was
rclated to problems with making the system standalone
under the Matlab/Simulink environment with a link to the
Code Composcr Studio library.
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Creatinga C/C++
project for DSP
in Code Composer Studio

Y

Manual and semi-automatic
C,";C'* + ( ........... :
code generation :

;

Code optimization (
in Code Composer Studio i

!

Board programming
and testing

Fig. 5. Typical C/Ct+ DSP software design

The project realized under the Code Composer Studio

includes the following sct of files:

e DSP and peripherics configuration, c.g. PLL
(phasc-locked loop, for CPU clocking), audio
codec, EMIF (cxternal  memory interface),
intcrrupt vectors, memory map, clc.

e Sourcc codec - main function calling DSP
initialization functions and then performing the
signal processing algorithms

This implementation includes 21 files and about 120

lines of the C/C+t code in the main function only. It is
cnough to rcalize the same application as in previous
solution, i.c. the watcrmark inserting algorithm.

This implementation includes 21 files and about 120
lincs of the C/Ct++ code in the main function only. It is
cnough to rcalize the same application as in previous
solution, i.c. the watermark inserting algorithm.

First advantage of this is a sizc of the output file. It has
76 kB and can be fully loaded into the IRAM of the DSP
core. Therefore, in this casc, the standalone system can be
rcalized with no problems. Nowadays, the C/C++
language programming is a standard in the processor and
microcontroller programming. Thus for an cxperienced
programmer it should be not a problem. The C/C++ offers
the best compromisc between the high level programming
and the direct low level control of the hardware by the
asscmbler.

In the presented case, duc to relative low software
complexity, putting the changes to the source code is very
casy. The mecthod used in the implementation ot the
algorithm reduced the delay between the input and the
output to 32 ms only. It is cquivalent to onc frame of 256
samples with the sampling rate of 8000 samples per
sccond.
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Thus, platform 11 allows very fast processing with no
hearable delay. Tthe main disadvantage is still the same
size as in platform 1 (for details sce Tab. 1).

6. Platform 111 with fixed-point processor and
C/C++ programming

The third realization has been made using the fixed-point
DSP TMS320C5505 embedded in the ¢ZDSP USB STICK
starter-kit [11] and Code Composer Studio ver. 4.0. The
C55x DSP architecture offers a high performance and low
power through the increased parallelism and focus on
power savings [12]. A block diagram of platform III is
presented in Fig. 6 and its realization in Fig. 7. The DSP
board is very small (93x40 mm), low power, dedicated to
mobile equipment. It allows to miniaturize the system.

¢ Telephone line N

Telephone

Low noise
microphone » TMS320C5505 EZ DSP
preamplifier

A A
10v_DC 5V _DC
Power converter

Battery

(1.8V-5.5V)

Watermarking system

Fig. 6. A block diagram of the watermarking
system (platform I1I)

Beside the DSP board, the platform has the second PCB
(printed circuit board), designed and realized by the
authors, which consists of the low voltage power converter
and low noise microphone preamplifier (c.f. Fig. 5). The
system is battery powered and thercfore the separation
module, that was required in platform I and Il can be
omitted. The third platform does not require an external
power converter, as well as is much smaller than the
previous solutions. This means that it can be applied in
mobile equipment.

Internal, high cfficiency low power converter produces
5V to supply the DSP and 10V to supply the analog
preamplificr. The input power comes from batteries and
can vary from 1.8 Vto 5.5 V.

However, the codec in this platform has an clectret
microphone interface and offers variable amplifications of
the input signal. The authors designed an additional low-
noise microphone preamplifier, to separate the low voltage
analog signal coming from the digital system part. It
brings better signal-to-noise ratio.

Fig. 7. Hardware of watermarking system (platform I11)

The DSP software is similar to this in platform Il but is
adapted to the fixed-point arithmetic and different kind of
architecture. As the TMS320C6713 allows to acquire and
process 16-bit samples from input, the TMS320C5505
acquires 16-bit samples as well but should convert them to
32-bit variables in case of processing. Any multiplying of
16-bit values gives a 32-bit output, that has to be right
shifted to shrink the format to 16-bit. An architecture of
the floating-point unit allows to do this operation on 2-byte
variables, however, the fixed point TMS320C5505 unit
loses data when using variables of the same size (the C55x
CPU provides two multiply-accumulate (MAC) units, cach
capable of 17-bit x 17-bit multiplication in a single cycle).
The input samples are acquired in the interrupt routine,
cvoked by the audio codec, also as in the TMS320C6713.
The line-in mput does not prevent to connect the signal
from the microphone in the case of ability to control the
software gain by setting the proper bits in the audio codec
registers. A size of the generated binary file 1s only 30 kB.
It fits into the external non-volatile EEPROM (connected
to EMIF by 12C interface) and during the booting process
is uploaded into the internal memory DARAM in full,
what allows proper work in the standalone mode [8]. In
fact in the TMS320C5505 ¢ZDSP USB STICK board
there are no other possibilities than to fit all the code into
the internal RAM, because, in opposite to platforms I and
[1, this board has no external RAM chip. Fig. 8. shows the
memory map of the TMS320C5505.

7. Comparison of platforms

To summarize, Table 1 presents the main technical data
and performance of the watermarking platforms I, 11, and
[1I. Beside the hardware specifications, some raw
performance measurements arc added. It can be noticed,
that platforms 11 and IlI, programmed in plain C/C+tt
language are faster (produce lower delay), are more stable,
casier to manage, and what is not obvious, they require
less supply power than platform [, programmed in
Matlab/Simulink. The most cconomical is platform Il and
it should be dedicated to the mobile applications.

195



NTAV/SPA 2012

DESIGN OF DSP SUPPORTED SYSTEMS FOR REAL-TINME VOICE WATERMARKING

CPUBYTE DMA/USBILCD
ADDRESS*  BYTE ADDRESS™ MEMORY BLOCKS BLOCK 8i2E
000000h 0601 6000h .
MMR (Rosorved)™
000C0N Q001 0OCDRL "t
DARAM®' 84K Minus 192 Bytes
0100008 0609 000K T 1
SARAM 256X Bytes
0500000 G100 0000N
Extemnai-CSO Bpace T 8N Minus 320K Bytes SDRAM!MSDRAM
800000 0200 6000h
External-C82 Spacs™ 1 Bytes Asynchronous
CO000M 0300 0O00H
External-C83 Spaco‘r" 2M Bytes Asynchronous
£00000h 0400 0000
Externai-C84 8pace’ ™ M Bytes Asynchronous
FOODODR 0500 0O00H
External-C85 Space’™ 14 Minus 123K Bytes Asynchronous
FEODOOK 050E 0000k
ROM External-C85 Space™™ [Unmapped (if MPNMC=1)
{if MPNMC=0) (if MPNMCE 1) 128K Bytes ROM {if MPNNCa)}
FFFFFFh 050F FRFFh

Fig. 8. Memory map of TMS320C5505 unit [11]

Tablc 1. Technical data and performance of watermarking
platforms I, 11, and 111

Platform 1 11 111
/Parameter
DSP platform TMS320 TMS320 TMS320
. ace C6713 DSK C6713 DSK C5505 eZDSP
and processor USB STICK
Program 4Mb FLASH | 4Mb FLASH 512Kb
. with parallel with parallel EEPROM
memory interface interface SPI
External 128Mb 128Mb NA
RAM SDRAM SDRAM i
Programming Matlab C/C++ C/IC++
/Simulink
Code size 185 kB 76 kBB 30kB
Audio Codec 16-bit [6-bit 16-bit
8kS/s 8kS/s R8kS/s
TLV320 TLV320 TLV320
AIC23B AIC23B AIC3204
Programming UsB
. USB USB vy
interface (F12232)
Signal delay 1.756 s 32 ms 32 ms
Power
dissipation 1.75 W(*) 1.4 W 0.4 W
(run)
DSP board 222x112 222x112 93x40
dimensions [mm]| [mm] [mm]
External 85x196x310 85x196x310 50x55xHH)
dimensions [mm] [mm] fmm|
Power supply 5V DC 5V DC 1.8-5.5V DC
(cxternal (external e.g. battery
power power 2x1.2V
adaptor) adaptor) or 3.7V
Telephone Galvanicall Galvanically .
y Direct
connection separated separated
/\ddll.l()nal' . ll]ar(:wa;c ‘l llar(:wa;c Low noise
functionalities | Seectorfor seiector for microphone
various wmng various wmng reampliﬁcr
of handset of handset p

(*) run under software debugger
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8. Conclusions

In this paper the design of the DSP supported platforms
for the real-time voice watermarking has becen shown.
Three presented  solutions  explained  advantages,
differences and problems during the fast prototyping such
Matlab/Simulink way in  comparison to manually
designed C/C++ programming. The first onc 1s much
casicr during the design but is also slower, requires more
resources, and is less tractable in the meaning of advanced
configuration e.g. FLASH memory booting for the mobile
solutions.

In future the authors plan to prepare a more detailed
comparison between the Matlab/Simulink based design
and the manually tuned C/C++ programming. First rather
raw measurements, presented in this paper, show that
quickly designed platforms do not offer the optimal
performance and require more hardware resources and
morc supply powecr.
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Influence of GSM Coding on Speaker Recognition
Using Short Polish Sequences
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ABSTRACT — The paper presents a comparison of speaker models
used for fast speaker identification in short recordings of telephone
conversations. The knowledge of the encoder type used during the
transmission of speech allows to apply a model that takes specific
characteristics of the encoder into account. This improves efficien-
cy of the speaker recognition process. The influence of the follow-
ing GSM encoders was tested: FR, HR, EFR and AMR. During the
experimental research we used our database of short voice phrases
that usually occur during emergency calls. This paper is based on
our studies related to techniques for the GSM encoding detection
and to algorithms for removing silence in the voice recordings.

Keyworps — GSM, GMM, speaker identification

[. INTRODUCTION

Speaker recognition a is a new and attractive functionality,
which often occurs e.g. in various types of call-center systems.
An important factor influencing effectiveness of the speaker
recognition (verification / identification) is e.g. the quality of
transmission / recording of the speech signal. In case of the
public switched telephone network (PSTN) and the typical
PCM bitstream of 64 kbit/s (8-bit quantization with sampling
rate equal to 8000 samples per second) the speaker verification
performance is about 95 %. An intrinsic use of the speech
codecs applied in mobile networks decreases cfficiency of the
speaker identification [1, 2]. It can currently be observed that
most of the calls are performed using the mobile network. For
example, in 2010, the conventional telephone network density
(a number of lines per 100 inhabitants) in Poland was 21.6 only
and is declining since 2004. In the same time the mobile
network penetration rate (a number of SIM cards per 100
people) increased up to 123.4 [3].

The problem of building a correct model of a person to be
verified by a biometric system is an issuc that requires
consideration of the specific acquisition and transformation of
the signal. Knowing properties of the signal under test, we can
compare it with patterns held in the dedicated database. A
general idea of our speaker verification system is shown in
Fig. 1. For each of the speakers we have developed models
incorporating different types of speech coders.

Discussion of encoders used in the experimental studics is
given in Chapter 2 followed by description of the detection of
the encoder type, based, according to our previous studies [4],

on the mel-frequency cepstral coefficient (MFCC) parameters
and the mean square error (MSE).

A sclection of the speaker during the verification stage 1s
realized by means of the Gaussian mixture model (GMM)
approach. The speech preprocessing includes an algorithm for
automatic removal of silence in the speech signal sequence as
discussed in [5].

Models of speakers

Raw

PCM ‘ FR HR EFR
Detection of Best model
voice coder selection Speaker
- l — Accept/
. Reject
Speech signal GMM based
> —————

speaker verification

Figure 1. Speaker verification with automatic selection of speaker models

We assume that the analysis is based on the resynthesized
speech. Direct application of the encoder parameters seems to
be impractical according to [2], since such approach can be
rcalized only in the systems implemented by the operators of
the cellular network. Another assumption of our experiments is
the use of the database of short speech utterances. Thus we
assume that the detection of people should be very fast [6].

II. SPEECH CODERS

A.  GSM speech encoders overview

As mentioned in the introduction, an important element of
the speaker verification systems is selection of the proper
comparison model, depending on the speech coding technique.
The following encoders used in the mobile telephony were
tested during our experimental studies:
e full rate (FR) encoder [7],
e cnhanced full rate (EFR) encoder [8],
e halfrate (HR) encoder [9],
e adaptive multi-rate (AMR) encoder [10].
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These encoders can be divided into two groups, which use:

e full rate linear-prediction based on the analysis-synthesis
with the RPE-LTP algorithm (regular pulse excitation -
long term prediction) that generates a 13 kbps bitstream
with 8000 samples per second sampling rate; every 40
samples are computed with the use of the previous 120 and
split into frame, which consists of 160 samples, being
cquivalent to 20 ms of speech in the time domain

e CELP (code excited linear prediction) algorithm -
cnhanced full rate / adaptive multi-rate or half rate; these
encoders use ACELP (algebraic-code-excited linear
predictive) algorithm (both EFR and AMR) or VSELP
(vector-sum  excited linear prediction), respectively,
generating bitstream of 4,75-12,2 kbps.

Implementation of AMR [I1], EFR [12], and HR [13]
encoders have been based on the official ANSI C code, adapted
to the authors’ for batch processing. An interesting fact is that
the EFR implementation [12] cuts about 1024 final samples
from every speech file — in this case all sequences have to be
extended with additional 1024 zero values before the next
transcoding. Implementation of the FR encoder has been
realized with Matlab with the use of equations described in [7].

B. SNR after GSM speech coding

It is obvious that speech coders degrade signal quality.
Errors between original and processed speech files can be
estimated calculating SNR (signal to noise ratio). This value
also gives us possibility to check how subsequent transcodings
influence unprocessed speech. In [14] the authors proposed the

following equation
Z(S()R(i )

Z (S ORG S CODED ) ?

This equation assumes that we can directly compare
samples of the original and encoded sequence. However, it is
impossible to calculate SNR in this way in case of a dclay
between the unprocessed and processed speech. In order to
obtain proper SNR results, we have used the correlation
function to find the mentioned delay and shift of the coded
sequence. In [14] the authors used only lincar-prediction based
GSM algorithms, making SNR calculation much ecasier.

SNR =10log (1)

SNR values have been computed for our database of short
sequences. It consists of 7200 speech files recorded with 22050
samples per second and downsampled to 8000 samples per
sccond with the use of high order polyphase filters. The
database has been transcoded four times by four main GSM
encoders: full rate (FR), enhanced full rate (EFR), half rate
(HR), and adaptive multi-ratc (AMR). The last three encoders
use adaptive and fixed codebooks. In this case, it is impossible
to calculate SNR value even with the use of corrclation
function.

Fig. 2 shows the corresponding set of samples (after fitting
with the correlation function) of the original speech and the
transcoded once by the AMR coder. As it can be noticed,
calculation of the SNR values sample by sample may give
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incorrect  results if large differences occur between the
corresponding samples. The EFR and HR encoders give very
similar results. In the case of the FR encoder, which uses
predictive algorithms, the corresponding transcoded frames are
more similar to the original (using the correlation function
gives better results than those presented in [14]).

Fig. 3 shows the transcoding cffects that occur during the
FR coding. The SNR values for subsequent tandems (multiple
subscquent transcodings) are presented in Table 1. Subsequent
tandems affect the signal less and less but the SNR values
decrease nonlinearly, as it was expected.
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Figure 2. Corresponding subset of frames of original speech and
transcoded once by AMR ecnoder
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Figure 3. Corresponding subset of frames of original speech and
transcoded once by FR ecnoder

TABLE I. SNR VALUES COMPUTED FOR TANDEMS IN CASE
OF FULL RATE ENCODER
Encoder SNR [dB]
type I coding | 2 codings | 3 codings | 4 codings
Full rate | 31.7701 29.9596 28.4174 27.0173

III.  ALGORITHMS AND DATABASE

A.  Speaker modeling method

An extraction of the speaker features from a particular
speech sequence starts with the division of the sampled signal
into blocks of the length equivalent to 16 ms. Next, cach block
is multiplied by the Hamming window function, and the DFT
(discrete Fourier transform) is calculated to finally receive 12
MECC (mel frequency cepstral coefficients) by mel-scaling.
Obtained feature vectors are used to train the model with the
GMM. The expectation-maximization (EM) algorithm is used
during this step.
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B.  End-point detection — removing silence from speech

Experiments described in [5, 15] proved that removing
silence from spcech significantly improves speaker recognition
even if the modeled speech contains only several words. From
four of the presented EPD (end-point detection) algorithms
(both in their basic and cxtended forms) we chose two for
further tests: the cnergy analysis and the Jang HOD (high-
order differences) method (presented by Roger Jang in [ 16]).
Table I summarizes the main idcas of the mentioned methods.

TABLE 11 EPD METHODS USED FOR SREAKIER RECOGNITION
Method Short Description
Encrgy analysis Calculation of cnergy
Use of volume and high-order
Jang HOD . &
differences

In our application the described algorithms were enhanced
by detection and removal of silence in the beginning, middle,
and at the end of cach sentence (extended version), thercfore
we arc calling them “middle encrgy” and “middle Jang HOD”
algorithms.

1)  Middle energy algorithm

This EPD algorithm is based on thc analysis of the signal
encrgy, which can be computed from cquation

Ky
E = x*(n) 2)
n=k,

wherc i stands for the number of the window of the signal x,
ki, is the first samplc of the i-th window, and kj is the last onc.
Number of samples in one window uscd to count the cnergy is
80, and the length of cach window 1s 0.01 s. The offset of the
window is cqual to 0.001 s.

Selection of threshold paramcters were tested on wave
sequence: “Chciatbym zglosi¢ wypadck” (in English: “I would
like to report an accident”) which has 16 383 samples and lasts
for 2.05 seconds. A mcan valuc of the cnergy in this wave is
1.7578 with th¢ minimal valuc very close to zero (0.00006)
and the maximum valuc of 15.384. The cnergy threshold was
chosen cxperimentally and is equal to 0.1. After removing the
silence from the tested sentence the length of raw specch
decrcascd to 1.04 sccond i.c. to 8335 samples. Mean cnergies
of the voiced and silence parts arc 3.6 and 0.016, respectively.

2) Middle Jang HOD algorithm

This cnd-point detection algorithm uscs high-order differences
of the speech signal to detect speech. Individual steps of the
algorithm arc as follows:

a) Computing volume (V) with the use of cquation (3)
and the absolute value of the sum of the j-order difference (H)

with cquation (4):
ki
V= 2 [xn) ®)

n=k,,

s A’x(n)
H = _
RIS @

I'd

where x describes the signal, # — the sample number, 7 stands
for the number of the time window, £, and &y arc the first and
the last samplc of the i-th window, respectively, A represents
the differcntial. Next, the values of V and H are normalized.

b) Computing the VH curve from volume (V) and sum
of obtained differentials (H):

VI =V + H)/2 (5)

¢)  Computing threshold # for VH in order to determine
the end-points. The threshold is defined as
t - VHmin + (Vflnnx o VHmin )X r : (6)
A dcfault value of ¥ = 0.125. A length of the time window

to compute the volume is 0,016 s. A number of samples 1n a
window is 128. Adjacent windows arc not overlapping.

A number of differences (in our case j = 4) was chosen
experimentally for the sentence mentioned in the description
of the previous method. In this example the mean value of VH
was 0.1757, while the range of values fluctuated between
0.0015 to 09611. The threshold valuc computed from
cquation (6) cquals 0.0922. In this case the length of the
voiced signal was 0.75 sccond i.e. 6022 samples. The mean
VH valuces of the speech samples and the removed silence are
0.3762 and 0.0274, respectively.

C. Database

The databasc (described in [S]) used in our experiment
consists of 6 sentences repeated 30 times by cach of 40
spcakers (males and femalces between 20 and 55 years of age).
An average length of the recorded sentences 1s 1.6 sccond.

Recordings were realized during three sessions. Every
speaker repeated cach sentence 10 times at once. Time break
between sessions was | o 6 weeks.

Each of 7200 samples was recorded in an anechoic
chamber with the usc of an omnidirectional condenscr
microphone. The sampling rate of the recorded samples was sct
to 22050 samples/sccond and to 16 bit resolution. Next, the
recorded phrases were downsampled to 8000 samples/second
to comparc with the tclephone quality speech. An average
duration of spcech sentences is about 1|'s, thus during the
experiment the features obtained from 5 random scquences
were combined to create a modcel of each spcaker.

IV. INFLUENCE OF GSM CODERS ON SPEAKER RECOGNITION

To dctermine how cach coder influences the speaker
recognition accuracy, we tested four GSM coders (AMR, EFR,
FR, and HR) and thc unprocessed (raw) speech in matched
conditions. This means that the spcaker model and the speaker
sentence used for tests were taken from the same database, thus
coded with the same coder.
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As it can be scen in Fig. 4, coding of speech decreases
accuracy of the speaker recognition, which was expected.
However the results show that the FR coder apparently extracts
some crucial speaker features because effectiveness of the
speaker recognition system for speech encoded with this coder
is increased in comparison to raw (unprocessed) speech. Other
coders 1n the order from the best to the worst result are: EFR,
AMR, and HR. EER (equal error rate) values for this
cxperiment are presented in Table 11T in bold.

40 - raw speech
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EFR
. : FR
3 20
c HR
2 10
o)
@
8
5 5
o
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w
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Figure 4. Influence of GSM coding on speaker recognition

for matched conditions

V. INFLUENCE OF TANDEMING AND SILENCE REMOVAL ON
SPEAKER RECOGNITION
In the next step of our experiment we tested the effect of
multiple coding and decoding of speech on speaker
recognition. For that, we used speaker models coded once with
one of the coders, and test sequences coded one and four times
with cach coder.

Furthermore, we tested the influence of silence removal
algorithms on alrcady transcoded speech. Two methods
described carlier were used and the effects are described below.
Tables 111 to V show the results of the performed experiments
both in matched and in mismatched conditions. Gray highlight
shows the lowest value of EER for a given test sequence.

A.  Tandeming

Every cellular phone call comes through the basc station
and the basc station controller. There can be scveral switches
between the sender and the receiver. Every operation of coding
and decoding has impact on the signal quality. An idca of
tandeming (transcoding the speech several times) is to check
how it influences the speaker recognition accuracy.

Table IIT shows EER values for matched and mismatched
conditions for four GSM coders. Speech samples used for the
test and the training part were transcoded 1 and 4 times. It can
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be observed that in cases of AMR, EFR, and HR encoders EER
value increases with the number of tandeming. An interesting
fact is that for the FR encoder, recognition accuracy is higher
than for the raw data even when transcoded 4 times. It can be
observed in the highlighted fields in Table 111, whose structure
tends to be diagonal.

TABLE II1. EER OF SPEAKER RECOGNITION
FOR TRANSCODED SPEECH (IN %)

Test Speech transcoded Speech transcoded
Raw 1 time 4 times
- ' | ' I x ‘
| speech | 5 s | - :
AMR | EFR | FR | HR | AMR | EFR | FR | HR
Model o ’ | ! | |
Raw 1 287 | 3006 | 263 | 247 | 352 | 389 | 375 | 243 | 436 |
speech ; | ; | i
AMR | 339 |33.0 | 298 | 317 | 355 | 394 | 392 | 309 | 422 |
EFR 312 | 310 [27.3 | 289 [ 337 | 390 | 382 | 283 ; 422 |
FR } 27.2 304 | 26.5 | 244 | 340 | 379 | 355 | 232 | 434
HR } 382 | 364 | 343 | 354 | 35.3 | 401 | 407 ] 347 | 401 1

Fig. S presents plotted lines of values included in Table I11.
The abscissa axis 1s described with the tested sequence
transcoded by a specific encoder, while the ordinate axis shows
the EER value. Colors of the plots correspond to the used
modecls. As it can be observed, the full rate encoder gives better
results even than the raw data.

45%
40%
Models:

15 e RAW

o R J

r = RAW AMR
30% -RAW EFR

o RAW FR

25% e RAW HR
20%

RAW AMR EFR FR HR AMR4 EFR4 FR4 HR4

Speaker test sequence

Figure 5. EER of speaker recognition system for transcoded speech
B.  End-point detection

As it can be inferred from comparing Tables 111, IV, and V
removing silence has a significant influence on the spcaker
recognition system. Even for raw speech the results are better
(an improvement from 26% to 17% and 16% for the middle
energy and the middle Jang HOD algorithms, respectively).
Though, both algorithms give quite similar accuracy.

1) Middle energy algorithm
Table 1V shows results for matched and mismatched conditions
with the use of four GSM coders.

Removing silence, both from the model and the tested
speech, improved the recognition efficiency. The best results
were obtained for the test speech coded only once with any
coder and the model, which was adequate to the coder.
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In casc of tandeming for the tested speech coded with the
EFR coder, the best results were acquired for the speaker

models coded with the AMR and EFR coder. When voice of

the verified speaker were coded 4 times with the FR coder the
best accuracy can be observed for the speaker modeled after
coding with the FR encoder. However, good results are also
received for the unprocessed speech and the EFR model.

TABLE IV. EER OF SPEAKER RECOGNITION FOR TRANSCODED SPEECH
WITH REMOVED SILENCE BY MIDDLE ENERGY METHOD (IN %)

“Test l Speech transcoded T Spccch transcoded
. Raw 1 time i 4 times
.| speech AMR | EFR | FR | HR | AMR | EFR | FR | HR
Model . ) ' ' -
Raw 170 | 189 | 17.8 | 187 | 275 [ 293 | 223 | 193 | 442
speech o
AMR 19.7 18.1 17.7 19.7 | 23.3 | 245 | 18.7 | 209 | 433
EFR 18.3 177 | 166 | 183 | 234 | 26.7 | 193 19.3 | 43.1
FR 19.0 199 | 18.6 | 169 | 26.0 | 31.2 | 239 | 17.3 | 446
HR 25.5 23.0 | 228 | 246 | 207 | 246 | 209 | 25.1 | 342

Fig. 6 illustrates the obtained EER values. Designation ME
stands for the model processed with the middle cnergy
algorithm, and cach line represents speaker model tested
against the speaker test sequence listed on the horizontal axis.

45.0%
40.0%
Models:
35.0% -
e ME
i
' 30.0% —— AMR ME
— EFR ME
25.0%
e FR ME
20.0% e HR ME
15.0%

RAW AMR EFR FR HR AMR4 EFR4 FR4 HR4

Speaker test sequence

Figure 6. EER of speaker recognition system for transcoded speech with
removed silence with use of middle energy method

Every model (apart from the one coded with the HR coder)
gives similar results for testing speech coded only once. HR
coded test speech stands out here (the only exception is when
the model is coded also with the HR encoder). For testing the
speech transcoded 4 times with the HR coder all results are
worse, though the HR coded model is better in this case.

2) Middle Jang HOD algorithm
As it can be inferred from Table V and Fig. 7, the middle
Jang HOD algorithm, used for removing unvoiced parts of
speech, shows significant improvement of the speaker
recognition accuracy. It brings a very similar cffect to that of
the previously studied middle energy method. The differences
between them arc almost unnoticeable.

[t can be also observed that in case when the tested speech
is transcoded 4 times with the HR coder no EPD algorithm can
improve recognition accuracy (except when the model is also
coded with the HR encoder).

As in the previous method, the best results can be observed
when the model and the speech of the verified speaker are
coded with the same coder (this conclusion is certainly valid in
both cascs of 1 and of 4 transcodings).

In Fig. 7 the abbreviated designation MJH stands for the
speaker model processed with the middle Jang HOD algorithm.
The corresponding graph shows recognition accuracy (EER) in
reference to the transcoded test speech sequence.

TABLE V. EER OF SPEAKER RECOGNITION FOR TRANSCODED SPEECH
WITH REMOVED SILENCE BY MIDDLE JANG HOD METHOD (IN %)
k Test Sb}cch transcoded Speech transcoded
Raw 1 time 4 times
speech . .
N AMR | EFR | FR | HR | AMR | EFR | FR HR
Model
Rew 164 | 187 | 175 | 186 | 27.5 | 299 | 225 | 19.7 | 447
speech B
AMR 190 | 127 | 175 | 194 | 24.1 | 255 | 194 | 208 | 424
EFR 17.9 176 | 165 | 182 | 240 | 272 | 198 | 19.7 | 440
FR 18.8 200 | 18.7 | 162 | 262 | 31.6 | 24.0 | 169 | 442
3 et :
HR 25.5 227 | 225 | 239 | 20,6 | 25.7 | 21.4 | 252 | 34.1
45.0%
40.0% -
Models:
35.0% -
e MU H
@ 300% - e AMR MJH
by
- EFR MIH
25.0“’6 & .. {
e FR MU H
20.0% e HR MUH
15.0%
RAW AMR EFR FR HR AMR4 EFR4 FR4 HR4
Speaker test sequence
Figure 7. EER of speaker recognition system for transcoded speech with

removed silence with use of middle Jang HOD method

VI. TIME OF PROCESSING

Presented experiments were performed in the Matlab
environment on the Linux operating system. The hardware
used for tests involved Xenon Quad Core E5405 2.0 GHz CPU
and 2 GB RAM.

Table VI and Fig. 8 present average time of computations
for cach part of the speaker recognition system, i.c.: silence
removal, feature extraction, creation of model, and verification
of one particular spcaker with one model. The time unit is
milliseconds.
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TABLE VI. PROCESSING TIME (IN [MS])

Speech with removed silence

s b Middle energy Ja]\:;dl(l’:(;l)
Silence removal - 54.0 236.2
Feature extraction 20 1.7 1.6
Model creation 181.7 65.6 61.4
Verification of speaker 1.8 1.3 1.2
Overall 186.2 122.6 300.4

The tested algorithms are of various complexities, thus the
time consumption of their performance is adequate — removing
silence with middle Jang HOD algorithm takes more time than
computation of the signal energy.

QB3 T s
— 03 1
o i
2 025 1
2 # Speaker verification
¥ 02 ¢ ‘ ,
3 ; # Model creation
S 015 1
- . ! # Feature extraction
~ |
g 017 & Silence removal
o P/
0.05 +
0 A — : ——
Raw speech  Middle energy Middle
JangHOD

Figure 8. Time of processing raw speech and speech with removed silence

Even though detection of silence is time consuming, speech
containing only voiced parts cnables to create the speaker
modecl faster (because of the much smaller amount of the
samples left). Therefore, in case of the middle energy algorithm
the sum of the time spent on detecting silence and creating the
speaker model is shorter than for the unprocessed speech. Only
when the middle Jang HOD method is used the computational
time is longer.

VII. CONCLUSIONS

The article shows that selection of the appropriate model
significantly improves verification of the speaker. In general,
the studied verification is the most plausible when the base
models of the speakers include the FR encoder parameters.
Such a situation occurs if the EPD algorithms are not used.

Removal of silence improves verification, but it is closely
linked with the dedicated model. Removing of silence from the
transcoded speech leaves the voiced speech parts only, which is
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significant for coding features of the particular speaker. The
computation time for cutting silence by the middle energy
method is shorter than for the unprocessed speech. Thus,
applying this algorithm greatly c¢nhances the  speaker
recognition correctness and can be used for creating better
speaker identification algorithms.
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ABSTRACT — The paper examines issues related to the determina-
tion of features distinctive to sound generators using a fusion of
mel-cepstral and cepstral information for an Automatic Speaker
Recognition (ASR) system. Parameterization of the speech sig-
nal is crucial to these systems, as the chosen parameterization dic-
tates the effectiveness of the diagnosis and the speed of the system.
The authors focus on the use of speech signal processing methods
that consider the phenomena connected with the speech generation
process while searching for features related to speech characteristics.
A well-designed system should be able to extract speech characteris-
tics independent of the linguistic content of the speech. The research
presented in this paper focuses primarily on multicriteria optimiza-
tion of the generator parameters based on a set of descriptors derived
from the fusion of the melcepstra and cepstra and also considers the
use of additional features. Finally, the evaluation of the results was
based on the analysis of the Fisher coefficients and main components
of a set of descriptors.

KeywoRDS — automatic speaker recognition, feature generator,
features selection, PCA

I.  INTRODUCTION

Speech is a natural and one of the most effective means of
communication between humans.  Automatic  speaker
recognition has a variety of tcchnical solutions. The common
feature of these solutions is the processing of the speech signal
using a digital device to extract the required information for
specific applications. In general, the procedure for
identification of persons can be divided into three phases. The
pre-processing block is responsible for receiving the signal
from the microphone and its initial processing, involving also
quality enhancement of the signal. The second stage involves
analysis of the spcech signal, in order to obtain parameters
carrying information about the individual characteristics of the
voice of the speaker, regardless on the speech content. The
final stage of classification is based on similarity of obtained
parameters of the signal sample to their previously acquired
references (in the so-called teaching process) for particular
persons [1].

II. PARAMETRIZATION OF THE SPEECH SIGNAL

The most important step performed by a speaker
recognition system is to generatc an appropriate set of

numerical descriptors that best characterize the recognized
speakers. The purpose of the parameterization of the speech
signal for ASR is transformation of the temporary input process
to obtain the smallest possible number of descriptors
containing information relevant to the speaker, while
minimizing their sensitivity to variation in the signal that is
irrelevant for ASR. The selection of these descriptors was
guided by the analysis presented above, the process of speech
generation and the searching for elements related to the
individual characteristics..

A. Research method

The recordings of the acoustic signal were made at the
Institute of Electronic Systems Faculty of Electronics WAT
using a Monacor DM-500 dynamic microphone, a computer
sound card and Matlab software. During the test, the distance
from speaker's mouth to the microphone was approximately 10
cm. Additionally, the microphone was equipped with a shield,
which prevents distortion associated with whistling sounds (s-,
s-, ¢z-, ¢-) and explosive sounds (p-, b-, t).

The phonetic material included a varicty of phonetic text
produced from fragments of a typical dialogue, that may occur
for example at the airport or at the border and a sublime and
fun expression In this way the authors have received series of
speeches significantly different in terms of intonation of
a similar nature to the expected expression, pcople, who will be
identified in the future. The total length of all recordings was
about 4 minutes. The study group consisted of 38 men and 10
women. The signals were sampled at a frequency of 22.050 Hz
with 16-bit amplitude resolution and recording of a single
channel (mono). A database containing the speaker identifier
has been created from recorded expressions and the
corresponding samples of the acoustic signal.

B. Pre-processing

Pre-processing of the speech signal is a very important step
in data processing because it precedes the introduction of the
signal to the features generator and has a fundamental effect on
the quality of the speaker identification process. The main
purposc of pre-processing the speech signal is to ensure the
greatest independence of the acoustic signals from the settings
of the recording cquipment. In the pre-processing stage, the
filtration - lowpass type Il Chebyshew filter: ( 4.6 kHz, -3dB),

This work is supported by the Polish Ministry of Scicnee and Higher Education in the years 2010-2012 as a development project.
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(5kHlz, -6 dB), and normalization is performed to climinate
ditferences between different frequency characteristics and the
measurcment circuits. The return loss, noise and disturbance
were bypassed by assuming no distortion and signal noisc
issucs. However, these issues will be taken into account in
further rescarch.

C.  Feature generator

Speech signals have a variable frequency structure n time.
Thus, the paramcterization 1s subject to successive signal
fragments and not the signal as a whole. Scctions of the
divided signal are called frames. Generally, the frame length
At is related to the shift (Icap) 1, as follows

T= At (1

Onc of the first tasks for the authors was to cstablish the
basic paramcters of the features gencrator, which is the frame
length. Durations of the individual phonctic units arc different
and depend on the specaker. Units consisting of voiced sounds
arc characterized by a duration ranging trom 10 ms to even 200
ms. The range of variation is substantial, so the decision
concerning the choice of the frame length 1s extremely
important in the ASR. Studics on the optimization of the
individual parameters features gencerator are presented in the
chapter 4. Framing of a signal causcs discontinuitics in the
processed signal, which is associated with frequency lcakage.
To minimize this cffect, the signal of cach frame must be win-
dowed by multiplication with an appropriatc window function.
Windowing results in the smoothing of the discontinuity and
the removal of false spectral components. The Flamming
window with good propertics has been applied by the authors.

21n

w(n)=0,54—-0,46cos N ; 0<n<N (2)

Because important information related to the speaker is
containcd only in the voiced parts of speech, only the "voiced
frame" should be considered during the analysis. Voiced
fragments arc characterized by the occurrence of regular peaks
(with the peniod of a basic tonc). The voiceless parts arc similar
to an apcriodic signal. In the system, the classification of the
speech signal into voiced or unvoiced parts is performed using
the autocorrelation function. To verify if a sound 1s voiced, the
sccond global maximum is determined and checks one level
(the first maximum is in zcro). If the level is higher than
a reference value p,, then this part i1s considered to be voiced;
otherwise, it 1s deemed voiceless. Determining the optimal
level of p, 1s another step in the optimization described in
Chapter 4.

By choosing representative frames for cach spcaker, an
additional constraint was applicd by the authors - the detection
of speaker activity. During the registration, parts of the signal
in which the specaker is not active occurred. Use of another
paramcter responsible for the rejection of frames without
speech is aimed at climinating the silence of the recording and
the rejection of frames that arc potential noise, which can cause
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crroncous feature cxtraction. The authors decided to basc on
the power of the variable component (the variance of the signal
by threshold. The establishment of an additional parameter, the
power level, is the next task to optimize.

HI.  GENERATION OF NUMERICAL DESCRIPTORS

ASR systems must numerically ¢xpress speech signals
using well- defined descriptors that characterize the speaker.
The features utilized by these systems must be describe the
human voice as a means of distinguishing between different
spcakers. After appropriate fecature sclection, a feature vector
will be crcated and used as the basis for classification
(identification and verification). The authors decided to scarch
for distinctive featurcs by considering phenomena related to the
internal structure of the source of the speech signal. In practice,
the featurc gencration is based on three cepstral analysis
tcchniques. In cach mcthod, a sct of preliminary pre-selection
characteristics is created, and then all gencrated descriptors are
fused.

A.  Cepstral features

The primary and basic form in which the speech signal is
registered is its temporal form. The time domain is not the most
appropriate to perform further operations because the speech
signal 1s characterized by significant redundancy. Further
analysis of the speech signal ts more efficiently performed in
the frequency domain. A significant number of computer
mcthods arc based on spectral analysis, which replaces the
convolution in the time domain with the product of the
spectrum  of stimulation (laryngeal) and the spectrum  of
transmittance of the voice track (variable in step of articulation)
in the frequency domain [2]. However, as the amplitude of the
speech signal i1s modulated by the passing through the voice
path, it is preferable to calculate in the first phase the logarithm
of the spectrum. This way, the multiplicative relationship
between the stimulation and the voice path 1s re-placed by an
additive relationship, which greatly simplifics the subsequent
scparation of the two components. The rcasoning presented
above leads dircctly to homomorphic processing methods, in
particular to the concept of cepstrum (4, 5.

The amplitude spectrum of the speech is usually determined
using a Fast Fourier Transform. The signal is composed of
arapidly changing factor (arising from the stimulation) and
a slowly changing onc (arising from the current construction of
the organ of articulation) that modulates the amplitude of
successive pulses resulting from the stimulation. Interpretation
of the spectrum amplitude logarithm is similar, but the slowly
changing component is not multiplicd by the amplitudes of
individual pulses  from  stimulation. In-stcad, the slowly
changing component is added to the amplitude of the individual
pulses. The calculation of the spectrum of such signals shows
that the low-frequency  waveforms associated  with  the
transmittance of the voice path are close to zero on the pscudo-
time axis, and pulscs associated with laryngeal sound begin
approximately at the laryngeal signal period and repeat
periodically.  Information  related  to the  voice  path
transmittance 1s focused ncar zero time, and therefore, onc
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should look for concisc information on what is being said in
this arca. On the other hand, for the time period above the
laryngeal sound. Because the laryngeal sound is closcly
connected to anatomy of the larynx and glottis, it 1s a good
carrier of individual information A thorough analysis led us to
conclude that the characteristic descriptors include the
fundamental frequency F,, (Descriptor 1), corresponding to the

inversce of the first maximum of the cepstrum, and the values of

the 4 successive maxima of the cepstrum normalized by the
value of the first maximum [4].

B.  Mel cepstral features

The most popular method of parameterizing speech signals
is to usc the MFCCs (Mel-Frequency Cepstrum Coefficients).
This method is based on sub-band analysis of the signal using
bandpass filters cqually spaced in the mel scale of frequency.
A major feature of this transformation is the conversion of the
spectrum to a lincar scale, which accounts for thc nonlincar
perception of sound frequency by humans and significantly
reduces the size of the data. A general diagram of this method
is shown in Fig. 1 [3].

PRE- FFT MEL BANK [
P PROCCESING [ bR [ 108
SPPECH MFCC
SIGMAL
Figurc 1. Diagram of the calculation of cocflicients MECC

The first step in determining the MFCCs s to calculate the
discrete spectrum of the signal’s representative frames using
the Fast Fourier Transform (FFT). The spectrum is then
filtered using characteristics inspired by the physiology of the
human car. The response of the human car depends
nonlincarly on the frequency of the received sound. The
details of spcech arc more casily detectable in the low
frequency range (up to approximately | kHz) than in the
higher frequencics of the audible spectrum. It follows that the
accuracy is reduced at higher frequencies, and a wider
bandwidth is required to compensate for this loss of accuracy.
The mel scale was dctermined empirically by the following
process[3]:

flmel]=1127 ln(l N -/'[HZ]) 3)
700

To perform the non-linear transformation of the spectrum,
a set of filters spaced evenly in the nonlincar mel scale has
been crcated. Triangular-shaped filters are defined in the
frequency domain, which allows their responses to be
computed using the sum of the products of the module spectra
and the triangular function. The logarithm of the outputs of all
filters is then taken, and the result is then subjected to the
discrete cosine transtform. The resulting vector of MFCCs has
a length cqual to the number of bands.

Thirty filters were applied during the MFCC gencration,
providing 30 distinct cocfficients, ie 30 filters uscd in the band
from zero to half thc sampling frequency.Dcetermining which
of the MFCC fcatures are representative of the pronounced

sound and which arc representative of the spcaker is a difficult
task. Fcaturcs that are related to the linguistic content of the
speech should not be considered and, as described above, the
cepstral reconvolution technique should only consider features
abovc a certain threshold. The authors applied an initial pre-
sclection of relevant features and reduced the length of the
MFCC vector to 7 while minimizing any loss in the vector’s
representativeness. The results were checked using Principal
Componcent Analysis (PCA). This method was used because of
the large initial dimension of the preliminary vector of MFCC
features. Display 30 - dimensional vector of MFCC features
on plane, cnabled the cfficient initial pre-sclection of features
rclevant to the modeled of feature generator.

C.  Weighted cepstral features

The authors, inspired by the idca of the MFCC mcthod,
attempted to extend the feature vector to include other features
defined in the cepstrum by using sub-band bleeder filters. The
proposcd algorithm docs not produce the same pcaks at their
cxpected positions; rather, it sums the amplitudes of all of the
rclevant bands with certain weights. To optimize the system,
the optimal characteristics of the filter (weighting function)
and the optimal widths of the bands must be sclected. The
rectangular function was found to be optimal. The sccond
through the fifth cepstral maxima represent the 4 relevant
weighted cepstral features and arc normalized to the sum of
thc amplitudes received in the first band, which corresponds to
the fundamental frequency.

At the feature gencration step, 16 numerical descriptors arc
defined to differentiate spcakers C,-Cjs. These descriptors
include the fundamental frequency F,, (C)), corresponding to
the inverse of the first maximum of the cepstrum; four
weighted cepstral featurcs ((C>-Cs); the 4 successive normed
maxima of the ordered cepstrum (Ce-Cy) and scven mel-
cepstral featurcs (Cjo-Ce). Each sct of features for cach
spcaker was averaged over a sct of representative frames.

IV.  MULTICRITERIA SYSTEM OPTIMIZATION

The previous scection showed a general diagram of the
designed system. Depending on what function the system s to
fulfill (recognizing the content of speech or the identity of the
spcaker), the optimal parameters of the system must be chosen
with a consideration of the procedure of features extraction and
the registration mode. The authors had the task to optimize the
system bascd on four basic paramcters: the length of the frame
(A7) and its shift (1), the threshold of voiced frame (p,) and the
level of power (pp).

Duc to the wide ranges of changes of all the optimized
paramcters, the authors decided arbitrarily to make an initial
choice of the value of the parameters based on the cocefticient
of significance that Fisher defined in the following function

C. —C.
F(hH= """ (4)
) o, + o,
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The quantities ¢;, ¢; and o0, o; denote the sample mean
values and the sample standard deviations of features for
classes 7 and j, respectively [8].

The Fisher coefficients of significance were determined for
nine descriptors based on the cight classes consisting of four
women and four men. The even partition of men and women
was not accidental. Note that the value of the descriptor may
have high discriminative power between women but much less
for men. Thus, the Fisher coefficient of significance was
categorized into three subclasses: Women, Men and the
subclass of A/l. Because the number of classes is more than
two, the Fisher coefficient of significance was calculated for all
pairs and was subsequently summed (the total Fisher
coefficient of significance). In the first stage, the parameter to
optimize was the frame length (Ar). The results are illustrated
in Fig. 2.

170 = —
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Aggregate of the Fischer measure

130

110
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g Al

30 40 50 60 65 70 75 80 S0 100 120 140 180
The length of the analyzed frame of the signal [ms]

Figure 2. Aggregate of Fisher measure for each subclass depending on the
length of the analyzed frame of the signal

It is clear from the graph that for a small frame length (30-
40 ms) Fisher coefficients are small. The strong growth begins
approximately 50 ms, and for the frame lengths exceeding 90
ms, the value of coefficients in subclasses Women and All are
significantly decreased. Thus, a frame length ranging from 60
to 80 ms was chosen. Note that there i1s no such frame length
for which the Fisher coefficient of significance reaches
a maximum in all three subclasses. Thus, we attempted to
compromise. Finally, a frame length of 65 ms was chosen. To
validate the choice, several series of detailed studies have been
performed. These studies confirmed that the optimal frame
length was A7 = 65 ms.

Another parameter to optimize was the shift with which the
frame will move along the analyzed speech signal. To solve the
problem, note that a smaller step value yields a larger number
of frames, which translates into a longer calculation time. We
attempted to seck the shift value of the frame run in parallel
with the optimization of the two other parameters (py, and p,).
Due to the large amount of information contained in the input
data (I1-dimensional vectors of featurcs), we decided to
optimize based on the analysis of the main components
(Principal Component Analysis — PCA). The essence of the
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PCA method is the transformation of a large amount of
information contained in the mutually correlated input data into
a sct of statistically independent components arranged
according to their validity. The PCA step was one of the most
laborious rescarch stages. The work relied on the observation
of the change of position of the feature vectors for a speaker on
the PCA,/PCA, plane. The research was based on three sets of
8 speakers.

According to the literature [4], calculating the fundamental
frequency by the cepstral method is less accurate but more
robust than the autocorrclation method, especially for an
extremely noisy speech signal. To achieve greater stability of
the descriptors, we decided to introduce an additional
constraint used in sclecting the correct frames. The
fundamental frequency will be compared based on the
autocorrelation function and the cepstrum. Finally, we decided
that if differences between the values of the fundamental
frequency frame by these two methods differ by more than
15%, the frame will be rejected automatically and will not be
involved in the generation of descriptors. The sct of optimized
parameters for the features generator of 15-second segments of
voice are shown in Tab. 1.

TABLE L. OPTIMIZED PARAMETERS OF THE FEATURE GENERATOR
’ Parameter Value 7‘;
’ Frame Ienéth | At 65 ms 1
| Shift frame i T 16 ms | !
% Voiced level T\ 7 Py 10%
Power level L 7pp 20% }
il IR R

V. FEATURE SELECTION

The set of descriptors defined at the stage of features
generation are the maximum set of distinctive features. These
descriptors can be used in automatic pattern recognition
systems that represent the tested object. The maximum set of
featurcs has been shown to often not lead to the best results
because they may have different impact on the pattern
recognition. Some of the features resemble noise, thereby
reducing the recognition efficacy. Some of the features are
strongly correlated with the others, thercby adversely
impacting the quality of classification by dominating over
others and dampening their  beneficial —effects[6]. The
important element is thus the assessment of the quality of each
feature and selection of the best sct of features on which the
classification will be performed

Two strategies can be used to study the quality of these
fcatures. The first strategy is to test cach feature regardless of
the method of classification (the so-called filtering features)
and assess their ability to differentiate the speakers without
considering the specific classifier. The second strategy is to
sclect the features based on the characteristics of the classifier
[6]. The authors decided to filter the characteristics because
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a final decision regarding the specific classifier has not yet
been made.

The authors applied a pre-selection based on the Fisher
method to extract the numerical propertics of the various
parameters characterizing the speakers. According to the
assumptions of the Fisher method, a large aggregate value
coefficient of significance indicates a good potential
separation between classes. In contrast, a small value means
that the feature values belonging to both classes are scattered
and potentially intermingled with cach other, thercby
disqualifying onc as a diagnostic feature. The total Fisher
cocfficients of significance of cach descriptor are shown in
Fig. 3.
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Descriptor number
Figure 3. Total Fisher coefficients of significance of cach descriptor.

It is difficult to clearly determine the optimal sct of
features carrying the important differentiating information on
the basis of these results. Another solution may be offered by
analyzing the distribution of the two principal components
found using the PCA analysis when including different
numbers of significant descriptors. It is important to maintain
proper normalization when using this method so that the
values of all fecatures are expressed at similar numerical
magnitudes. This standardization can be performed in many
different ways. In this study, the features were normalized
using the maximum value of cach descriptor. Regardless of the
total discriminant value of each feature, when building the
automatic classification system, it is worth checking the
discriminative power of the descriptors employed. However, it
is known that the feature discriminative ability may change
when used in co-operation with the others. Some features
(even the worst ones) can be mutually enhanced, thereby
raising their discriminative ability. We performed that analysis
by following changes in the positions of the cach vectors
defining the speaker on the PCA,/PCA, planc. Fig. 4 shows
two examples of this distribution. Fig. 4.a applies to the full
set of features, and Fig 4.b shows the results using only the 11
best features.

Based on the Fisher coefficients of significance of cach
descriptor and of the observed changes in the feature vectors
based on the PCA transformation, the optimal 16-dimensional
feature vector VP, called the Voice Print, has been determined.

For cach specaker were made averaging of selected set of

features based on the 15-second excerpts recorded specch,
taking into account only the correct frame selected at the pre-
processing (among others discarded voiceless fragments and

fragments of silence). As a result of applied the feature
generator were obtained for cach speaker cight voiceprint of
the 15-second fragments expression, distributed evenly over
the range from zero to 4 minutes. It is described using the
following relations:

) l N
MC, = N ,21:”](.'"’
VP-[\'/)I,....\'/)”]:

- If“,sf,bf.M’.M‘,M‘,M('H.M(',_,,MCH,M(‘H.M('”}
S8 MM, M,
where: N — number of correct frames,
F; — fundamental frequency of the j-th frame,

s;; —sum of value of the real cepstrum surrounded by
the i-th maximum for the j-th frames (equivalent to the
mean value in subband),

m; ;— value of the i-th maximum of the real cepstrum
for the j-th frames,

mc; ; —i-th  coefficients of mel-frequency cepstrum
(MFCC) for j-th frames.

Detection of individual peaks was carried out on a secarched

around the maximum values predicted peaks set on the the

fundamental frequency.
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Figure 4. The distribution of the datafocused on the two principal
components in terms of; a) all features, b) the 11 best features
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VI.  RESULTS OF STUDY

As a result of the multi-criteria optimization of parameters and
selection of descriptors, we have obtained the final model of
the features genecrator for the proposed speaker recognition
system. Examples of the results of the PCA transformation are
shown in Fig. 5. Individual results relate to the three separable
sets of speakers (cach set includes 8 speakers), treated as
a representative group of 48 of personal database of speakers.
PCA had to be split into separate set, due to the necessity of
correct the visual evaluation of the results. Each speaker is
represented by eight separate 11-dimensional Voice Prints.
Note the analysis presented in Figure 6c¢. It shows the set
consist of equal numbers of women and men (the men are
grouped by the ellipse). Other results of the analysis presented
in Figure 6a and 6b, have been developed mainly based on
male voices.

The main advantage of the PCA transformation is an
opportunity to observe the distribution of individual feature
vectors on the plane despite the fact that the original feature
vector is 11-dimensional. The vectors were obtained for cach
speaker using the optimized features generator. This generator
cnables an 1initial classification of the different speakers. Note
that for cach speaker we obtained reproducible results, despite
the large diversity of recorded speech (dialogue, voice serious
and humorous spcech).

VII. CONCLUSION

The stage of parameterization of the signal is very
important because the incorrect results of this stage cannot be
corrected in further stages. The conducted experiments have
allowed for the optimization of the model of features generator
in the proposed speaker recognition system. A multi-criteria
optimization of the seclected parameters and the selection of
the descriptors were performed. It is worth noting that the
selection of the features affects the optimization, so the two
processes must be repeated to obtain the optimal solution.

In the authors’ assessment, the obtained results are very
promising, in the context of having to go to the last stage the
designed system, which is the identification. The statements
of each specaker are concentrated in separate regions, and
additional tests that considered more of the principal
components confirm the conclusions presented. The analyses
demonstrate that the Voice Print exhibits resistance to the
linguistic content of the speech. The final stage of the speaker
recognition process is the classification step, and the authors
arc currently studying this stage. The present analysis
demonstrates that a classification according to the method of
ncarest mean would be sufficient, but the high complexity of
the speech signal requires a set of several classifiers applied
simultancously; possible classifiers include k-means classificrs
and linear and nonlincar SVM networks. The main objective
of the paper will be to sclect the optimal set of classificrs that
provide the minimum classification error.

The authors arc also working on methods to reduce the
time required by the system to recognize the speaker. The
presented results utilize speech segments with a length of 15
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seconds. Preliminary results show that there is a real
possibility to reduce the speech segment needed to classify the
speaker by two or three times. Undoubtedly, reducing this
length to five seconds would represent a great advantage of
this system, as it would allow speaker classification virtually
in real-time.
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PCA for sets 1, 2 and 3 of the speakers. On the last figure men
awarded the ellipse.
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ABSTRACT — In this paper a sample rate conversion with continuous-
ly changing resampling ratio has been presented. The proposed im-
plementation is based on variable fractional delay filter implemented
using a Farrow structure. It have been demonstrated that using the
proposed approach instantaneous resampling ratio can be freely
changed. This allows for simulation of audio recored on magnetic
tape with nonuniform velocity as well as removal of these distortions
using the same algorithm.

[. INTRODUCTION

A huge number of sample rate standards {1] available today
creatc a demand on development of sample rate conversion
(SRC) algorithms [2]-[4]. The digital resampling algorithm
replaces digital-analog conversion followed by analog sig-
nal sampling allowing for more flexible implementations. A
common example used to demonstrate usefulness of such
algorithms is the conversion between compact disc (CD) with
Fs; = 44.1 kHz (multimedia standard) and digital tape (DAT)
with F, = 48 kHz (communications standard) [|3], [5]. In
this paper we present SRC implementation basced on variable
fractional delay (VFD) filter. Using this algorithm we not
only can implement an arbitrary constant resampling ratio
but fluctuating changes in resampling ratio can be readily
implemented as well. Based on this tool we propose a novel
application for resampling algorithm which is correction of
signals with unintentional nonuniform sampling. For example
correction of old recordings with distortions resulting from
nonuniform velocity of the media [6]-[8] which is typically
addressed with interpolation techniques [9]. On the other
hand, with correctly sampled signal we might simulate such
distortions using the same VED SRC algorithm. In both cases,
we make use of the fact that nonuniformly sampled signal
when reconstructed with uniform sampling changes its pitch
inversely proportionally to the sample rate changes.

II. VFD FILTER

The SRC algorithm investigated in this paper is based on
FD filters and its performance depends on the design method
used to calculate coefficients of FD filter. In this paper (o
the approximate ideal FD filter the FIR FD filter with the
frequency response

N—1

Hn(f) = Z hn]exp(—j2m fn) (hH

n=0

Piotr Drézda
ADVA Optical Networking Sp. z 0.0
35/37 Slaska Street, 81-310 Gdynia, Poland
c-mail: PDrozdawadvaoptical.com

is used where h[n] is the impulse response of the length
N. The designer tries to find the coefficients of this impulse
response which offer the best performance of FD filter, which
is usually evaluated using frequency domain error function
[10]

E(f) = Hn(f) — Hiu(f) (2)

where the ideal frequency response Hiy(f) of the FD filter
with total delay 74 is defined by the following formula [10]

Hiq(f) = exp(—j2nfrq),

which corresponds to the ideal impulse response

fe]-0.5,0.5) (3)

hig[n] = sinc(n — 74) (4)

Because of the causality requirement, high performance
FD filters arc characterized with nonzero integer delay D =
round(7y), which for FIR filters is usually selected close to the
bulk delay 7v = (N — 1)/2. With those two delays defined,
we receive the following formula for the total delay

Ta=D+d=71n +¢ (5)

where d € [-0.5,0.5) is the fractional delay and ¢ is the net
delay.

There are several design methods offering optimal FD filters
with maximally flat (MF), least squares (LS) and minimax
being the most popular methods. The optimality criteria for
each of these methods is based on complex approximation
crror (2). For MF filters approximation error and its N — 1
derivatives must be equal to zero. The MF filter offers excellent
performance but only around zcro frequency. Differently, the
LS and minimax filters allow the designer to specify the ap-
proximation band f € [0, fa] in which the error is minimized.
The LS FD filter [10] has the energy of error minimized

fu {
Eis(fa) =2 A () df ©)

while the minimax FD filter [10], [11] has minimized peak
crror (PE)

sz .(,, = < E i 7
p(fa) fg[l(;i’}i]l (f)] (7)

in the approximation band.
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The coceflicients of the impulse response, vector h, of all
these optimal filters, ME, LS and minimax, with fractional
delay d can be found solving the following matrix equation
[10]

Ph_—p (8)

where the cocefficients of matrix P and vector p depend on the
optimization criteria. For MF filter matrix P is a Vandermonde
matrix

k
Pk-{—l,n} | =N (9)
and vector p has clements
Pii+1 — Td (10)

where A,n = 0,1,..., N - 1. To find the LS filter we need
only to change coefficients of matrix P

Piiingr = fasine fo(n — k) (11)
and column vector p
Pik+1l = fu, Sill("fu(lﬁ*Td) (Iz)

A minor modification is needed for minimax filters. First a sct
of N 4 1 frequency points f, called extremal points, must be
found using recursive complex Remez algorithm [12]. Then
cocfficients of matrix P2 and vector p can be computed using
the following formulas

Py = cos(2m frn) — sin(2x fyn) (13a)
Piyine = (=1)F (13b)

and
Pike1 = cos(2mfr7q) — sin(2w fr.74) (14)

where A = 1,2,..., N+ 1 and n — 1,2,....,N. In this casc
vector h has one additional element with magnitude cequal to
peak approximation error (7).

Since VED filter needs to be able to change its dclay for
cach output sample the high numerical costs related to solving
matrix cquation (8) become a significant problem. The most
popular solution is the Farrow structure [11], [13]-[15]. The
ideca of this structure is to approximate cach sample of the
impulse response with a separate polynomial of the order ¢
dependent on fractional delay d

q
hin] = Z Con n}d™ (15)
m=0
Now, the output samples of the FD filter can be expressed
with the following formula

N q
’!/[’Hv] = Z h ['n];rln — Ar] — Z Urn [H]dm’ (16)
k=0 —
where
N—1
Ym[n] — Z M — K] (17)
k=0
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Fig. 1. Farrow structure of the order ¢ = 2 implementing VED filter of the
length N = 5.

Formulas (16) and (17) define the Farrow structure presented
in Fig. | where cach row cocefficients implement separate filter
with impulse response ¢, [n].

To find cocfficients ¢, [n] we need o compute only a
few impulse responses of FD filters for fractional delays d
uniformly spread in range [—0.5,0.5]. In practice, to compute
approximation polynomials 1t is cnough to usc just ¢ + 1
impulsc responses. The polynomials of order ¢ equal to 6 or
7 offer performance adequate for high quality FD filters with
approximation error about —100dB [11].

IT11. SAMPLE RATE CONVERSION USING VFD FILTER

Classic three rate sample rate conversion algorithm is pre-
sented in Fig. 2. Input signal samples with sample rate Fjy,
is up-sampled by mcans of insertion of L — [ zeros between
cach pair of consccutive input samples. Next, at the interme-
diate sample rate, the lowpass interpolation filter with upper
frequency f, = min(0.5/L,0.5/AT) prevents the aliasing and
removes spectral images resulting from zeroinserting. At last
stage, the sample rate is reduced to the desired one by means
of decimation, only cvery Af-th sample remains in the output
signal.

This approach, because of its simplicity, is well suited
for simple cases requiring constant sample ratio with small
factors L and Al. In other cases the intermediate sampling
ratio is very high and the passband of the interpolation filter
becomes extremely narrow. In the result numerical costs in-
crease drastically and, what’s more important, the interpolation
filter becomes very difficult to design. Therefore for arbitrary
resampling ratios the VED filter is used (Fig. 3).

As we can sce in Fig. 4, the output sample y[m] can be
interpreted as the closest input sample delayed by a fraction of
sampling period d[m]. This fractional delay can be computed

F, F=LF, F.=(LAF,

\
A

1
» |
1

e YD ylm]|
NS A Vi

x|n|

5
-

Fig. 2. Classic three-rate sample rate conversion algorithm by rational factor
L/M
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Fig. 3. General VFD filter structure applied to SRC.
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Fig. 4. [Illustration of sample rate conversion by /M = 2/3. Input samples
x[n] — o, output samples y[m| - x.

using the following recursive formula [16]
dlm] = d[m — 1] — r[m] + An[m] (18)
where the reversal of instantancous resampling ratio
r[m] = Fgi1[m]/Fsa[m| = Tsalm|/Ts1[m] (19)

and An[m] is a number of new samples required in input
buffer to compute the next output sample

An[m] = round(r[m] — d[m — 1]) (20)
For rational resampling ratio (Fig. 2)
rlm] = M/L (21)

sequences d[m] and An|m] are periodic with period L, but in
general with VFD filter the resampling ratio can be an arbitrary
positive number and can change in time. Nevertheless, if we
want to avoid resampled signal distortions then 7[m| must be
limited by the instantaneous signal oversampling ratio.

With the above two parameters defined ((18) and (20)) the
resampling algorithm is following (Fig. 3):

1) start with d[0] = 0 and An[0] = 0,

2) wait for An[m| new samples in input buffer,

3) find output sample y[m] delayed by d[m] using FD filter,

4) calculate An|m] and d|[m] for next m and go back to

step 2.

For every output sample the resampling algorithm requires
different fractional delay (18). This means that for each output
sample we need to compute a new impulse response of the
FD filter. For rational resampling ratio L/M we actually need
only L impulse responses which can be stored in look-up-
table (LUT) [3] but when ratio is arbitrary and additionally
changing in time, the filters needed in resampling cannot be
specified beforchand and must be computed during runtime
which can be done readily using Farrow structure presented
in the previous section.

( START)

\4
m=0;d\m] =0
A\nfm] =0

<
<

y
wait for An|m]
input samples

compute
An|m|=round(r{m|-d|m-1])
and
Y dim=d[m-1]-r|m]|+An[m)
calculate A
h[n] - impulse response
of FD filter with d[m]

| m=m+ | I
Y

A

calculate
output sample y{m]
using An)

I

Diagram of SRC algorithm based on VED filter.

Fig. 5.

[V. FD FILTER DESIGN FOR SRC

If the best performance of SRC algorithm must be achieved
then the optimal FD filters like minimax or LS [10], [12],
[16] with approximation band specified by the designer seem
to be the best option. Especially that with the Farrow structure
the complexity of the FD filter design algorithm does not
affect the runtime VFD filter implementation since all structure
coefficients can computed beforehand.

Nevertheless, we must notice that it is not sufficient to know
just the errors of FD filters to assess the performance of the
SRC algorithm based on these filters. It can observed that the
SRC algorithm based on FD filters (Fig. 3 and 5) is equivalent
to the classic approach (Fig. 2) [16]. We only need to replace
the interpolation filter in the classic approach with the overall
filter which is composed of FD filters used in resampling [16].
This can be done only for rational resampling ratios but the
conclusions can be readily adapted to arbitrary resampling
ratios.

To obtain the impulse response of the overall filter [16] we
need to interlcave impulse responses fgp,y, (1] of FD filters
with fractional delays d[m)|

holm +nlL] = hgpy[n]; m=0,1,...,L -1 (22)

with delays d[mn| arranged in decreasing order

dim— 1] =d[m|+1/L; m=1,...,L—1 (23)

Using the overall filter (22) we can readily analyze distortions
introduced by the SRC algorithm based on FD filters since this
filter must fulfill the same requirements as the interpolation
filter in the classic approach (Fig. 2).

In Fig. 6 we can see overall filter obtained for minimax FD
filters with upper frequency of approximation band f, = 0.4.
The problem with the SRC based on optimal filters is that
the overall filter demonstrates large lobes in stopband which
may result in aliasing when input signal has components above
fa- Morcover, the transition band location of the overall filter

211



SAMPLE RATE CONVERSION WITH FLUCTUATING RESANMPLING RATIO

Fig. 6. Comparison of overall filters composed of minimax FD filters (blue)
and composed of FD filters designed using offset window method (red) of
the length N = 17 and with f, = 0.4 and offsetting MF filter of the length
Nyig = 5 for L = 9.

cannot be manipulated. These disadvantages of optimal FD
filter can be overcome with the use of offset window method
[17]-120]. Using filters designed with offset window method
for window extracted from minimax filter, the large lobes
in stopband are eliminated and the transition band can be
readily shifted [20] (Fig. 6). The numerical cost of the VFD
implementation do not change since, as we have observed, the
Farrow structure of the same order can be used also in this
case.

Although the overall filters in Fig. 6 are composed of just
L = 9 filters their properties are maintained for any resampling
ratio. An excellent testing signal for the SRC algorithm is
the constant amplitude LFM chirp, which has been used in
Fig. 7. We can sce there that the signal converted using
minimax FD filters demonstrates high distortions when input
signal frequency exceeds f,. On the other hand, the signal
converted using FD filters designed with offset window has no
components caused by nonlinear distortions larger than —60
dB which is directly related to the peak error (7) of the worst
FD filter used in the SRC algorithm [16].

V. PROCESSING WITH FLUCTUATING RESAMPLING RATIO
In this section we will demonstrate SRC with changing ra-
tio. The first simple yet spectacular example is the conversion
of sinusoidal signal with constant frequency £}, into chirp
signal with lincar instantaneous frequency

Fout l’”l] = Fo + mAF (24)

where Fj) is the initial output sample rate and AF' is the chirp
rate. In this example the input sample rate is constant and
the output sample rate must change in such a way that the
oversampling ratio will change lincarly according to output
time index m.

PTs‘Z[””} = Finm/l:‘ou,t [7”] (25)

where I, is the constant output sample ratio required for
resampled signal to observe chirp with assumed instantancous
frequency (24). Since in this example input sampling fre-
quency Fyp ois constant the formula for the reversal of the
instantancous resampling ratio can be readily obtained
Fi . (Fo + mAF)

Fu/Falm] = =2 =220 6)
Ts14's2

Pt 18] =
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(a) Input chirp signal.
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(b) Chirp signal resampled using minimax FD filters.
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(¢) Chirp signal resampled using FD filters designed using window offset with
MF filter of the length Ny = 5.
Fig. 7. Spectrograms illustrating resampling with constant resampling ratio
160/147. VFD filter of the length N = 17 and Farrow structure order g = 5.

The effects of resampling are presented in Fig. 9. Let
us notice that when the output signal is reconstructed using
variable output sample rate (25) the input (Fig. 9a) and output
(Fig. 9¢) signals represent the same analog signal. However,
il we assume constant output rate Fyo, the output samples of
SRC algorithm represent the chirp signal (Fig. 9b) which we
wanted (o obtain.

The process described above can be reversed. The chirp
signal obtained in the previous step can be converted back
to sinusoid but selection of the r[m] is now more difficult.
In the first scenario the sample rate and the frequency of
the input signal are constant which simplifies the derivations.
In this problem we need to assume that either the frequency
of the input signal or its sample rate is changing. Since we
want to demonstrate how to reverse the resampling process we
will assume that the signal frequency is constant with variable
distance between input samples.

From (25) we know the sample ratio and input sampling
instants but need to find the ratio r[m] (19 ) specified in
cquidistant output instants 1. Let us assume that we know the
instantancous input sample rate Fy,|n| = 1/7T[n] sampled in
the same instants as the input signal x[n| and instantancous
output sample rate Fgo[m| = 1/Tso[m| sampled in the same
instants as the output signal y[m|. We are looking for ratio
rlm] = Tylm] /Ty [m] where Tyy[m] is the input sampling
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Fig. 8. Diagram for computation of r[m] (19) based on instantancous input
and output sample rates.

period corresponding to the output time instant m.

Assuming that we know the positions of input sampling
instants, which are our output instants from the previous
problem

n
teln] = Z Tsi[n] = tin[n — 1] + Tsy[n] 27)
i=1
and output sampling instants, which are our input instants from
the previous problem
m
tans[m] = Z Tso[m] = tow[m — 1] + Tsa[m]  (28)
i=1
We propose the following algorithm for computation of the
reversal of the instantancous resampling ratio 7 [m].
1) Start with input and output discrete time indexes n := 0
and m := 0 with corresponding continuous time instants
by == 0 and Ty —10.
2) Compute distance from the current output time instant
to the current and the next input time instant:
é‘ = tout — tin,
At i= Tg1[n] — At.
3) If At >=0 then
a) if the previous output sample is located in the same
input sampling interval (Ar = 0 and At > 0) then
r[m] := Tsa|m]/Ts1[nl,
otherwise
rlm] = At/Ts [n] + Ar,
b) If At < Ty»[m]| then
Ar = At /Ty [n]
and move (o the next input instant
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(d) Spectrogram of restored sinu-
soidal signal.

(c) Spectrogram from Fig. 9b re-
shaped with accordance to variable
sample rate. Dashed line indicates the
folding frequency.

Fig. 9. Conversion from sinusoidal signal into chirp and back using SRC
based on VED filters. VED filter with f, = 0.4 of the length N = 17 and
Farrow order ¢ = 5 designed using window offset using MF FD filter of
length Ny = 5.

Lin == tin + Ts1 [7’/]’

n:=n-++1,
otherwise
Ar =0,

¢) move to the next output instant

tout := tow + TS‘_)[/,”'Js
m:=m+ 1,
4) otherwise (At < 0)
a) Ar = Ar+1,
b) move to the next input instant
i'i,n = t'ixn, + Tsl [“’]’
n=n+1,

5) Go to point 2.

The proposed algorithm is universal and can be used for
computation of instantaneous ratio r[m/| for any variable input
and output sample rates. Fig. 8 presents the modified version of
the proposed algorithm. The introduced modifications allow o
climinate from algorithm the continuous accumulation of input
and output times which eventually would lead to roundoff
errors. In Fig. 9d spectrogram of sinusoidal signal recovered
from chirp signal generated in previous example is presented.
We can observe the nonlinear distortions but their level can
be controlled with the selection of the overall filter (Fig. 6)
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Fig. 10.  Manipulations on piano music. Introduction and removal of sinu-
soidal fluctuations into instantancous sample ratio. VED filter with f, = 0.45
of the length N = 47 and Farrow order ¢ = 6 designed using window offset
method using MFE FD filter of length Ny = 6.

attenuation in the stopband.

Fig. 10 presents the example in which a sinusoidal sample
ratec changes are introduced and later removed from the pro-
cessed signal. The signal contains the piano music sensitive
to such distortions. Presented example simulates the case
in which a velocity of magnetic tape changes because of
mechanical problems. As we can see, the proposed solution
can be used efficiently to remove such distortion if only we
arc able to find out how the velocity/sampling ratio changes
[6]-8].

VI. CONCLUSION

We have demonstrated that using Farrow structure im-
plementing VED filter audio signal can be resampled with
continuously changing sample rate ratio. The proposed ap-
proach can be used to simulate signal distortions, for example
change or remove speech intonation, as well as to correct old
recordings distorted because of non-constant media velocity,
¢.g. magnetic tape.

In this paper we have only demonstrated that the proposed
solution can be used in aforementioned applications. Further
rescarch should focus on comparison with other resampling
methods and automatic selection on sample rate ratio based
for example on changes of pitch period for speech processing
or on the properties of recorded distortions for reconstruction
of old recordings [6]-]8].
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ABSTRACT — Radio and television broadcasters increasingly en-
counter the problem of loudness in broadcast programmes. The
problem occurs at all stages beginning with the production of a
programme, ending with the transmission. In order to meet the
expectations of broadcasters and receivers of radio and television
content the International Telecommunication Union (ITU) has de-
veloped an algorithm for measuring the loudness of programmes
simultaneously introducing a measurement unit for loudness, LU.
In the paper the influence of bitrate on the loudness measured in
the audio stream of TV programmes has been presented.

Keyworps — loudness, lossy audio compression, broadcasting

l. INTRODUCTION

Mecasurecment of the loudness of the television programmes
has rccently become a necessity. Problem connected to
loudness of thc programmes has been growing since a long
time. Radio and tclevision broadcasters incrcase the loudness
of the transmitted programmes competing for the audience’s
attention. The idca is that the loudness attracts the attention of
the viewer/auditor, and consequently makes a programme morc
attractive. It particularly concerns the commercials — loud
commercial stands out in comparison to other adverts and
makes the viewer or auditor pay greater attention to a particular
content. Advertising agencics assume that cven negative
emotions, in this casc annoyance of the viewer with ¢xcessive
loudness, still benefit the products advertised. No matter what
means are being ecmployed, the point is to attract the attention
of a potential client. The result of this way of thinking is a great
loudness disproportion between the emitted programmes and
the commercial blocks.

The issuc of loudness does not pertain to the advertisements
alone, although undoubtedly these arc thc most annoying for
the reccivers of the content. Television and radio producers on
everyday basis cncounter the problem of varied loudness of
content within onc programme. It mainly concerns programmes
containing portions of the material coming from the remote TV
sites. Good cxample is a news programme. In casc of
television, a news programme comprises of the information
presented by thc announcer as well as materials prepared in
various parts of the country during all kinds of local events.
Although the broadcast from a single place is rather uniform in
loudness, combining few presentations of different producers
in onc block makes it hard to preserve a stable loudness
impression for the auditor. It is cspecially truc in cases of a

single or first broadcast of a particular material. At television
stations broadcasting only news programmes, during a first
screening of the material a sound producer often does not know
what loudness is to be expected. For the next broadcasting of
the same material the produccer, based on the knowledge gained
with the previous transmission, can sct the loudness in a way
that would allow achieving unity with the accompanying
materials. Thus it is important to standardisc the production
methods in such a way that the materials gained from diffcrent
sources have the same loudness and the broadcaster airing
these materials knows before the first emission what is the
loudness of the programme to be broadcasted in a moment.

The problem with achiceving uniform loudness occurs also
in cascs of continuous production, when the materials come
entircly from the same source. Yet it is cspecially challenging
in a situation when speaking intervenes with the fragments in
which the music is uscd as a background for presented images.
For illustration purposes usually popular music i1s used, and on
the production level it is set at thc maximum volume. A
producer most of the time assesses the loudness based on the
meter indication, instcad relying on his/her personal loudness
impression. This method of assessment is usually employed
duc to a lack of time, or often also because of unfavourable
audition conditions, as well as insufficient expcricnce. This
procedure brings a combination of varicgated contents of
diverse loudness. Such situation can be also obscrved in live
radio programmecs when a loud musical piece presentation
forcing a listener to turn down the radio is followed by
presenters words which can be hardly understood by the
listener — until the radio receiver’s volume 1s brought back to
its original sctting.

Another problem resulting from different volume levels of
broadcast programmes is particularly noticeable  with
television. It pertains to a situation wherein a viewer looking
for a proper programme to watch switches the channels one
after another. Practically cvery station follows its own loudness
standards and uscs different audio processors. In this situation a
viewer is forced to adjust the volume cvery time he or she
changes a channel. This situation i1s mostly seen with the cable
television nctworks, yet it is also clearly perceptible while
viewing contents presented by analogue terrestrial television
providers. Because of different transmission standards this
problem to a smaller degree concerns television programmes
transmitted  digitally.  Neverthcless  previously  presented
problems do also affect the digital television.
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The reason  behind introducing  broadcast  loudness
rcgulations is many complains having been lodged by the
recipients of the transmitted contents. Therefore adhering to
loudness measurement standards would improve the comfort of
the audience. By looking at this problem from broader
perspective one can notice that introducing such standards can
be also beneficial for the producers and broadcasters.

I LOUDNESS MEASUREMENT

In order to make the assessment of the broadcast loudness
possible, the ITU (International Telecommunication Union)
has developed a  measurement  algorithm,  described  in
rccommendation ITU-R BS.1770 [1, 2|. The subsequent
versions of the document introduce modifications improving
programmc loudness assessment. The algorithm proposed by
ITU involves double filtering of a signal (K-filter), then
calculating root mean square value. The last stage 1s adding up
values acquired for all the channels. In recommendation [2], in
comparison to the previous version, gating of low level signals
was introduced. This procedure prevents  decreasing  the
loudness  of the  whole mecasured sound  material.
Recommendation ITU-R BS.1771 [4] contains rcquirements
for the loudness meter. The accuracy of a meter reading can be
asscsscd by applying reccommendation ITU-R BT.2217 [5].

Bascd on ITU recommendations, the authority controlling
the broadcasters in Poland, the National Broadcasting Council
[KRRiT], drew up a rcgulation [3] obligating the broadcasters
to control the loudness of the advertisement blocks. Since
KRRIT is a rcgulatory body, it is interested only in those
advertisement blocks whose loudness has bcen complained
about by the viewers. But the Europcan Broadcast Union
(EBU), in order to meet the expectations of those broadcasters
for who the loudness problem is much more complex, has
drawn up rccommendation EBU R 128 [6]. As far as the
programme loudness measurement i1s  concerned, this
reccommendation cntircly refers to the ITU recommendation.
The document contains definitions of some parameters of audio
signals, c.g. Target Level, which is the loudness level value to
be achieved in an entire programme; Loudness Range cte. In
this document the additional audio signal gating was also
added to the measurement algorithm in order to prevent the
advertiscment  producers  from  manipulating the level of
loudness. Morcover the EBU RI128 recommendation was
supported by additional documents instructing the producers of
the content how to control the loudness during the entire
production process |7, 8, 9, 10].

In a situation, when costs of the radio and television
programmes transmission in  Digital Vidco Broadcasting
(DVB) and Digital Audio Broadcasting (DAB) standards
depend on the bandwidth used, it is obvious that the producers
will try to reduce the expenses by decreasing the bitrate of data
strcam. In casc of tclevision transmission an audio strcam is
definitely smaller in comparison to a video data strcam. The
situation differs in casc of radio transmissions, as here we deal
only with thc audio strcam.

The material recorded by the regulatory body for a control
loudness measurement is usually lossy coded. Here also ariscs
a problem of storing the recorded material. The stronger is the
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compression of such material the lesser arc its storage costs.
Since the aim of the control is detecting any loudness limit
exceeded, it is important that there are no doubts as to whether
such limit has been crossed. Therefore it is important to answer
the question whether decreasing a bitrate of an audio strecam
influences the result of loudness measurement.

I11.  MEASUREMENT SETUP

The aim of the rescarch is the loudness measurement of the
sound recorded in the lossy coded files. The audio files contain
fragments of television programme with some broadcast and
advertisement block picces. The files had been lossy coded,
then again transformed into non-lossy format and in such form
their loudness was measured. In DVB as well as in DAB the
Advanced Audio Coding (AAC) is uscd. The rescarch material
has been coded in the AAC format using bitrate from 256 to 32
kbps. For the files with the bitrate ranging from 256 to 80 kbps
the sampling frequency cquals 44.1 kHz, whereas smaller
bitrates required lower valuc sampling frequenctes, which
unquestionably cntails limiting the audio signal frequency
band.

The loudness of radio and television programmes should be
measured with a meter compatible with the requirements of
ITU-R BS. 1771 [4]. The mecasurcment sctup usced for the
experiment is very simple, comprising of a player and a
loudness meter. (Fig. 1)

SPDIF

Player Out In  Loudness meter

Figure 1. Mcaurement setup

The measurements were conducted with the use of two
measurcment methods, onc complying with the older version
of the ITU recommendation and the other with the newer [,
2]. This procedure has been adopted because even if the current
KRRiT recommendation [3] refers to the first version of the
rccommendation, it should be c¢xpected that in the nearcst
future this reccommendation might be changed and adjusted to
comply with the newer one. Additionally, 1t will allow
comparing both versions of rccommendation and determining
whether the introduced changes affect the result of the
measurcment.

IV.  RESULTS

The results of the measurement with the method complying
with [1] have been presented in Table I, whereas the results
achicved in accordance with [2] are listed in Table I1. On the
basis of the measurement results it can be ascertained that the
loudness level value for the files with the bitrate ranging from
256 kbps to 80 kbps does not differ from the loudness level of
the original file. The loudness of the files with bitrates of 64
and 56 kbps is smaller by 0.2 LU than that of the original file,
whereas the loudness of the files with the bitrate of 48, 40 and
32 kbps has decreased by 0.4 LU. The results arc the same for
both measurement methods, except for the file with 112 kbps
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bitrate for the measurement conducted in accordance with [2].
But this inconsistency still falls within the
measurement uncertainty.

In Figure 2 the comparison of the results for both
measurement methods is presented. The difference between the
measurement results does not exceed 0.2 LU. On this basis it
can be assumed that the change introduced to the algorithm
influences the measurement results. It should be noted though
that the comparison was made only for one type of sound

material which included only short — in relation to the span of

the whole sample sections of the low level signal.
Nevertheless the result achieved with the method complying
with [2] shows higher level of loudness, which means that the
aim of climinating very silent fragments from a general
loudness assessment has been achieved.

TABLE 1. RESULT OF THEE PROGRAMME LOUDNESS MEASUREMENTS
ACHIEVED WITH THE METHOD ADHERING TO ITU-R BS.1770-1 [1] AND THE
LOUDNESS DIFFERENCE IN COMPARISON TO THE ORIGINAL FILE

scope  of

ITU-R BS.1770-1

[
(RN
- O

[EN
WN

-14

Loudness [LUFS]

o e
©o~N o ;

-19

Figure 2.

Bitrate [kbps]

B ITU-R BS.1770-2

Comparision of the results for the loudness measurements

conducted in accordance with both recommendations [1, 2]

TABLE II.

RESULT OF THE PROGRAMME LOUDNESS MEASUREMENTS

ACHIEVED WITH THE METHOD ADHERING TO ITU-R BS.1770-2 [2] AND THE
LOUDNESS DIFFERENCE IN COMPARISON TO THE ORIGINAL FILE

Bitrate Loudness Loudness difference Bitrate Loudness Loudness difference
|kbps] |LUFS] |LU] |kbps] |[LUFS] [LU]

without compression -15.0 n/a without compression -14.8 n/a

256 -15.0 0.0 256 -14.8 0.0

192 -15.0 0.0 192 -14.8 0.0

160 -15.0 0.0 160 -14.8 0.0

144 -15.0 0.0 144 -14.8 0.0

128 -15.0 0.0 128 -14.8 0.0

112 -15.0 0.0 112 -14.9 -0.1

96 -15.0 0.0 96 -14.8 0.0

80 -15.0 0.0 80 -14.8 0.0

64 -15.2 -0.2 64 -15.0 -0.2

56 -15.2 -0.2 56 -15.0 -0.2

48 -15.4 -0.4 48 -15.2 -0.4

40 -15.4 -0.4 40 -15.2 -0.4

32 -15.4 -0.4 32 -15.2 -0.4

Positive valuc in the third column indicates loudness of a sample higher than the loudness of the sample
without compression

Positive value in the third column indicates loudness of a sample higher than the loudness of the sample

without compression
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V. SUMMARY

The paper presents the result of loudness measurement for
the audio files of television programmes. The files were coded
with the AAC algorithm for different bitrate values and then
the loudness level measurecment was conducted for the files
coded in this way. On the basis of the measurement results it
has been determined that for the bitrate valucs usually used in
DVB and DAB transmissions thc lossy coding docs not
influence the loudness measurement result. For very low bitrate
values small loudness level drop has been observed.
Comparing the results achieved with the use of two algorithms
allowed determining that very low level sounds influence the
loudness measurement result.

On the basis of the conducted measurements it can be
concluded that during the signals recording, which is
performed by the regulatory body supervising the broadcasters
for the purposc of loudness inspection measurement, should be
uscd bitrates for which there have not been observed any level
differences in comparison to the original files. The most
appropriatc sccms to be using the bitrates identical or higher
than those uscd by the broadcasters during the transmission of
the programmes.

(1]
(2]
13]

(4]

(5]
[o]

(10]
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ABSTRACT — The purpose of a short-baseline stereo image matching
algorithm is a calculation of the disparity map of a given rectified
stereo pair. Most stereo algorithms presented in the literature achieve
this goal by searching all possible disparities in the assumed search
range for all pixels. The proposed algorithm consists of two stages.
In the first stage detected feature points in the stereo pair images are
matched. In the second, a local stereo matching algorithm is used but
with a disparity search range limited to a subset of the possible dis-
parities determined by the matched feature points. It is shown that
the usage of feature points is an efficient way of limiting the number
of disparities searched at the cost of only minor increase in the result
disparity map’s error. The selected feature points are Harris corners,
which can be quite easily computed. Furthermore, the algorithm
works on image blocks and each block is processed almost independ-
ently. Because of that the proposed framework seems suitable for re-
al-time parallel implementation on GPU or in the FPGA technology.

[. INTRODUCTION

Stereo matching problem is one of the most widely studied
early vision problems, and many algorithms has been created
in the recent years. The input of the stereo algorithm is a pair
of rectified images representing the same scene, but captured
by two cameras positioned close to each other. As both images
represents the same scene, the pixels from the first image
can be matched with the pixels from the second image, and
the displacement (disparity d) between the matched pixels in
the two images can be calculated. Thus, the stereo matching
problem can be defined as the problem of assigning cach pixel
in the image a correct disparity value. It is also a well known
fact that the disparity is inversely proportional to the depth of
an object in the scene.

The disparity assignment problem is usually considered only
in a discrete space rather than a continuous one, and two
Important groups of algorithms for solving this problem can be
distinguished: local and global optimisation based algorithms
[1]- The local algorithms assign disparity to a pixel taking
Into regard only the pixel and its closest neighbourhood, while
the global algorithms optimise the estimated matches for the
whole image at the same time. However, both types of the
algorithms have one thing in common: the need to define
and compute the cost of matching the pixel (z,y) in the first
Image with the pixel (x,y + d) in the second image. The sign
of ¢ depends whether the matching is performed from the
left image to the right or conversely. This matching costs are
Tepresented by cost volume function C' (z,y,d). The matching

Grzegorz Pastuszak
Institute of Radioelectronics
Warsaw University of Technology

cost function can be e.g. a simple AD (absolute difference)
measure [1] or census measure [2].

In the typical local based algorithm the cost-volume func-
tion C(x,y,d) is filtered like a two-dimensional image for
cach disparity d separately. The disparity to be assigned to
the pixel is then selected as:

d(x,y) = argmin,C(z,y, d) (1)

The algorithms usually only differ in the filter used. The
simplest possible filter is the box filter [1]. More advanced
approach [3] uses filter which weights are determined for
cach pixel separately and depend on spatial distances and
colour similaritics between the pixels within the window.
These weights are computed like the ones in the bilateral
filter. Other proposed filtering methods include e.g. geodesic
distance based weights [4] or guided filter based weights [5].
In [6] it has been shown that, instead of using bilateral-like
filter weights such as in [3], the use of just two weights:
0,1 also gives reasonable results. The use of such weights
hugely decreases the number of necessary calculations. Similar
approach is adopted in [7], where authors presented a local
algorithm producing disparity maps of quality comparable to
those obtained with global algorithms.

Most commonly used global optimisation algorithms in
sterco matching are graph-cuts [8], [9] and belief propagation
[10], [11]. Both arc energy minimisation frameworks that
require the definition of the pixel matching cost and energy
smoothness term. The energy optimisation is done in iterative
fashion and is usually very computationally expensive. The
simplest global optimisation algorithms [11] work using just
a cost volume C(z,y,d). The most advanced ones start with
an image segmentation and simple stereo matching in order
to formulate the hypothesis about the possible 3D planes
appearing in the image. The final optimisation is done in the
estimated planes’ space [12], [13], [14].

The algorithms presented above require the cost-volume
function C'(x,y,d) to be known for all possible (z,y,d) val-
ues. In the case of relatively small images, having resolutions
lower than 512x512 and number of disparity levels smaller
than 80, the near-rcal time or real time implementations are
feasible on GPU ([5], [15]). Real-time processing systems
for larger disparity ranges and higher resolutions has been
proposed for FPGA platforms [16], [17]. However, it seems
that the need to calculate full cost volume C(x, y, d) is one of
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the major obstacles to a calculation of high resolution disparity
maps in real time.

In this paper a solution capable of alleviating the problem
of calculating C'(r, y, d) for all possible (., y, d) is proposed.
This goal is reached by limiting the search range on d for cach
pixel to the most probable values only. The paper clearly shows
that reduction in the number of the disparities searched can
be significant, which means huge decrease of the algorithm
computational requirements. This should allow for compu-
tation of disparity maps for images with higher resolutions
and larger maximal disparities in shorter time. The rest of
the paper is organised as follows: in section Il some previous
approaches to the problem are discussed, in section Il the
algorithm new algorithm for solving the problem is proposed
and in section 1V the obtained results are presented.

[I. RELATED WORK

There seem to be two established ways of reducing the
number of disparitics scarched established in the literature.
Onc is the use of hicrarchical matching. In this case blocks
arc typically first matched on one, coarse level of the hierarchy.
The found matches are then passed to the finer level of the
hicrarchy, where they are refined [18]. Hierarchical approach
can also be used to optimise the belief propagation algorithm
[19].

The other way to limit the number of scarched points is
widely used in the wide-baseline sterco matching frameworks.
The reduction of scarch space is achieved by first finding
feature points in both images using feature points detectors
like e.g. SIFT [20], SURF [21] or Harris corners [22] and
matching them. The found matches are later propagated in
their neighbourhood using some set of defined rules [23], [24],
[25]. The problem with this kind of algorithm is that during
the propagation step of the algorithm a priority queue of best
possible matches is used. Therefore the algorithm usability
on highly parallel platforms like GPU or FPGA is limited.
Similar algorithm has also been proposed for rectified sterco
pair matching [26].

Other method of reducing stereo matching algorithm com-
plexity is proposed in [27]. It concentrates on limiting the
number of disparitics for which the non-linear cost volume
filtering step is performed. In this proposal a full cost volume
is calculated first, but only a specified number of the most
probable disparities is kept for each pixel and used in the
sccond step. The latter consists in non-linear filtering of the
disparity volume. Morcover, in order to reduce the algorithm
complexity even further, the authors suggest the use of spa-
tially sampled filtering windows.

[T1. PROPOSED METHOD OF REDUCING THE MATCHING
COMPLEXITY
The analysis of the existing stereo matching algorithms
indicate that the major obstacle in obtaining sterco algorithms
running in real time for large images is the need to calcu-
late a full disparity cost volume C'(ir,y,d). In this section
a simple method greatly reducing the number of scarched
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Fig. 1. Left image of the Cones stereo pair divided into tiles;

(b)

Fig. 2. An example of an image fragment containing two different objects.
(a) a fragment of one cone with the background; (b) disparity map for the
fragment, two different shades of grey indicate that there are two objects; (c)
the fragment with feature points marked with crosses.

disparities is proposed. The method makes use of the feature
points detection and matching like in the match propagation
algorithms [23], [24], [25]. However, unlike these algorithms,
in the next algorithm step a normal, sterco algorithm is used,
with the number of disparities searched limited to these found
by matching the feature points. The algorithm consists of the
following steps:

1) Divide the image into tiles.

2) Find feature points in the images.

3) Match feature points.

4) Cross-check feature points.

5) Set the scarched disparities for the tile to the dispari-
tics of the feature points belonging to the tile and its
neighbours.

6) Run the local stereo matching algorithm with the dis-
parities established for cach tile.

The detailed description of cach step is given in the following
sections.

A. Division into tiles

It 1s fairly obvious that disparitics assigned to pixels belong-
ing to one object should be equal or have very close values, as
the objects are smooth in 3D. Therefore, in the first step, an
algorithm could try to find correct disparities for some pixels
of the objects. In the second step it would be only necessary
to search the disparitics close to these already found for the
remaining pixels of the object. Unfortunately, a segmentation
of an image is usually a time-consuming and computationally
demanding process. Because of that, it is casier to divide the
image into a grid of square tiles, which size is a power of two
(sce Fig. 1). Next, feature points in the image are found using
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Fig. 3. Left image of the Cones stereo pair divided into tiles and with the
detected Harris corners.

the sclected feature detector, and matched giving a disparity
value for cach feature point. Fig. 2 shows an example of a
part of an image, which contains two objects, and is divided
into tiles. Some of the tiles contain pixels belonging to two
objects, some only pixels belonging to one object. Fig. 2 (c¢)
shows the feature points detected for the tiles marked with
crosses. Some of them are found on one object, others on the
second one. If cach tile contained correctly matched feature
points belonging to all the objects in the tile, it would be
possible to scarch in the tile only for the disparities close to
those of the matched feature points. In the case of the example
in Fig. 2, this would mean a search around cither one or two
disparity values, depending on the number of objects in the
tile. Unfortunately, in the real world situation finding good
match for at least one pixel of ecach object in each tile might
prove difficult. Thus, the disparity search range is propagated
from each tile to the tile’s neighbours.

B. Feature points detection and matching

There are many existing feature detectors, for instance
SIFT [20], SURF [21] or Harris corners [22]. SIFT and SURF
are powerful feature points detectors and descriptors that has
been designed to be invariant to rotations and illumination
differences in the images. The Harris corner detector is quite
different — it is simpler and robust to ncither rotation nor
illumination changes. Nevertheless, it is just as uscful in the
case of the short-bascline rectified sterco pairs. For such
images, the illumination differences are rarely significant.
Morcover, as the 1mages are rectified, the orientation of the
points to be matched do not differ in the images.

The Harris corner detector has been chosen for proposed
algorithm, for the sake of its simplicity. It has also another
big advantage: the number of detected feature points can be
changed by modifying only two parameters: window size, and
a threshold used for determining whether point is a corner
or not. As pointed out in section III-A it is very important
to find cvery possible disparity in each tile, which is casier
when the number of feature points is higher. The modifications

of the two Harris detector algorithm’s parameters allow for
casy change of the number of feature points discovered,
and ensuring that cnough features are found. Obviously the
number of features should be enough for detecting all existing
disparitics. At the same time it shouldn’t be too high, as
cvery feature points has to be matched, which increases the
complexity of the algorithm. Fig. 3 shows an example of an
image divided into tiles with and with marked Harris corners
in a number we consider sufficient about 2%-3% of total
number of 1mage pixels.

The feature points are matched using simple SAD window
based approach. However, instead of using original colour
images for matching, it is performed on gradients” magnitude
images, obtained with Sobel filter. The calculated gradients’
magnitudes arc also clipped to the maximal value equal to 255.
Each feature point is matched only with the points in the other
image being closer than the allowed maximal disparity. In the
casc of rectified stereo pairs, the corresponding points in the
two 1mages must lic on the same line. Nevertheless, the corre-
sponding feature points often do not meet this requirement due
to the fact that the Harris detector does not guarantee perfect
localisation of the feature points. Thus, the algorithm has to
match cach feature point with feature points lying not only on
the same line but also on neighbouring ones. Matching process
is performed for cach image separately and subsequently the
matches are cross-checked. This means that each point in the
left images is assigned a best matching feature point in the
right image, and each point in the right image 1s assigned a
best matching point in the left image. It is then verified that
the matches agree. Otherwise they are rejected.

C. Dense stereo matching

The previous steps of the algorithm provide the information
which disparitics should be scarched in cach tile of the image.
This way the sparser disparity cost volume C'(r, y, d) can be
constructed, with the values corresponding to the not scarched
disparitics set to “unknown”. Such a cost volume can be
filtered using any method, for example one of the proposed in
[3], [5], [6]. The only restriction is that the C'(x, y, d) values
marked as “unknown” should be excluded from filtering. In
the tests presented in the paper the colour-cross algorithm
described in [6] is used. Such a decision is motivated by
a simplicity and fairly good results of this algorithm. The pixel
dissimilarity measure used to build the disparity cost volume is
Census measure [2] with neighbourhood size equals to 5. The
cross is restricted to a 16x16 window. The following colour
similarity function is used for determining pixel similarity (in
RGB colour space):

S(p,p) = max |p;, —pl (2)

ic{R,G,B)
Such a function has been chosen as it has been alrcady
cffectively used in sterco matching [7]. The pixels for which
the value of the similarity function is lower than threshold
(set to 30) arce considered as similar in cross-construction.
It should only be noted, that because “unknown™ disparitics
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(b)

Fig. 4. Results obtained for Cones (a), Teddy (b) and Venus (c) datasets. The first image is a left image of the stereo pair, the second is a reference disparity

map and the third is a disparity map produced by our algorithm.

arc excluded from filtering, filter normalisation factor for each
pixel should be changed accordingly.

After the matching step, a simple occlusion detection and
filling is performed. The calculated disparities are cross-
checked and the pixels that do not pass cross-check are filled
with the closest lowest disparity value.

IV. RESULTS
A. Conducted tests

In the experiments standard sterco pairs from the Middle-
bury sterco evaluation suite are used: Cones, Teddy and Venus
[28] and sclected sterco pairs from the extended Middlebury
set: Art, Babyl, Dolls, Woodl [29], [30]. We decided not to
usc popular Tsukuba scene, as it has very limited disparity
scarch range cqual to 16. The results of the algorithm are
cvaluated by specifying the percentage of the wrongly assigned
disparities for the image. A disparity is considered to be wrong
if it differs from the ground truth disparity by more than one.

The proposed algorithm, presented in the previous sec-
tion, 1s compared with an algorithm performing full disparity
scarch. The full search algorithm used is the colour-cross
algorithm with parameters described in IHI-C. This mecans
that it differs from the proposed algorithm in two ways:
all disparities arc scarched and the disparity cost volume
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C'(x,y,d) built by this algorithm does not contain "unknown
values”,

The proposed algorithm depends on fairly large number of

parameters, which include:

« the parameters of the Harris detector algorithm,

« the size of the tiles into which the image is divided (only
16x16 and 32x32 sizes were considered),

o the size of the window used for matching feature points,

« the range of the disparities that should be searched around

cach disparity value found by matching feature points
(disparity refinement range), values varying from 2 to
8 arc tested
The sclection of the best parameter values is not a straightfor-
ward task, becausc there are two conflicting goals: obtaining
as good disparity map as possible while checking as little
disparity values as possible. Because of that, the parameter
optimisation process has been done in the following way:

1) The results for the algorithm with full cost volume
scarch are obtained.

2) The threshold 7 is set. It specifies how much worse the
results arc allowed to be when compared to the original
ones, after limiting the disparity scarch range.

3) The parameters that give the lowest average number of
scarched disparities per pixel are sclected.
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TABLE 1

RESULTS OBTAINED FOR THE LIMITED DISPARITY SEARCII ALGORITIIM
FOR { = 3% AND THE SMALLEST NUMBER OF DISPARITIES SEARCIIED.

TABLE 111

RESULTS OBTAINED FOR THE LIMITED DISPARITY SEARCH ALGORITHM

FOR t = 2.8% AND THE SMALLEST NUMBER OF DISPARITIES SEARCIHED.

Number of Average Average Disparities Number of Average Average Disparities

Pair feature points | feature points | disparities | searched / max Pair feature points | feature points | disparities | searched / max
name in image( %] comparisons searched disparity [%] name in image[%] comparisons searched disparity [%]
Baby|1 1.80 12.83 10.98 13.73 Baby | 3.31 21.68 66.70 83.38
Books 2.85 20.14 16.57 20.71 Books 4.03 27.04 69.89 87.36
Dolls 1.94 13.06 13.76 17.19 Dolls 3.42 22.39 60.46 75.58
Woodl 3.24 21.88 18.63 23.29 Woodl 4.68 30.96 73.86 92.33
Cones 2.19 14.88 13.11 16.39 Cones 3.57 23.61 62.32 77.90
Teddy 2.40 16.27 15.02 18.78 Teddy 3.91 25.23 68.70 85.88
Venus 2.51 18.38 13.57 16.96 Venus 3.92 26.55 63.57 79.46

TABLE 11 TABLE IV

ERROR DIFFERENCES BETWEEN TIIE FULL AND LIMITED DISPARITY
SEARCII ALGORITIIMS FOR t = 3%.

Pair Error
name full search | limited search | difference
Baby 6.89 9.88 2.99
Books 23.46 26.43 2.97
Dolls 18.18 20.16 1.98
Woodl 9.5 12.48 2.98
Cones 9.64 11.88 2.24
Teddy 13.71 15.34 1.63
Venus 1.78 341 1.63

The best results, obtained for t = 3% for the left stereo
pair image, are presented in Table I and Table II. The used
parameter values are: tile size equal to 16, disparity refinement
range cqual to 2, and feature points matching window size
equal to 13. The first column in the Table I specifies how
many feature points has been detected in the image, as a
percentage of the number of pixels in the original image. The
second column shows how many comparisons had to be done
an average for each feature point in order to match it. The last
column contains the average number of disparities scarched
for each pixel divided by the maximal disparity value md for
the image. This value presents what percentage of disparities
that would be searched by the full-search algorithm is checked
in the proposed one. The maximal disparity for the selected
stereo image pairs varies from 64 to 80, but 80 was used as
a search value for all pairs.

The results for t = 2.8% are presented in Table IIT and
Table IV. The conducted tests have proven that for the selected
image set it is impossible to further lower the allowed maximal
error difference t. The error difference for at least one image
pair (Books) always remains around 2.8%. In this casc the
disparity refinement range had to be increased to 8, and tile
size to 32.

B. Discussion

The results in Table I and Table II indicate that the number
of average disparity hypothesis tested for each pixel can be
decreased by about 75 % at the cost of increasing the number
of mismatched disparitics by not more than 3%. However,
the results presented in Table 111 and Table 1V show that the
increase in the number of mismatched disparitics, compared
to the original algorithm results, cannot be easily lowered
to zero. Even as the number of average disparitics scarched,

ERROR DIFFERENCES BETWEEN THE FULL AND LIMITED DISPARITY
SEARCH ALGORITIIMS FOR t = 2.8%.

Pair Error

name full secarch | limited search | difference
Baby| 6.89 9.17 2.28
Books 23.46 26.20 2.74
Dolls 18.18 20.09 1.91
Woodl 9.5 11.36 1.86
Cones 9.64 11.35 1.89
Teddy 13.71 15.11 1.40
Venus 1.78 2.80 1.02

approaches 80, which is a maximal disparity value, the results
are not much better than those presented in Table I and
Table II. This is most likely caused by the fact that some
C(x,y,d) values are marked as "unknown”, which means that
there is less information available than in the full-search case.
The worst results are obtained for the Books sterco pair, which
contains fairly numerous low-texture areas. In such areas it is
usually better to use larger filter windows in order to aggregate
costs from larger neighbourhood. In the case of the used local
sterco matching algorithm this means construction of a larger
colour-cross. However, such a cross has to span multiple tiles
and the fact that disparity scarch range is determined for cach
tile almost independently severely limits the benefits of this
approach. This is because a lot of larger crosses include many
“unknown” C'(x,y,d) values. As a result an effective size
of the cross is smaller, which may result in observed worse
results.

The other problem is that the Harris corner feature points
arc found near the edges in the image, which are also often
real objects’ edges. In such a case, these feature points lie
on disparity discontinuitics. This means that when they are
matched, the matching window covers pixels that should be
assigned different disparities, which may result in a mismatch.
However, the cross-checking of the Harris corner matches
climinates most bad matches, but sometimes also results in
an cxclusion of a disparity of a narrow object from the second
stage scarch.

V. CONCLUSION

The incorporation of a Harris corner detector into a sterco
matching algorithm can bring many benefits. As the Harris
corners arc fcatures that are fairly stable across the images of
the sterco pair, they can serve as a useful guide for selecting
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disparitics to be scarched. The novel scheme of the disparity
spacc search limiting that we proposc yiclds disparity maps
of the quality at most 3% worsc than thosc obtained by

the

sclected full search algorithm. The huge bencfit is the

reduction in the number of searched disparitics by even 75%.

The

only additional cost is the nced to calculate and match

detected Harris corners, but their number is very low compared
to the image size. Thus it does not add much complexity to the
algorithm. Moreover, the way the proposed algorithm limits
scarched disparitics 1s block bascd and cach block is treated
almost independently. This mecans that the algorithm can be
very casily parallelised and implemented on the GPU or FPGA
platforms.
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ABSTRACT — In this paper an approach to adjustment and reduc-
tion of the number of parameters controlling simple 2D to 3D
image conversion schemes is presented. With the reported experi-
ments five 2D to 3D conversion methods were examined and com-
pared. The controlling parameters were experimentally adjusted by
the viewers. The results of experiments indicate a linear depend-
ence between the parameters. Thus it is possible to reduce them to
only one parameter.

KEYwoORDSs — stereovision impressions, 2D to 3D conversion, ana-

glyph technique

[ INTRODUCTION

Nowadays the image and video content is still to a large extent
two-dimensional (2D), i.c., gcometrically flat. Thus there is an
urgent nced for preparation of simple and effective tools
(although possibly only approximate) for the 2D to 3D image
conversion. Taking simplicity of visualization into account,
which is adequate to our approximate approach, we have
decided to consider the anaglyph technique [11-16] but our
ideas may also be implemented with other visualization
techniques like, ¢.g., the autostercoscopic screens [ 17].

In this paper we analyze and verify five variants of efficient
real time 2D to 3D conversion schemes, proposed in our
previous publications [1, 2], based on the following processing
of the red color component:

e  dircct shift

e  dircct shift with interpolation

e mirroring with differential filtering

e scgment shifting

e scgment scaling.

All considered methods are based on shifts of the red color

component, scparately for objects and for the background,
according to the depth (disparity) map [3 9].

The first method in the above list consists merely of the
shifts. Using the second method, i.c., the direct shift with
interpolation, the information holes occurring after shifting the
red color component (i.c., regions without this component) are
filled in by means of lincar interpolation. In the third approach

the red color component information holes are filled in with the
respective regions of the mirror image followed by differential
filtering. In case of the segment shifting the red component
information holes are filled with the rescaled neighboring
segments of the image. In the last considered method the
existing image scgments are scaled up to cover also the
information holes.

In our approach we use binary depth maps. Thus, we have
two red color component shift parameters: the first onc is
referred to the object and the second — to the background. Both
parameters should be adjusted experimentally, separately for
the object and for the background for all considered methods in
order to obtain the best 3D effect. A problem of the proper
choice of these two parameters for the described five 2D to 3D
conversion methods, together with the report about our related
research works in this field, is described in next paragraphs.

I1. STEREOVISION EXPERIMENTS

A.  Conditions of experiments

In the experiments three test images were used: Lena color
(the standard test image) with resolution 512512 pixels,
bugatti with resolution 518x389 pixels, and slup with
resolution 509x382 pixels (Fig. 1).

Fig. 1. Images used for investigations during experiments:
a) lena color, b) bugatti, ¢) slup

56 students of the Poznan University of Technology
participated in the experiments. The distance from the viewer
to the 24 inch diagonal LCD screen was about 0.8 m. Viewers
wore anaglyph glasses with the red and cyan filters.

In the experiments our test application implemented in the
MATLAB ecnvironment, version 7.11.0 (R2010b) was used.
The graphical user interface (GUI) is screened on Fig. 2.

227



AN APPROACH TO ADJUSTMENT AND REDUCTION OF THE NUMBER OF CONTROLLING PARAMETERS..

Generator 3D
2011

Wyber zdecia

2dpoe | mepal iena
Zdjecie | mapad Bu

Zdwce 1 mapa’ juisn
Zipre | mapal nsvad
Zapcw | mapag wiar

razmaT wizylanego zdece
08 x W

Wybor metody 3

cak R w iewo

praws
o WO I W prawd
Hernoaca s Ewo

| sama sklsgows R brax sbcmana po BOMACH T L = L
]
s

Fig. 2. GUI of MATLAB application used in experiments

Each cxamined person saw three test images for five
methods. As the first method we chose the direct shift method,
as the second — the direct shift with interpolation, as the third
the mirroring with differential filtering, as the fourth — the
segment shift method, and as the fifth — the segment scaling
method.

For cach image the viewer had to adjust two best parameter
values referred to each method for the background and for the
object or affirm that the adjustment of the optimal parameters
is impossible. These parameters are referred to the red color
component shift or the level of rescaling [1, 2]. Viewers using
two sliders arbitrary operated in the range from —50 to 50
pixels for parameters of the methods 1 -4 and in the range
from 1 to 6 for parameters of the method 5. The results of cach
parameter change were visualized on the application window in
real time or in almost real time.

B.  Results of experiments

Figure 3 presents distribution of the chosen best values of

parameters referred to the background versus the object chosen
by the viewers separately for cach image for all methods. Five
most distinct points were removed for each experiment for the
calculation of the linear regression and the squarc of the
Pearson product moment correlation coefficient.
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Fig. 3. a) - o) Distribution of best values of parameters
referred to background versus object chosen by viewers for
cach method for all images

In Table I a comparison of the best parameters for the
proposed conversion methods is presented. In cases of the
direct shift, direct shift with interpolation as well as for the
mirroring with differential filtering more than 91 % of viewers
perceived a 3D effect and could adjust the optimal values of the
available control parameters. A smaller number of people (less
than 74 %) perceived the 3D effect and could adjust the
optimal parameter values of for the segment shifting and the
segment scaling methods. Thus these two methods have to be
improved for future experiments.

A clearly linear relationship between parameters for the
object and the background can be observed. Equations for the
linear regression and the square of the Pearson product moment
correlation coefficient are also presented in Table 1.

TABLE 1. COMPARISON OF 2D TO 3D CONVERSION METHODS

Percentage of

S ” 5 .
people who saw quare of

Sl efect and Linear :)):‘(‘:(l;suocl:

Methods Image couldt.adj:lst regression S
p;_‘; llnn:crs correlation
lin %] coefficient

I direct shift | lena_color | 100 y=0.78x110.48 | R’ =0.68

. mean: [ " 2

bugatti 94.64 0524 |V 0.71x+9.77 R =0.73

slup 91.07 y=071xt846 | R =071

2. direct shift | lena color | 100 y=090xt12.59( R*—0.76

with Ry .
interpolation | bugatti | 96.42 ';‘;‘;"I 08201975 | R’ 08I

slup 100 y=082xt1236( R’>=0.82

3. mirroring | lena_color | 96.43 y=082+12.18 R*=0.55

with differen- mean:
tial filtering | bugani | 9821 | o7

v 075011013 [ R’ =0.66

slup 96.43 y=0.88x11036| R =0.72

2

y=0.65x11526) R —0.49

lena color | 73.21

shift mean:
bugatti 73.21 | Mean-

4. segment

y—041xt1472 R =030

70.83
slup 66.07 y=0.77xt13.49 R -0.62
5. segment lena color | 58.93 y=0.83x+1.26 R~ 0.73
scaling bugatti | 53.57 | TS - 0.90x10.70 | RP - 0.80
ugatti 3.8 5774 |} S0x H0. ;

slup 60.71 y=0.76x1133 | R~ 0.65
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[II.  CONCLUDING REMARKS

The results of our experiments demonstrate that the best 3D
illusion visibility is obtained for the direct shift, direct shift
with interpolation, and mirroring with differential filtering.
These methods are simple, low computational cost (thus
applicable in real time), and offer a relatively good 3D quality
anaglyph images.

Experimentally determined linear correlations (the obtained
values of the square of the Pearson product moment correlation
coefficient) show strong lincar dependences between the
adjustable parameters for all examined 2D to 3D conversion
methods. In result, it is possible to reduce the number of the
adjustable parameters to only onec with the second being
controlled according to the predetermined lincar function. The
user may conveniently operate on this one parameter only to
obtain the best perceptible and the most pleasant 3D effect
(Fig. 4).

The presented results may be adapted to other visualization

methods than the anaglyphs and may be used not only for the
2D to 3D conversion but also in the 3D imaging.

red color /

component of

object /

red color 4 __.l;//\— user

component of one parameter
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to dependence

between parameters

cyan color

component &

{without /£

processing)

Fig. 4. Concept of interface for only one parameter
manually adjustable by user for 3D effect visualization

In future, we plan to perform new experiments using more
advanced depth maps (i.e. those with higher numbers of
distances), using other (more advanced) visualization methods
like c.g. the autostercoscopy, and improving the proposed
conversion methods. We will also try to qualify and quantify
influences of all important (e.g., environmental conditions) in
order to automatically determine not only the best conversion
method but also its best controlling parameters, thus making a
fully automatic 2D to 3D conversion possible.
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ABSTRACT — One of the key changes introduced in the High
Efficiency Video Coding (HEVC) in comparison to the H.264/AVC
is a revised algorithm of Intra prediction. Unfortunately, along
with a significant improvement in the performance, its complexity
has also been increased. This growth is particularly noticeable in
the design of potential hardware architectures, due to a substantial
augmentation in the number of supported modes and block sizes.
This article presents an Intra prediction module architecture for
the decoder, compliant with the Main profile of the sixth version
of the HEVC draft. It allows the throughput of at least one sample
per clock cycle at a moderate consumption of hardware resources,
what should be enough to provide support for HDTV sequences in
real-time for a 100 MHz clock.

[. INTRODUCTION

The rapid development of multimedia technologies provides
users with a better quality of experience almost every day.
This particularly affects the video coding, where in re-
cent years incrcasing demands have been put on an im-
provement of thc quality of the compressed video and a
support for scquences with increasingly higher resolutions
(HDTV, UHDTYV). As a result, even the latest solutions
as the current state-of-the-art H.264/AVC, often arc insuf-
ficient. To address these needs, ITU-T and ISO/IEC came
together and formed a group of experts, named Joint Collab-
orative Team on Videco Coding (JCT-VC), in order to prepare
a new standard. The call for proposals on video compression
technology was announced in January 2010 and 27 full propo-
sitions were submitted from over 20 companics in response.
After more than two years of work and cight meetings
of the group a new solution is on the verge of ratification
under the name of High Efficiency Video Coding (HEVC).
Preliminary tests indicate that it allows almost 40% coding
efficicncy improvement over the H.264/AVC High profile [1],
while maintaining flexibility necessary for a wide varicty
of applications.

One of the main arcas of work while creating a new
Slandard was the development of Intra prediction. The result
1S a significant increase in the complexity of the algorithm,
described in the sixth version of the HEVC draft [2] in com-
PariS()n to the H.264/AVC. The number of available predic-
ton modes has been increased from 9 to 35 for the Main
Profile and 36 overall. Morcover Intra prediction can operate
on larger blocks, since in addition to standard 4x4, 8x8 and
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Warsaw University of Technology
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16x16 blocks, 32x32 and 64x64 blocks arc also available.
This should meaningfully improve the compression quality,
especially for large homogencous areas of an image. Unfor-
tunately, these changes may hinder hardware implementation.
Firstly, they impose substantial requirements on the amount
of resources needed o store reference samples. Secondly, it is
a complex task to design a uniform architecture for all possible
Intra prediction modes.

In this paper an efficient FPGA architecture for Intra pre-
diction for a HEVC deccoder, compliant with the sixth version
of the HEVC draft, is presented. It supports all the prediction
modes defined for the Main profile with moderate resource
consumption thanks to a reduced number of registers in favor
of memory cells. The module is able to process sequences
with different chroma sub-sampling: 4:2:0, 4:2:2 and 4:4:4
and may be casily configured to work with sample bit depths
higher than cight bits.

The rest of the paper is organized as follows. Scction 11 pro-
vides a short overview of the Intra prediction in the sixth ver-
sion of the HEVC draft. Section 11 contains the description
of proposed FPGA architecture. The simulation and synthesis
results arc summarized in Scction IV. Finally, Scction V
concludes the paper.

[I. INTRA PREDICTION ALGORITHM

Abrupt changes in pixel values do not appear frequently
in natural images, the transition between neighboring samples
is smooth and continuous. This property makes it possible
to forecast the pixel value on the basis of its surroundings.
The technique is widely known as Intra prediction. The HEVC
draft |2] contains several different approaches to the presented
problem, described in the following subsections.

A. Prediction Unit

Prediction Unit (PU) is a square block with sizes ranging
from 4x4 1o 64x64. The process of calculation of Intra
prediction for pixels inside the PU is based on relerence
samples located at the upper and left border. Their num-
ber can be up to twice the length of the edge of the PU
for each dircction (Fig. 1). If any of required reference samples
is unavailable, it should be replaced with the closest attainable
sample. When none of the reference samples is available, they
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Fig. 1. Visualization of the potential reference samples for the 4x4 PU,
divided into five regions labeled A, B, C, D and E.

arc assigned the default value defined by a given bit depth.
Some combinations of the prediction mode and block size
also requires a pre-filtration of reference samples, calculated
as a normalized weighted sum of three adjacent samples:

pFlz] = (plx — 1]+ 2 -plx] + plz +1]) >>2 (1)

B. Planar prediction
The planar prediction type is designed to ease the re-
construction of smooth image segments, through removing
the negative impact of the division into blocks. It ensures
the continuity of the image plane at the PUs’ borders,
through a creation of a gradual change in the value of pixels.
The values of the prediction are calculated using the following
equation:
plz,yl = ((nS —1—x) - p[-1,y]+
(x+1)-pnS, -1+ S —1—y) - plz, —1]+ (2)
(y+1)-p[-1,nS] +nS) >> (k+ 1)

where n.S denotes the PU size, 2,y = 0...nS5 — 1 and deter-
mines position within the PU and £ = log>(n.S).
C. DC prediction

The DC mode assigns the mean of the reference samples
from the upper and left neighbor (A and B in Fig. 1)
to predicted values. To improve the subjective quality of the al-
gorithm an additional filtration process is present for the lu-
minance component. For cach sample lying on the lupper
and left edge of the PU, the average is modified by taking
into account the value of the reference sample (or samples
for the corner position) adjacent to the position of prediction,
leading to a smooth transition between blocks.

D. Angular 10 and 26 prediction

In the angular 10 mode the prediction is equal to the refer-
ence sample from the left neighbor in the same row, whereas
in the angular 26 mode, the prediction is equal to the ref-
crence sample from the upper neighbor in the same column.
An additional filtration is required for luminance samples lying
on the edge of the PU adjacent to the neighbor, which normally
does not participate in the computation of the prediction.
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E. Angular (2..9, 11..25, 27..34) prediction

To calculate the prediction in the angular mode, it is nec-
essary to create two separate arrays, corresponding accord-
ingly to reference samples located above the current block
for the first one and reference samples on the left side
for the second one. Based on the main direction of the pre-
diction (vertical or horizontal) one of these arrays is desig-
nated as Main Array, while the other is named Side Array.
If it is the vertical direction mode, Main Array is located
above the current block. Otherwise, Main Array consists
of samples from the left side of the PU.

The angular prediction mode determines a value of an angle.
When the angle value is positive, only reference samples
from Main Array are used. Otherwise reference samples
from Main and Side arrays may be utilized, creating Ex-
tended Main Array (Fig. 2) [3], [4]. The prediction value
is determined by linear interpolation of neighboring reference
samples, stored in the final array:

ilde = ((y + 1) - intraPredAngle) >> 5 (3)

iFact = ((y + 1) - intraPredAngle)&31 4)

ple,y] = ((32 — iFact) - ref Array[x + ildx + 1]+

iFact - refArray|c + ildx + 2] + 16) >> 5

where n.S denotes the PU size, x,y = 0...nS — 1 and deter-
mines position within the PU.

F Intra From Luma

Intra From Luma is a prediction mode not available
in the Main profile. It defines a method to predict the chromi-
nance values for a given PU on the basis of the reconstructed
luminance samples. It implies the largest computational burden
from all the Intra prediction modes in the HEVC standard.

III. PROPOSED ARCHITECTURE
When designing this Intra prediction module the primary
goal was to ensure a throughput of at least one sample
per clock cycle, which should allow the decoder to process
HDTYV sequences with 4:2:0 chroma subsampling in real time
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Fig. 3.

using 100 MHz clock. To achieve this objective, regardless
of the prediction mode, the module calculates a prediction
for the next four pixels in the raster scan order. The approach
leads to a regular structure, shown in general in Fig. 3.

In the proposed solution reference samples for the upper
and left neighborhood of each image component are stored
in a RAM memory in independent address subspaces. The sub-
space for the top neighborhood is significantly larger, as it
is necessary to keep bottom line of reconstructed samples
from the PUs for the whole image. Each memory cell
stores four horizontally adjacent samples. Samples, which
may become corners for further blocks, are stored separate
in registers (Corners Registers). The first step to prepare
prediction for cach mode is to read necessary reference
samples from the memory and save them to a registers array
(0 - 127). A relatively complicated algorithm determining
the necessary reference samples, especially for the angular
prediction, may be significantly simplified. The four locations
can be specified in dependence on the prediction mode and us-
ing the designation of areas in Fig. 1:

o reference samples situated in areas marked as A, D and E

for Intra prediction modes from 27 to 34 inclusive

« reference samples situated in areas marked as B, D and C

for Intra prediction modes from 2 to 9 inclusive

o reference samples situated in arcas marked as A, B and D

for Intra prediction modes | and from 10 to 26 inclusive,
if the pre-filtration of reference samples isn’t required

« reference samples situated in arcas marked as A, B and D

plus the first two reference samples from areas
C and E for Intra prediction modes 0 and from 10
to 26 inclusive, if the pre-filtration of reference samples
is required
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Fig. 4. A pre-filtration of a single reference samples set.

The most time consuming is the last possibility, as it takes
half of the PU side in pixels plus four clock cycles to obtain
all the necessary samples. Taking into account that the max-
imum block size is 64x64 in the worst case 131 reference
samples have to be read. Most of them is written to the reg-
isters array. The exception is the corner sample (Corner
Register), as it serves as a replacement for unavailable pixels,
and two values of samples for the planar prediction, labeled
as p[nS, —1| (Top Planar Far Ref) and p[—1,nS| (Left
Planar Far Ref) in Eq. 2.

When the pre-filtration of the reference samples is required,
for the first, second, and third sample, it is carried out
immediately after the reading from the memory, while the last
sample is stored in the register unchanged. At the same time,
third sample is saved in the collateral register. It is used to cal-
culate the value of the filtered fourth sample at the time
of the next reading. This is shown in detail in Fig. 4.

The set of reference samples is subsequently obtained
from the registers based on the prediction mode and the po-
sition within the PU, then it goes in parallel to one of five
possible modules responsible for the calculation of the indi-
vidual prediction type. Finally, the correct values for the four
samples in the raster scan order are chosen by the mode.

A. Planar prediction

It is possible to optimize the Eq. 2 by changing the or-
der of arithmetic operations, similarly as it is performed
in the HM 6.1 reference software:

plr,yl = S +nS - p[—1,y| +nS - plz, — 1]+
(w+U-(MS—H—pP1MH— ©)
(y + 1) - (p[—1,nS] — plx, —1])) (k+1)

The size of the PU can be only a power of two,
so the nS p[—1,y] and nS plz, —1] parts of the
equation can be calculated merely by shifting bits, eliminating
two multiplications. This means, it is possible to significantly
reduce the logic responsible for the calculations, as it is shown
in Fig. 5. Moreover, derived form is so similar to the Eq. 5
it allows sharing multipliers with the angular prediction,
which is presented symbolically in Fig. 3.

B. Angular (2..9, 11..25, 27..34) prediction

The basis of the prediction is the table, which allows
a mapping of the index value calculated from Eq. 3 to the po-
sition of a reference sample in the registers array. This table

235



ENCODING OF THE STRUCTURED LIGHT STRIPE PATTERN VIDEO SEQUENCES

'\p[ns. 1] x# s vu:l-ul 1Yp('1- nS] 4+ Yns ;Yp[x' -1] *plns -1 [pEty] | plx. -1] 'pl 1. nS]
v X | |
.- o (- ) - e - - i ' -
| s y+1 Y o IS /< Y x+1
>+ - = L—{+e— : o Y&
I 7 I | L i+ -
N nS Y Y
>+ + - —d
v 2
ns -+ >4+ -
kH’j) 7 k+1 !
v \J

Fig. 5. An optimization of the planar prediction mode equation.

is constructed according to the size of the PU and the pre-
diction mode and implemented as a LUT. Further optimiza-
tions include replacing multiplication from Eq. 3 and Eq. 4
with an angle accumulator, which value increases at each
transition to the next row of the PU, as in [3]. Thanks to this
tIdx and i Fact values may be determined as the six most sig-
nificant and the five least significant bits of the accumulator
respectively. The result of Eq. 5 is calculated using combina-
tional logic shared with the planar prediction path.

C. Other prediction modes

The DC value is calculated in parallel to the transfer
of reference samples from the memory to the registers array.
The angular 10 and 26 modes come down to the assignment
of the adequate reference sample to the prediction value.
Any filtration, if needed, is performed on an ongoing basis
for each of these modes.

D. Reconstruction

Reference samples from the upper and left PU surroundings,
which can be used as corner samples for the subsequent PUs,
arc transferred to dedicated registers when Intra prediction
is prepared. Thus, immediately after the end of calculations,
the module waits for the reconstructed sample. The interface
is designed to accept four reconstructed samples in the raster
scan order. Received samples, located at the right and bottom
edges of the block, are stored at the appropriate addresses
in the memory. Estimated number of clock cycles allo-
cated for this process corresponds to the number of samples
within the PU divided by four, and increased by one. The addi-
tional clock cycle is required due to the fact that the last sample
must be stored as the potential reference sample from the upper
and from the left neighbor, which means that it must be written
to two different locations in the memory.

IV. IMPLEMMENTATION RESULTS

The correctness of the proposed architecture was ver-
ified on the basis of the HM 6.1 reference software,
modified in order to provide the necessary information
in the text form. This software is released in successive ver-
sions along with the emergence of updates of the HEVC draft
and reflects the state of development of the standard at a time.

The Intra prediction module was synthesized using Syn-
opsys tools using the TSMC 0.13um technology. Results
arc presented in the Tab. T and show more than an quintuple
increase in the consumption of hardware resources in relation
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TABLE 1
SUMMARY OF SYNTHESIS RESULTS AND COMPARISON WITH OTHER
WORKS.
Architecture Proposed | [3]
Technology TSMC 0.13zm CMOS

54745 9020
150 MHz | 150 MHz
<1 1.5

Logic gate count
Maximum operation frequency
Average cycles to generate a pixel

TABLE 11
TIME DISTRIBUTION FOR THE INDIVIDUAL STEPS OF THE ALGORITHM FOR
THE PROPOSED ARCHITECTURE, AND AN INDICATION OF THE AVERAGE
NUMBER OF CLOCK CYCLES SPENT ON THE CALCULATION OF THE
PREDICTION FOR A SINGLE PIXEL, DEPENDING ON THE SIZE OF THE PU.

Gathering | Preparing Cycles
PU Size | reference Intra Reconstruction | Sum per
samples prediction pixel
4x4 6 4 5 15 0.94
8x8 8 16 17 41 0.64
16x16 12 64 65 141 0.55
32x32 20 256 257 533 0.52
64x64 36 1024 1025 2085 0.51

to the synthesis results presented in [3]. The main factor
causing such an adverse outcome for the proposed architec-
ture is probably the ability to handle the full range of PU
sizes, instead of just 4x4 as in [3]. This entails the need
to use considerably larger number of registers and more com-
binational logic. The minor differences, which may also in-
fluence the comparison, are the support of the planar predic-
tion mode and significantly higher throughput. Unfortunately,
the novelty of the standard limits the number of available
solutions, which one could refer to.

Tab. II shows the number of clock cycles needed to de-
termine the prediction depending on the size of the block
in the worst case. The presented results are based on the as-
sumption that the transfer of reconstructed samples to the mod-
ule will start immediately after the end of the calculation
of Intra prediction. The most important parameter is the aver-
age number of clock cycles needed to calculate the prediction
for a single sample, as it allows an ecasy estimation of the speed
of the module. Its value drops with the increase in the size of
the PU, due to the relative minimization of the time spent
on obtaining reference samples from the memory. This feature
appears (o be particularly useful for high resolution video se-
quences. It is also worth noting that the maximum throughput
of the module comes to almost two samples per clock cycle.

V. CONCLUSION

In this paper, an efficient FPGA architecture of intra
prediction for the HEVC decoder is proposed. It is fully
compliant with the Main profile defined in the sixth version
of the HEVC draft. Thanks to using an uniform structure
for angular and planar prediction modes, the throughput
of at least one sample per clock cycle is assured.

Additional work associated with the development of the ar-
chitecture should focus on providing support for the In-
tra From Luma mode. This is certainly the most compli-
cated Intra prediction algorithm, available in the standard,
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and as such is not included at the present time in the Main
profile.
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ABSTRACT — 'The analysis of the compression methods of the stripe
patterns video sequences used in structured light technique is pre-
sented in this paper. It has been shown that the illumination of the
3-D scene be the sequentially repeating stripe patterns introduces
additional correlation to the structured light video sequence. The ex-
perimental results presented in this paper confirm that this correla-
tion can be effectively utilized for the video encoding.

I. INTRODUCTION

Structured light is onc of the techniques used for construc-
tion of 3-1) scene models out of its 2-D views [1], [2]. The
structured light 3-1) model capturing system is composed of a
computer beamer/projector and a vidco camera. The analysed
scenc is illuminated by the projector with a sequence of
fixed stripe patterns. Images of the scene illuminated with
stripe patterns are registered by a video camera. The scene
depth information can be derived by the analysis of the
stripc pattern distortions caused be the object shape. This
analysis is a computc-intensive process and often can not
be performed by the capturing system in real time. In such
cases the sequence of stripe patterns images must be stored
for off-linc processing or transmitted to other systems to be
processed. Since such scquence is represented by huge amount
of data, the high capacity storage devices or high throughput
transmissions channels arc required. It is desirable to reduce
the sequence bitrate o lower the requirements on storage
devices or transmission channels. The analysis of the cfficiency
of video compression techniques applied to the sequence of
the stripe patterns images is presented in this paper.

A. Video coding

The video sequence is the representation of a natural scene
sampled temporally and spatially. The goal of a video coding
is to reduce the amount of data required to represent the video
sequence while preserving its quality. The video compression
1s achicved by the exploitation of the temporal and spatial
redundancy in a video sequence. Virtually all video coding
standards arc based on the motion compensated DCT and
DCPM hybrid coding algorithm [3]. The MPEG-4 AVC/H.264
standard [4] is currently the most often used in the area of
video coding. It is based on the hybrid coding algorithm like
its many predecessors. However many enhancements have

Piotr Garbat
Institute of Microelectronics and Optoclectronics
Warsaw University of Technology
ul. Koszykowa 75, 00-662 Warszawa
e-mail: P.Garbat@imio.pw.cdu.pl

been added to the classic algorithm to improve its coding
cificiency [5] [9].

The MPEG-4 AVC/H.264 coding standard has been signif-
icantly extended in its newer editions. The scalable extension
(SVC) [10], | 1'1] allows partial transmission and decoding of
the encoded video sequence. It provides the functionality of
graceful video quality degradation desirable in many appli-
cations c¢.g. video streaming. The video content adaptation
to the varying transmission channel parameters can be casily
achicved with this functionality. The scalable video bitstrcam
is composed of two or more hierarchically organized layers.
The lowest/basc layer carrics the lowest quality video content.
The upper/enhancement layers contain data required to recon-
struct video in a better quality. The quality of the reconstructed
video sequence depends on the number of the received and
decoded layers.

The multiview extension MVC [12] of the MPEG-4
AVC/H.264 standard is rclated to the 3-ID video becoming
a hot topic in multimedia technologies last ycars. It allows
encoding of multiple video sequences representing the same
scene viewed from different positions. The sequences are
captured by multiple video cameras, which must be preciscly
aligned in space and synchronized in time. Stercovision is an
important special case with two images, for the left and the
right cye. Currently available displays [13] allow visualisation
of the sterco-paired video with 3-D depth impression. However
special glasses must be worn in most cases to perceive the
scene depth. The rapidly developing autostercoscopic displays
technology allows 3-D visualisation without glasses. Mul-
tiview autostercoscopic displays |13] will allow a practical
implementation of the Free Viewpoint Television concept | 14].

The MVC extension efficiency has been achicved by ex-
ploitation of both the spatio-temporal redundancy within cach
view and the inter-view redundancy. The inter-view prediction
structures have been proposed in [15], [16]. The MVC exten-
sion coding gain achicved with the inter-view prediction highly
depends on the acquisition system characteristics  (distance
between cameras, lens distortions, illumination variations ctc.).
The bitrate reductions up to 50% have been reported, however
it is at a level of 20% = 30% in most cases [12].

The structure of the MVC bitstream is similar the SVC one.
It consists of the “base view™ encoded only with the usce of the
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(a) 64 frames of a standard video sequence

(¢) 64 frames of a structured light video sequence

100)

(b) Estimation of the autocovariance function of a standard video sequence

0

100

200)

100

100 -
10 30 20 10 0 10 2) 30 10

(d) Estimation of the autocovariance function of a the structured light sequence

Fig. 1. Comparison of standard and structured light video sequences

within-view spatio-temporal predictions and the “enhancement
views™ encoded with the use of within-view and inter-view
predictions. The “base view™ may be H.264/AVC compatible
cncoded to enable its decoding by legacy devices.
II. STRIPE PATTERN VIDEO SEQUENCES
Digital video sequences, due to regular spatio-temporal
sampling pattern, exhibit high spatial and temporal correlation.
The values of neighbouring pixels within given frame as well
as values of corresponding pixels in neighbouring frames are
strongly dependent on cach other. It can be confirmed by
analysis of the video sequence auto-covariance function. Its
estimation will be calculated in the following way:
) luminance video

ysplm,n, f
luminance samples:

samples of a  3-D sequence

niplk] = ysplm,n, f] k=m+n-N+f-M-N (1)

240

are converted into a 1-D vector vy k] of

where M, N are respectively number of columns and
rows in cach frame, and F' is the number of analysed

frames, m — 0,..., M l,n = 0,....N 1 are
respectively column and row indexes, [ — 0, F — 1 is
frame index, & — 0,..., F-M-N —11is a luminance

sample index in the 1-D vector,
2) calculate estimation R|[i] of the auto-covariance function
using FET/IFET

Rli] - If]—"’T{]—“]—"’T (il - ,,.,)|-|)2} @)

3) the resulting function is scaled by dividing the pixel
displacement 7 by number of pixels in cach frame M- N
o better visualise inter frame correlation
The video test sequence Football of CIF resolution (Fig. 1.a)
has been used as an example of a standard video test sequence.
The estimation of its auto-covariance function is shown in
Fig. 1.b. The maxima at every frame are clearly visible.
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The structured light video sequences represent scene illu-
minated by scquentially repeated stripe patterns (Fig. 1.¢).
The sequences used in the experiment have been captured

with the acquisition system presented in Fig. 2. It consists of

the projector-camera units, the processing unit and the mea-
surement volume. The projection and detection units works
with crossed axis configuration. Projection module perform the
Gray Code based pattern projection. It is composed of an light
source, a DMD (Digital Mirror Device) and a DMD controller.
DMD is used to generate variable patterns and to project
the patterns. DMD is a semiconductor based optical switch
integrated with micro mirrors. A pattern image consisting
of T and 0 could be obtained by switching cach mirror o
on/off state. The the DMD LightBEAM 4500 device is used o
display the structured light patterns. This device provides XGA
(1024x768) resolution with frame rates of 6Hz-5000Hz for
binary patterns. For the second component, image acquisition,
a Pattern Camera fast CCD camera model Pike AVT 032F

is used. This is an CCD monochrome camera, capable of

capturing up to 200 fps, with VGA (640x480) resolution, and
FireWire interface. The camera is synchronized by signal from
DMD device. The second camera in detection module capture
color images with FullHD (1920x 1080) resolution. A sequence
of Gray Code patterns was selected for this implementation.
The 8 binary patterns are generated and uploaded into pro-
jection unit memory. With all the files loaded in the DMD
memory, the system is ready (o start projecting and capturing
the patterns. The pattern camera working in trigger mode. Each
projected pattern activates image acquisition operation.

The repeating scene illumination introduces additional cor-
relation to the video sequence. The estimation of the structured
light video sequence auto-covariance function (Fig. 1.d) has
additional maxima at cvery cight frame, besides maxima at
every frame. The former maxima are much higher than the
latter ones.

ITI. EXPERIMENTAL RESULTS

The structured light video sequence has been split into 8
subsequences to exploit its properties discussed in the previous
section. Every eight frame, related to one of the cight stripe
patterns, has been moved into its corresponding subsequence
(Fig. 3.a). The high temporal correlation has been expected
with cach subsequence, since it contains only images of the
scene illuminated only with the one stripe pattern. Additionally
inter sequence correlation caused by the same scene composi-
tion has been expected. The temporal correlation within cach
subsequence and correlation between subsequences is similar
to the correlations observed in the multiview sequences. The
subscquences have been processed by the MVC encoder to
check if these correlations can be effectively utilized. The
bitstreams representing cach subsequence have been  then
assembled into one MVC bitstream, which has been decoded
by the MVC decoder. Reconstructed subsequences have been

Joined maintaining proper frames order into one sequence. For

comparison the entire structured light video sequence has been
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Pattern camera
S

——

HD camera

_-Projector DMD

Visualisation volume

(b)

Fig. 2. General scheme (a) and prototype (b) of the proposed 31 aquisition
setup.

processed with the use of standard, single-view, non-scalable
encoder and decoder (Fig. 3.b).

The MVC reference software JSVM 8.5 [17] and the
MPEG-4 AVC/H.264 reference software JM-18.2 [18] have
been used in the encoding experiment. The structured light
video sequence shown in Fig. l.c with 328 frames has been
used. It has been split into 8 subsequences (41 frames in cach
one) for the MVC encoding. GOP composed of 8 frames with
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/l 7 \
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encoder
Input sequence AVC bitstream
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Fig. 3.

MVC
decoder

AVC

decoder

Structured light video sequence encoding with the use of a) MVC, b) AVC

//  Output sequence

Output sequence

an anchor frame at the beginning has been used. The following
inter-view prediction structures have been used:

o inter-view prediction disabled

« inter-view prediction enabled only for anchor frame

« all frames encoded with the inter-view prediction enabled
In the AVC encoding only first frame has been encoded in the
IDR mode, different number of B frames between P frames
has been used. The PSNR have been used as a quality measure.
The experimental results are presented in Fig. 4.

Generally the better results have been achieved with the
MVC encoder than with the AVC one. However there are
almost no differences between inter-view prediction structures
used in the MVC encoding: the PSNR with inter-view pre-
diction enabled for all frames (MVC ALL) arc minimally
better the the results for the inter-view prediction enabled
only for anchor frames (MVC ANCHOR), which are in turn
minimally better than the results with inter-view prediction
disabled. The best performance of the AVC encoder has been
achieved in configuration with one B frame between I/P frames
(AVC IBP). The results with two B frames (AVC IBBP) has
been slightly worse, whereas with no B frames (AVC IPPP)
significantly worse with respect to the best AVC configuration.

IV. CONCLUSIONS

The structural light video sequences encoding options have
been examined in this paper. It has been observed that se-
quential illumination patter introduces additional correlation to
these sequences. This correlation is similar to the one observed
in multiview sequences. The experimental results have shown

that significantly better coding efficiency can be achiceved if

the structured light video sequence is split into subsequences
and MVC encoded with respect to the results obtained with
the entire sequence processed with the standard H.264/AVC
encoder. However the efficiency gain has been ensured mainly
by the temporal correlation within each subsequence. The
inter subsequence prediction minimally affects the overall
cfficiency.
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The PSNR based on global image statistics has been used as
a quality measure in all experiments. It will be replaced with
a measure related to the stripes detection precision in further
work.

Another area of the future work will be development of the
more efficient representation of the structured light video se-
quences. The preliminary results show that 8 consecutive stripe
pattern images can be combined into one code image also
known as an index image. This image has similar properties (o
the depth image. It is expected that code images representation
of the structured light video sequence will better preserve the
3-D scene geometry information than analysed in this paper
compressed structured light video
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ABSTRACT — 'The article deals with the thermal optimization of an
electronic device board containing the video-and-sound interface
for an electronic travel aid (ETA) for assisting the blind in inde-
pendent mobility. Because the device would be worn as a pair of
eyeglasses, the heat should cause as little discomfort to the wearer
as possible. In order to optimize the placement of the electronics
components on the defined PCB, a special evolutionary, two-step
calculation algorithm was developed by the authors.

Keyworps — placement optimization, heat conduction, convec-
tion, stereovision, blindness

1. INTRODUCTION

Optimum placement of devices on a PCB plays a very
important rolc for hcat dissipation to the ambient. Each
electronic component, as a heat source, thermally interacts with
the others. This makes clectronic component arrangement
important for hecat dissipation and reliable operation of
electronic systems. Apart {rom that, decreasing thc housing
temperaturc cven by a single Celsius degree considerably
increascs the comfort of using any wearable interface.

A lot of methods for optimisation of the positioning of
electronic components on PCBs can be found in the literature.
The most frequently used assessment criterion is certainly the
maximum circuit temperature, but the optimal rcliability has
been used as well [2][3]. Kos apphlics heuristic methods for
hybrid modules [3]. Elcctronic devices of this type usually
have a well conducting thermal substrate. The author compares
the hcuristic method with the gradient one. The first onc 1s
morc suitable for CAD applications than sccond which has
large computational requirements. For the thermal coupling
between the components scveral papers took into account the
thermal wake function[4]-]6], 1.c. calculating the influence of
hot air flow on downstrcam placed components. In order o
optimize an clectronic devices’ position TFPA (thermal foree-
directed placement algorithm) was also used [7]. Each chip in
thc MCM (multi-chip modulc) pushes other oncs to find
equilibrium. Forces used for chips arc based on hcat
conduction analogy. For the problem of optimal placement of
powcr chips on the MCMs the modified fuzzy force-directed
placement method has also been proposed [9]. Some authors
perform permutations of clectronic devices on PWBs (printed

wiring board) [8]. The aim is to optimize rcliability and wire
ability of a considered clectronic system using Ordered best-
first scarch algorithm, which builds up the lincar permutation
from front to rear of onc module.

In this paper a genetic algorithm will be presented,
which is a different approach to the methods published in the
litcraturc. A numerical model for clectronic component
placement optimization on a PCB includes a genetic algorithm
and a thermal solver. The genctic algorithm  scarches
arrangements that will be checked by the thermal solver, if they
satisfy thc rcquircments of the designer VII. A genctic
algorithm is a technique of a solution scarch basced on natural
cvolution. This kind of solution scarch is rccommended when a
[unction describing an analysed problem is not known, but the
solution space can be determined. The genetic algorithms have
been described in many textbooks [11]-[14].

II.  THE PROTOTYPE OF AN ELECTRONIC TRAVEL-AID
SYSTEM FOR THE VISUALLY IMPAIRED

Institute of Elcctronics at the Technical University of Lodz
for scveral yecars has been conducting rescarch  and
development of various Electronic Travel Aid (ETA) systems,
i.c. devices for assisting the visually impaired in safe and
independent mobility (www.naviton.pl). One of the rescarch
projects was the development of special glasses cquipped with
stereovision cameras, inertial sensors and audio playback
capability.

The working principle of the constructed device is 10
acquirc a scquence of stercovision images that arc on-line
transmitted to a computer. An cspecially designed application
determines the so called depth maps (2.5D images) that arc
further used for detecting scene objects identified as obstacles.
Each dctected obstacle, depending on its location in the scene,
its size and type, is characterized by a unique audio stream.
Those audio signals arc being transmitted to the sound module
device and played back in sterco headphones. By these means
the blind user receives a strecam of "auditory pictures” of the
cnvironment. The sound generating algorithm combines the
data obtained form the scgmentation algorithm and the data
computed form signals recorded from a lincar acceleration
sensors and an angular velocity sensor that are located on
user’s head
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The ETA glasses consist of:

e Two VRmC-3 digital cameras from VRMagic that are
cquipped with separate USB serial buscs

e A microprocessor that counts the time interval elapsed
from the interruption caused by image acquisition
module till the sampling of a signal from lincar
acccleration sensors,

e A sound card with a USB bus, hcadphone and
microphone ports, which are used for communication
between the user and the system,

e A four-port USB 2.0 hub that allows to connect to a
computer using a single cable. (Figure 1)

e Sterco headphones integrated with the casing (Figure
2.)

(glasses)

AUDIO ‘

uC SPI

HUB USB2.0
CY7C65630

Computer
usB2.0

Figure 1. Block diagram.

With the information collected from the end users, we were
able to determine the size and shape, which should characterize
the device so that it is generally accepted by the blind. It was
determined that the device should have a similar shape to large
sunglasscs, low weight and should not cause discomfort to the
wearcr.

Figure 2. Environmental sound imaging glasses prototype

I1I.  THERMAL PROBLEMS IDENTYFICATION

It has been found that heat dissipated from the vision-
acoustic interface can cause discomfort for a person using the
system. The device draws its energy from a USB computer
port. Despite the small current which is taken, during the
system operation, about 3.1 W of power is converted into heat.

For the placement optimization only the devices which
dissipate the highest heat quantities were used.
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TABLE 1. HEAT SOURCES
Lp. Name P [mW]| size [mm| |
| Left camera 625 6x 14
2 Right camera 625 6x 14
3 USB Concentrator 1300 8 x8 N
4 Microprocessor 150 8x 8 ]
5 Sound card module 425 Tx7

In order to decrease the time consumption by the
optimizing algorithm, the elements used in the thermal model
have size equal to 1xImm. Apart from that, the PCB arca used
for optimization is limited to a discrete grid Fig. 3ab.

b)

Net raster of PCB a) actual, used while thermal simulations
b) limited, used for element placement

Figure 3.

In the model thermal conduction throught the substrate is
included. The optimization is done for the FR-4 laminate which
1s typical material used in clectronic applications (thickness
I.5mm, thermal conductivity A-0.25 W/m-K). It is assumed
that the ambient temperature i1s cqual to 20°C. In the
optimization process only elements 3.4 and 5 could change the
position. Elements 1 and 2 are the digital cameras, the position
of which on the PCB can not he changed. This results from a
fixed camera base (the distance between the optical axes of the
cameras) sct to 80mm for the project).

IV. THERMAL OPTIMISATION OF ELECTRONIC
COMPONENT PLACEMENT

As it 1s mentioned in the Introduction for the optimization
process a genctic algorithm has been used. For that goal special
program written in Delphi 7 has been created. For numerical
simulation of temperature distribution ANSYS 11 has been
used.

A genetic algorithm consisting of two levels was
proposced. First, a preliminary optimization which assumed
that there are twenty-six positions on the PCB where electronic
devices can be placed. The aim of this part of optimization was
to place the devices in near optimal positions, which serve as
the starting positions for the second level of optimization
(permutational coding has been used [2]-[4]). In the second
level, the clectronic components can be placed on nodes of a
Imm grid (Fig. 3).

In the preliminary part of the algorithm permutational
coding 1s used. Each individual consists of one chromosome
that describes the positions of the clectronic components. The
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algorithm using an objective function performs the adaptation
assessment. In order to get the value of the temperatures the
thermal solver is used. The thermal model 1s created in the
ANSYS" program in batch mode. The information concerning
the clectronic component positions 1s send n a text file to
ANSYS" which solves the Kirchhoff Fourier equations
(thermal conduction in the substratc and the devices) and
Navier-Stockes equations (forced convective cooling) [15]
using the finite element method [16]. Temperature values are
returned in a text file to the main program written in DELPHI
7. Using ranking method [17], individual adaptation
assessment is performed. Two the best individuals are crossed.
If there 1s no improvement individuals are mutated. The
preliminary optimization is finished after N = 200 generations
or if there is no solution improvement during M = 100 last
gencrations, then the second level of optimization is started.

The algorithm searches the device positions near those
found in the first part. At this level of the optimization, change
of the devices position is coded (not the position itself) as a
binary sequence (27 bits). Each devices position is represented

by 3 bits. The most significant bit (of each 3 bits) decides if

any change of the device position is done (1) or not (0), while
two the last significant bits decide about direction change n +
I, m(00), n— 1, mO01),n,m+ I(11)and n, m — 1(10) (Fig. 2.).
The optimization is conducted using the previously described
algorithm and the objective function [(T .. T,,). At this level
two the best individuals are chosen using ranking method and
then crossed. If there is no improvement individuals are
mutated (values of two randomly chosen genes are negated).

V. RESULTS OF ITERATION
The optimization gave the placement with average
temperature cqual to 21.67°C and maximum temperature cqual
to 24.04°C. The result was found after 186 iterations.

Figure 4. Temperature distribution on PCB and heat sources after optimal
component placement

TABLE L. RESULTS OF OPTIMIZATION ITERATIONS
Iteration Maximum temperature | C | Average temperature | |
|_number
start 27.03 22.56
2 2535 21.93
131 2428 21.85
186 24.04 21.67

The proposed algorithm cnabled to obtain quite easy and
fast positions of components for which average temperature is
equal to 21.67°C and the maximum temperature cquals to
24.04°C. These values are good cnough for the user to feel
comfortably during the use of the system, which is designed for
aiding the visually impaired in independent travel people.

It is also possible to model and thermally optimize various
clectronic systems using the software prepared during the
rescarch.

In the future, the authors plan to comparce the obtained
results with the Forced Directed Method [7].
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ABSTRACT — 'lhe issue of effective learning specific neural net-
works capable of creating symbolic description of rules gov-
erning a set of empirical data is considered. In the field of our
interests are atypical perceptrons suitable for implementing
partial-rational or polynomial functions that describe the data
set. A novel factor of the presented approach is an attempt to im-
prove effectiveness of the perceptron learning by making proper
transformations of the partial-rational or polynomial functions.
'these transformations e¢nable to eliminate from the learning
process operations on complex numbers as well as time consum-
ing operations connected with using activation functions of the
In(.) and exp(.) type. Such an approach has proved to be a suc-
cessful way to improve efliciency of the network training in the
sense of increasing the learning spced and robustness. 'The pa-
per presents the proposed transformations used to modify one-
dimensional partial-rational as well as one-dimensional poly-
nomial expressions. Perceptron schemes resulting from these
expressions are also shown. Morcover, we discuss the applied
method suitable for learning the networks and demonstrate the
achieved training eflects.

KeywoRrDs — neural networks, perceptron training, rules govern-
ing numerical data, symbolic description methods

[. INTRODUCTION

In some situations, information about an object of our
interests is available only in the form of cmpirical data. In
such cascs, there 1s sometimes a need to create a symbolic
description of rules governing the given data set. Creating
description of this type is frequently called law discovery
approach. So far, the law discovery is based mainly on
using partial-rational or polynomial expressions as tools
describing relations between clements of a given data set.

For a long time, expressions of this type are applied in
different ficlds of our life. As an example, one can mention
mathcmatical operations of interpolation. Another example
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rclates to measuring physical quantitics in the presence of
many cnvironmental factors influencing the measurements.

~ In the latter case, the question of a proper calibration of the

used measurement instruments appears. This 1s connected
with a complex character of rclationships describing the
considered empirical data. One of possible solutions of this
problem is applying atypical ncural nctworks to determine
parameters of complex multidimensional partial-rational or
polynomial forms used to describe relations between the
measurcd quantitics and the unwanted affecting factors. In
the paper, we present a method based on applying the
above mentioned technique. Novel neural networks and
idcas of more cffective lcarning the networks are
presented.

Using ncural nctworks to find rules governing the
considered empirical data creates new possibilitics to solve
this problem and one observes a growing interest in
applying such a technique. The role of the neural network
is to determine cocfficients of the partial-rational or
polynomial expressions used as mathematical models of
rules governing the data sct. One of the main advantages
of using ncural nctworks to solve the law discovery
problem is a possibility to determine the partial-rational-
function or polynomial cocfficients while learning the
network.

However, to realize the law discovery task, specific

“ nceural networks, in our case perceptrons, must be

developed to implement the used description of the data
rules. The type of the resulting perceptrons depends on the
form, in which the function describing the given empirical
data sct 1s expressed [1], [3-6], [10-13], [15]. Morcover,
proper methods have to be applied to train the network. In
general, the network Iearning is not an casy task. A lot of
problems appear in networks with activation functions of
an In(.) type. This results, among others, from difficultics
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connected with calculations of the In(.) functions when
dealing with ncgative arguments. Furthermore, in many
cases there 1s a need to perform opcerations on complex
numbers during the lcarning process. The problem with the
complex numbers is critical when using partial-rational
cxpressions with complex nodes (zeros of denominators)
to describe rules governing the data set.

In this paper we proposc, as alrcady mentioned, a new
way to solve the problem under consideration. Our method
is bascd on proper function transformations and results in
proper forms of the used partial-rational or polynomial
expressions describing a given data set. The proposed
transformations lcad to eliminating the In(.) type activation
functions as well as operations on complex numbers from
the perceptron training procedure. As a conscquence, it is
possible to avoid the above discussed difficultics with the
perceptron learning and make the training process more
cffective.

Analytical description of the proposed transformation
technique applicd to both the partial-rational and
polynomial expressions is given in scction 2. Scction 3
presents the resulting special type perceptrons. The applied
training algorithm uscd to determine cocfficients of the
given rclationships describing the data set i1s discussed in
scction 4. Examples of thce achieved lcarning results
concerning onc-dimensional functions arc shown in
section 5 whereas section 6 includes concluding remarks.

[I. TRANSFORMATIONS OF RATIONAL-FUNCTION
AND POLYNOMIAL FORMS LEADING TO THE
PROPOSED PERCEPTRONS

Our considerations concerning the proper partial-
rational relationship form are aimed at obtaining
perceptrons whose Iecarning efficiency could be better than
that achicvable in the previously published neural
networks [3-6], [11-13], |15], applied to solve the law
discovery task. Start with the cxpression:

q B
A {
h ( ) c'()+Zc'ix
v=an 1 20 s wilxta,) _ i=I
T i by S x b upx b y }[::a' i ()
0! iX

il

where the following condition holds:

q<p<2h+1 (2)

In (1), x and y arc independent and dependent
variables, respectively, and all parameters take real valucs.
The relationship (1), as well as the resulting perceptron,
was proposcd in [11]. Its disadvantage is a necessity to usc
activation functions of ¢xp(.) and In(.) type, which creates
thc problem of arithmetic opcrations with ncgative
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arguments of the In(.) activation functions, appcaring
during the network Icarning.

To climinate this drawback, we proposc to convert (1)
to the form given by:

w h

y=a,+ -t + 3
x+b, pan b,” +b,

xX+2b, + ™ -

h ,
M‘-al

+>° - =,
il ix+hk, ih+b/‘ (3)

where the below given condition has to be fulfilled

p—1

h>

(4)

One can show that (3) ts another form of (1) if the new
parameters introduced to (3) arc connected with the
parameters of (1) by:

2 2
hi :bRi +b[i s U zthi (5)

The performed conversion is based on replacing the real
cocfficients b, in (1) by complex numbers with the rcal part
denoted by bg; and the imaginary by b,,. The cxpressions
(1) and (3) concern the partial-rational functions and can
be implemented by a proper perceptron presented in the
next scection. The superiority of the form (3) over the form
(1) is that we avoid the In(.) operations on negative valucs
of their arguments.

As shown in [I5], using reciprocal opcrators we can
cxpress polynomial cxpressions by mecans of the partial-
rational relationships. In our casc, this means that (3) can
bc converted to a polynomial form and can be
implemented by another perceptron including reciprocal
activation functions, which is presented in the next scction.
Assuming that the g in (3) is cqual to zero, i.c. that order
of the denominator of (1) is higher than order of the
numerator of (1), the polynomial form resulting from
inverting (3) is given by:

]
I

’ h ). h
W w . Wi d;
ot Lz'fz 2 ‘l_zl" 2
Xt+by =i bp’ +b; i—l(x+h,‘,,) vh,
x42bp + -1 —" ! ! (6)
! X
P
=egt ) eix
i=l
where the following incquality holds:
p<2h+1 (7)
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Learning perceptrons implementing the expressions
(3) and (6) we observed that it is reasonable to increase the
number the parameters of these functions that are the
subject of changes during the learning process. This is
because in this way a chance of finding the best solution of
the training increases. Even though for this reason the
network learning may get longer, we have decided to make
step towards enlarging the number of the variable
parameters in the training process. The proposed forms,
with the increased parameter number, concerning the
partial-rational and polynomial expressions arc given be
(8) and (9), respectively.
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III. THE PERCEPTRON SCHEMES

The proposed new perceptrons implementing the
expressions (8) and (9) are shown in Fig. 1 and Fig. 2,
respectively. For clarity reasons, in both figures a more

Fig. 1. Simple perceptron-type neural network
implementing the partial-rational expression of (8)
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Fig. 2. Simple perceptron implementing the polynomial
form given by (9)

compact notations have been introduced. These notations
are related to that of (8) and (9) as follows:

ly = cowy, mgy = ¢y by,

S — 6'3,'2 wia, ;= C}iz bliz»

gi = C3ibgi, Fi=C1iwi

ki=2c1ibri, ni=ciicai(bri* + bil).

The presented perceptrons differ only in the applied
activation function at their outputs. In casec of the scheme
of Fig. 1, at the network output node only a summation
operation is performed, while in that of Fig. 2, an
additional reciprocal operator is placed.

IV. LEARNING ALGORITHM

The law discovery realized by means of the proposed
perceptrons shown in Figs. 1 and 2 needs the coefficients
of the underlying partial-rational or polynomial functions
to be determined in the way of training the networks. The
algorithm applied to train our perceptrons, denoted by BP-
CM-BFGS, is based on the idea presented in [14]. This is a
Back-Propagation (BP) version of the curvilinear line-
scarch memory-less BFGS algorithm proposed by four
authors, i.e. Broyden, Fletcher, Goldfarb and Shanno. The
abbreviation BFGS is from first letters of names of the
four authors. The BP-CM-BFGS method combines the
main advantage of second-order algorithms, i.c. fast
convergence, with high scalability characteristic of BP
algorithms. Duc to these highly desirable features, the
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method 1s well suited for learning different types of ncural
networks. As a result, there 1s no need to reconstruct the
algorithm when dealing with networks of different sizes or
different activation functions. The curvilinear line-search
featurc improves the algorithm convergence while the
memory-less feature reduces the required capacity of the
computer memory applied to learn the network.

V. LEARNING EXAMPLE

To verify practical operation of thc BP-CM-BFGS
algorithm with thc usc of the transformations proposed in
section 2, a onec-dimensional cxample of learning the
perceptron of Fig. 1 is demonstrated. A subject of our
demonstration is the partial-rational function described by:

e R e T
I x?—4x+8 x?—10x+30
4x? —28x+76 (10)

x*=14x* + 78x* = 200x + 240

The cocfficients of (10) present values that should be
achicved in the way of training our perceptron, able to
implement the general expression of the form (1).

The considered 4-th order function given by (10) has
four complex nodes (denominator zeros). These nodes
create two pairs of complex conjugate poles of the form:

=242 8y =-2-[2 &=-5+}5, 8y =-5-}5 (1)

In the training procedurc, the expression given by (8),
being the modified form of (1), is used. The form (8)
results from the proposed function transformations
discussed in scction 2. In (8), the coefficients a,, my, cp ty
arc sct to be zero because in the target function (10) the
corresponding cocfficients arc cqual to zero as well.

The prepared training vector includes 16 pairs of
numbers ( x, y=f(x) ), where the x variable takes values in
the range from 0.3 to 10.

The established value of a training error was 0.000003.
This valuc was used as indictor of the end of our learning
process. The calculated weights resulting from the
performed training are:

o = -1.1543, g, = 2.6438,
ki = 02950, k, —-1.1352,
[y =1.3135, [, =1.3956,
n =0.2147, ny = 1.2304,
i =-0.0046, r,=0.0014,
s1 = 0.6570, s, = 0.5580,
iy = 12350, Cip — 08325,
Cry = ]4381, Cry — 08885,
iy — 05740, Cix» — —05281
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The obtained training results requirce certain comments.
In the presented training cxample, the cocefficients b, and
bp of (8), related to the achieved weights /, and ¢3, and
also weights /, and ¢z, take, for instance, the values
bn=1.9967 and b;,=2.2372. The samc cocfficients,
however, related to the got in the way of training &, », and
cny and also kp, n, and ¢, weights, take considerably
different values, equal to b,'=0.3265 and b;'= 1.0948,
respectively. A similar situation, i.e. a great difference is
obscrved between paramcter values of b, and by, of (8)
calculated on the basis of g, and ¢3; and also g, and c¢3; as
well as valucs worked out on the basis of &, and c¢;; and
also k, and c¢|, paramcters resulting from the training. In
the first case, the obtained valucs are bg,=-2.0110 and
br>=-5.0068 whilc in the second casc arc bg,'=0.1194
and by,'=-0.6818.

The discussed differences may be caused by two
rcasons. The first one is low precision of the obtained
training results and the second an excess of paths in the
traincd nctwork. Because in our case the network Icarning
crror is very low (high lcarning precision), the second
possibility is much more likely than the first onc. This
conclusion is additionally confirmed by the fact that the
wecights ry, r,, being the final ones relating to two paths in
our nctwork, are much lower than weights of the
recmaining paths, i.e. s, 5;. Eliminating from the obtained
final results of the training the paths connected with ry, r,
implies that as correctly calculated values we can accept
only the ones concerning the cocfficients by, by, bri, br).
The other coefficients, whose values were also modified
while learning the perceptron, should be interpreted and
regarded as cxcess parameters, useless as final results but
nceded in the training process to improve its effcctiveness.

Table | presents both target (left column) and trained
values (right column) of poles of the function (10). In
Table 2, the target function (first row) and that obtained as
a result of the performed training (second row) are shown.

TABLE 1. POLES OF THE FUNCTION (10)

Target poles Received poles
5, =-21j2 b =b, +jb, =-2.0110+j1.9967
5,=-2-j2 b, =b, —jb, =-2.0110-j1.9967

S, = -5+ /5 ==5+j22361 by=b, +jb, =-50068+ 22372

5, =5+ 5 =-5-j2.2361 b, =b, —jb, =-50068-j2.2372

TABLE 2. THE EXAMPLE FUNCTION (10)
Target and trained function

2 2
y=— t—
x2—4x+8 x2-10x+30
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1.9944 N 2.0011
x> —4.0221x+8.0312 x*—10.0135x+30.0728

Ve =

VI. CONCLUSIONS

The paper is devoted to the problem of learning
pereeptron-type neural networks that can implement
partial-rational or polynomial functions creating
a symbolic model of data, knowledge of which we have
only in an empirical form. Novel perceptrons (Fig. 1 and
Fig. 2) and proper transformations (section 2) of the
rational-function and polynomial forms leading to the
proposed pcrceptrons have been shown. A new step
towards simplification and improving effectiveness of
learning our perceptrons, which are capable of discovering
laws governing the empirical data, have been carried out in
the paper. The achieved effectiveness improvement means,
among others, cxtending the space of functions whose
parameters can be determined in the process of lcarning
the networks. The obtained simplification of the learning
procedure results from the possibility of changing complex
values of the function coefficients, while training the
network, without performing calculations on complex
numbers. Unlike in the case published in [11], the
approach described in this paper allows also to avoid In(.)
operations on negative numbers. Our further work in this
area is oriented at solving problems connected with
infinite-value effects, which sometimes appear during the
network training, cspccially when the order of the used
functions 1s high.
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ABSTRACT — Nowadays database management systems are one of
the most critical resources in every company. Despite advanced
possibilities of SQL, relational database management systems do
not support flexible query conditions. 'The problem of extending
database systems with natural language expressions is a matter of
many research centers. The basic idea of presented research is to
extend an existing query language and make database systems able
to satisfy user needs more closely. This paper mostly deals with
gaining imprecise information from relational database systems.
Presented concept is based on fuzzy sets and automatic clustering
techniques that allow built membership function and fuzzy que-
ries processing. Implementation of fuzzy logic on database systems
extends traditional SQL language with new mechanisms and new
features, so the existing relational database systems will be more
flexible, queries more intelligent and similar to ordinary commu-
nication methods.

KeywoRrDps — fuzzy logic; fuzzy set; fuzzy clustering; FSQL; fuzzy
queries; imprecise queries; FCM; FCMdd; mountain clustering

[.  INTRODUCTION

The second half” of the twenticth century ushered in rapid
development  of  technology, especially  in information
technology. The growing demand for storing and processing
huge data sets has resulted in cvolution of  database
management  systems, that currently represent a - critical
resource of most companies. Those systems are designed to
ensurce the cohesion and safety of stored data and their principal
objective is to scarch large data sets efficiently.  After years of
rescarch in the seventies and cighties, IBM developed Standard
Query Language called briefly SQL. Despite  advanced
possibilitics  of  SQL, it is restricted (o  the precise
communication only. In most business applications, querying
precise values or using standard sharp relationships  and
traditional methods of data aggregation is absolutely sufficient.
However, in some cases a standard SQL language, which is
bascd on three-value logic, is not flexible enough. For example,
if onc is looking for cheap accommodation, or wish to buy a
house that costs around €100 000, it is impossible to get results

Adam Pelikant
Institute of Mechatronics and Information Systems
‘Technical University of Lodz
Lodz, Poland
adam.pelikant@p.lodz.p

that will satisfy him, by means of traditional precise query
language. Both of presented queries use natural language
features that are used in everyday life. Traditional SQL. is not
fcasible to build a query that supports such imprecise
expressions. Imprecision in such context should not be seen as
a drawback, but on the contrary, it allows expressing true
needs, preferences and evaluation.

Query results for apartment for about €100.000 can be
interpreted as entirely satisfactory, if the price for the
apartment 1s located  between  €90.000 and  €110.000,
acceptable to some extent, when the price is not far away from
this range and others totally unacceptable. The acceptable
range is flexible, so that we get information about houscs
which cost €85.000. Those examples present that the traditional
databasc query language needs to be extended with natural
language clements. The main point for modeling imprecise
queries is fuzzy logic and fuzzy scts theory proposed in 1965
by Lotfi A. Zadeh[ 1].

II.  THE CURRENT STATE OF KNOWILEDGE AND
RELEVANCE OF RESEARCH.

Over the years, (traditional mcthods of  scarching
information based on the precise conditions arc more often
replaced by methods based on fuzzy logic elements. The first
fuzzy query language was presented by Takahashi in 1991(2].
Two ycars later Takahashi published the full theory of two
languages: calculus query language and fuzzy algebra query
language [3]. In the cightics the problem of fuzzy database
were investigated by: Zamenkowal4], Chang Kel5], Buckles
and Petry[6][7].

In the carly ninctics, thanks to the rapid information
technology development, we could notice first implementations
of fuzzy query systems. In France, P.Bosc and O. Pivert
designed SQLI — fuzzy language which allows getting
imprecise information from databasc [8}.

Almost at the same time, in Poland professor S. Zadrozny
and professor J. Kasprzyk from Systems Rescarch Institute at
Polish Academy of Science (PAS), presented FQUERY system
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for Access database. FQUERY consists of tools that enable
user building queries with fuzzy values, relations, linguistic
modifiers and quantifiers. Currently, mentioned scientists from
PAS work on linguistic summaries of databases problem and
publish their achievements together with P.Bosc and O. Pivert
from Malaga|9].

After the year 2000, there were presented newer solutions
based on today's leading database management systems. For

example, the research team led by Dr. Jose Gomes Galino of

the University of Malaga, has developed a system FSQL for
Oracle 7/8, available on the Internet [10]. In Poland, Technical
University of Poznan[11] and Silesian University of
Technology [12] designed their own fuzzy systems SQLf and
Fuzzy Logic Management System.

Despite many implemented systems for query languages,
this branch of science is still being investigated and requires
extensions to cope with the growing demands. So far, solutions
based on the fuzzy sets theory contain strong constraints on the
design stage of fuzzy sets. The developed systems are based on
rigidly defined membership functions, and therefore require
cooperation with expert’s knowledge.

The basic idea of our research is to redesign a fuzzy
structured query language system by extending traditional SQL
(Oracle 11g) with natural language expressions. Due to the fact
that few fuzzy query systems already exist in Polish as well as
foreign research centers, it i1s worth to emphasize that the
innovative element of this work is development of universal,
multi-dimensional algorithms, which automatically generate
fuzzy sets, based on the real data distribution. There is no need
to use expert knowledge while original algorithms based on
fuzzy clustering methods are implemented. In addition,
conducting a comprehensive analysis of standardization issues
and the labeling process enabled implementation of an
intelligent module responsible for the allocation of labels
according to the automatically generated fuzzy sets. There are
some arguments to build such solution. The work of branch
experts generates additional high costs. In many cases the
meaning of label changes as a result of data distribution
changes. For example prices of apartments usually grow up, so
that meaning of cheap and expensive flat changes as well.
Additionally in times of crisis praises can rapidly drop. Any of
these states requires the help of experts, which can be avoided
if the proposed solution is used. The approach (in more detail
discussed in Chapters V-VIII) is a completely new idea in the
fuzzy SQL language issues.

IlI. Fuzzy CLUSTERING ALGORITHMS

Data clustering is a process of assigning a set of objects
into groups (called clusters) so that the objects in the same
cluster arec more similar (in some sens¢ or another) to each
other than to those in other clusters. Each data point belongs to
a cluster to a degree of membership grade. This paper reviews
three of the most representative clustering  techniques:
Fuzzy C-Means, Fuzzy C-Medoids clustering and Mountain
clustering. All techniques were implemented and tested against
automatic fuzzy sets generation problem. Fuzzy clustering
methods together with the author's algorithm and the
trapezoidal membership function allowed generating fuzzy sets
based on the actual data distribution.
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A. Fuzzy C-means Clustering (FCM)

Let X be a set of n patterns described by
X ={x1,%3, ..., X, }. Let ¢ be an assumed number of clusters,
C={cj|]1<j<c} is the set of centers. The notation
u;;(1 <i<n,1<j<c)indicates the degree of membership
of the i-th sample to the j-th prototype. The membership matrix
U is limited to values between O and 1. However, the
summation of degrees of belongingness of a data point to all
clusters is always equal to unity (1).

Cc

Zuij=1;ISiSn (1)

Jj=1
The Fuzzy C-means method was proposed in 1973 by
Dunn[13] and modified in 1981 by Bezdek [14]. The algorithm
is based on clusters search in a data set, such that an objective
function (2) of distance measure is minimized. The squared
distance is weighted by the m-th power of the membership in

cluster j.
2
I, C>—ZZ 2l =

i=1 j=1 (2)
1<m<o

In most cases, this distance measure is chosen as the
Euclidean norm (4), but it can be Manhatan (3), Chebyshev (5),
Minkowski (6) presented in the paper [15]. One should
remember that the result of clustering depends on kind of
selected metric.

As an exemplary distance measures we can  mention:

Manhattan distance defined as (3):

d
d, (Xi,xij) = lei,k — Xjk (3)
k=1

Euclidian distance defined as (4):

d
Z(xi,k ~x;,)° (4)
k=1

Chebyshev distance defined as (5):

d
n
Z|Xi'k —x]"k (5)
k=1

The Minkowski distance (6) is a metric at Euclidean space
which can be considered as a generalization of both the
Euclidean distance and the Manhattan distance.

N[ =

dZ (xl-, x]) =

S

d (xl,xj) = lim

m-oo

1

d
Z(lxi.k —xk])" (6)
k=1

dn(xl-,xj) =
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The (7) and (8) are mandatory conditions for equation (2) to
reach its minimum.

1
Wij = 2
ye_ (Ixi=glly (7)
=LA Mz = el
n m
— Uji %4
n m 8
i=1 Ujj (&)

The algorithm works iteratively through the preceding two
conditions until there is no more improvement noticed. FCM
calculates cluster centers and the membership matrix U using
the steps presented at Figure 1.

Initialize the membership matrix U with random
m values between 0 and 1 such that the constraints in
equation (1) are satisfied.

Calculate c fuzzy cluster centers using
equation (8).

Compute the objective function according to
equation (5). Stop if either it is below a certain
tolerance value or improvement over previous

iteration is below a certain threshold.

Compute new U using Equation (7).

Go to step 2.

Figure 1. FCM — processing steps.

The main advantage of the FCM algorithm is high
performance and low hardware requirements. Unfortunately,
this algorithm has three major drawbacks. First, the final
distribution of objects between clusters strongly depends on the
assumed number of clusters. Second, the performance of FCM
depends on the initial membership matrix values. It is advised
to run the algorithm for several times, every time starting with
new values of membership grades for data points. Third, the
algorithm is sensitive to disrupted data (e.g. singular point).

In order to solve this problem, instead of calculating mean
we can search the most centrally located cluster point called
medoid. In this way, the occurrence of the singular point in the
cluster will not cause significant disruptions.

B. Fuzzy C-Medoids Clustering (FCMdd)

Fuzzy C-Medoids Clustering, relies on the basic idea of
Fuzzy C-means clustering (FCM) with the difference of

calculating cluster centers. The change has a significant

influence on the efficiency of the algorithm. Instecad of

searching means (calculated as a simple arithmetic formula) we
need to process several steps over the neighbor points to find
medoids. The improvement (minimization) of the criterion
function (9) is much more complex and expensive. The
notation r(xi,vj) indicates dissimilarity between the x; sample
and v; medoid.

Jm(V;X) = Z“: zc: u'r(x;, vj) (9)

i=1 j=1

Membership matrix (u) is calculated according to equation
(10):

1 m—1

_ F(Xj, Vi)
ug = 1 (10)
1 m-—1

&
k=1 r(x]-, Vi)

Figure 2 presents basic steps of the FCMdd algorithm.

Make the initial random selection of ¢
medoids. Calculate the degree of
membership (10) of each object to each

cluster using the chosen measure of distance.

In the next iterations, replace the cluster
medoids to improve the criterion function (9).

Figure 2. FCMdd — processing steps.

C. Mountain Clustering

The mountain clustering approach is a method to find
cluster centers based on a density measure called the mountain
function. It is based on three main steps. The first one involves
forming a grid on the data space, where the intersections of the
erid lines constitute the potential cluster centers. The second
step entails construction of a mountain function representing
data density measure. The height of the mountain function at a
pointv € V is equal to (11):

N flo=xll?
m(v)=Ze ( 207 ) (11)
=1

where x; is the i-th data point and o is an application specific
constant. The third step involves selection of the cluster centers
by sequentially reducing the mountain function. This is done

by modification of the mountain function to the form
represented by equation (12):
_(”U‘C1||2)
2
Mpew (V) = m(v) —m(cy)e 2P (12)

IV. CLUSTER VALIDATION PROBLEM

The problem of data clustering is quite complex, what is
mainly caused by wide potential of methods usage. Depending
on the situation there is a need to use different types of
algorithms, so it is difficult to impose a universal method. One
of the main subjects in data clustering is evaluation of the result
of clustering algorithms (cluster validation). More precisely,
the cluster validation problem is to find an objective criterion
to determine how good a partition generated by a clustering
algorithm is. Since most clustering algorithms require a pre-
assumed number of clusters, a validation criterion to find an
optimal number of clusters would be very beneficial.
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The first validation was associated with the FCM partition
coefficient proposed by Bezdek|14], defined by the equation
(13):

1
_ 2
lpc == E ujj (13)

C n
i=1j=1

To produce a better clustering performance we find optimal
cluster numbers for maX,<c<n—qlpc.

Partition entropy was also proposed by Bezdek for the
Fuzzy C-Means algorithm and it is defined by the following
equation (14):

1 C n
Ipg = _;ZZUU log, Ujj (14)

i=1j=1

To produce better clustering performance we find optimal
cluster numbers for min,<.<p_1 lpg-

In 1991 Xie and Beni[16] proposed a validation index
based on compactness and separation defined as (15):
Il - vl
i=12j=1Uj [|%j i

- . * 2
mEPH“%_W”

Ixp = (15)

In 2011 Rubio, Castillo and Melin[17] compared the most
commonly used indices such as Ip¢, Ipg, [yp and proposed its
own (18) proving its greatest effectiveness.

C n
Inpe = Zzuuzlogz U (16)

i=1j=1
K 2
Dy, = Zi,j:l”Mi - Mj” k=1,..,c (17)
i+j
Irem = Impe + Dy (18)

During the research all presented above validity indexes
were implemented and used in the process of fuzzy sets
generation.

V. Fuzzy SQL SYSTEM DESIGN

The main idea of our research was to design and implement
system, which extends traditional SQL with natural language
expressions. The great difference between proposed solution
and already existing similar systems is fully automated
generation of membership functions and fuzzy sets [18]. In
addition to this, the automatic labeling module is also
novelty[ 19][20]. The project consists of three main modules.

First one concerns gathering an input data, and preparing
database model for the main processing (Figure 3).

The second one is a set of tools responsible for fuzzy query
processing:
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e query parser, which decomposes the fuzzy query into
understandable by the system and database elements;

e [uzzy sets generator — a complex module using fuzzy
clustering methods, novel fuzzy sets algorithms,
validity indexes, T/S norms implementations etc.;

e labels assignment process — cach fuzzy set is

addressed by appropriate label or labels;

e fuzzy conditions, operators and aggregate functions
executor.

The third element of the project — the client application is
responsible for construction fuzzy queries (tree view and text)
and presentation of the results.

A. Data preparation

In order to collect a sufficient data set, there was a need to
prepare (design, implement and publish) an exemplary website
which provides tutorials for web graphics (3dStudioMax, After
Effects, Photoshop). Website traffic statistics are a good source
of natural input data. In our project the Google Analytics (GA)
was used as a statistical data warechouse. GA is a free, online
tool mainly used to analyze websites statistics. GA is a
powerful tool with variety of functionalities accessible via web
browser and what was very useful via Java APIL.

One of the most important elements of the research was to
prepare software in order to communicate easily with the GA.
By use Java programming language, Java GA API (JGA), and
JDBC the integration with the Oracle database was provided.
Figure 3 presents basic GA integration steps.

Implementation of a separate module of the data
integration using :
Java 6 and Java Client API Google

Database schema design for use in the target data
processing

Dynamic creation of tables based on data from the
GA queries (n-dimensions, m-metrics)

Data normalization

g
e g
g
pe g

Figure 3. Data preparation diagram.

It is worth to emphasize that data prepared for fuzzy
clustering algorithms is normalized to the <0, 100> range in
order to eliminate the problem of scale, negative values and to
ensure the integrity of the generated fuzzy sets. Standardization
refers (o both input data as well as a range of labels. In this
way, it is possible to assign labels by percentage match in order
to avoid context dependency. For example query using "high
temperature” expression in context of the weather, boiling
water or melting metals is completely different.  Data
normalization eliminates this problem.

GA cnables lots of important statistics about website traffic.
It is impossible to discuss all of them, so we focused on most
commonly used like metrics: visits, pageviews, visit duration,
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avg time on page, bounce rate, %new visits. Such data can
be analyzed in the following dimensions: the date (hour, day,
month, year), location - source of visits (continent, country,
city), the type, version and parameters of a web browser
(IE, FF,) language clc.

VI. LABELING MODULE

Our fuzzy SQL interpreter enables natural language
expressions, so labeling  module  was  designed and
implemented. Firstly, it was necessary to define labels with the
gradation of "strength" of each label (appropriate thresholds
was required). Labels of the same type (e.g. short, average, tall)
are combined into sets. Each label set is assigned to the
attribute e.g. the attribute “time on site” can be short or long
ant the attribute “number of visits” can be small, average or
big. The process of assigning labels to fuzzy set causes some
difficulties connected to following issues:

e Each attribute may have different number of labels;

e  Each clustering process can generate different number
of clusters.

Presented issues were coped in the implemented algorithm.

VII. Fuzzy QUERY PROCESSING

In order to process the fuzzy query and generate fuzzy sets
automatically, the fuzzy clustering methods, label-attribute and
operator logic were implemented. For each distinct attribute to
get most relevant results, the algorithms run several times, cach
time starting with new clustering parameters (different number
of clusters, distance measures and start points). After that the
validity indexes (discussed in paragraph V) are calculated and
the best result is chosen for selected attribute/attributes. Next,
the results of clustering method are processed by novel
algorithms based on membership functions in order (o
generated fuzzy sets with triangle and trapezoid membership
functions.

With such prepared data the intelligent module responsible
for label allocation according to the automatically generated
fuzzy sects and labeling criteria, generates a set of pair-value
assignments. Finally generated data collection contains fuzzy
set to label matches eg. label_small » fuzzy_set _#I,
label_medium » {fuzzy_set #2 and fuzzy _set_#3} etc.

Use multidimensional fuzzy clustering methods
FCM, FCMdd, MC

Evaluate cluster validity indexes and go to stepl
until the best parameters result is reached

Generate fuzzy sets using novel algorithms based on
trapezoids

Assign labels to fuzzy sets
m Present the results with fulfillment degrees

Figure 4. Multidimensional data processing.

Process fuzzy elements
conditions/operators/aggregations

After that all the operations for current attribute based on
T-Norms and S-Norms are processed according to query logic
with respect to supplied order and operators priorities. In case
of query with multiple arguments, output of processing of
single arguments are joined with respect to order and operators
and the final result is built from the composition of each
attributes output. The mid results are combined by the use of
primary keys or ROWID from primary flat SQL query. Finally
the client application presents query results ordered by
membership degree (Figure 5).

s i Query bulider by Anna Kmdayk Ntewnadomx 7

S R R i,fm ﬁ 1

Zapytania rozmyte | Slownik atykiet

Zapytama rozmyte
QUERY: T

CROUP BY

Veyknas) zapym;e TR Dodis} rapylane. Zapiez dxanny

® ary FPROPE

191 Ortande 1
192 '
193
193
135
196

98 {Belo Horizonte
199 Hannover

123 Maiang

322 ‘Bogota

120 lohar Sahr
1 Tharcainniti

Figure 5. Query builder with exemplay result.

VIIL

SQL queries containing imprecise conditions look quite
similar to traditional queries. SQL query is extended by
FuzzyWhere , FuzzyHaving clauses. Figure 6 present fuzzy
query syntax, containing standard and fuzzy conditions, logical
operators (or/and/not) and fuzzy aggregation conditions.

EXAMPLES

I {EXPRESSIONS, AGGREGATE FUNCTIONS AGG }
{TABLENAME /S, VIEW/S}
{CONDITIONS}

YR FUEZY

E WHERE

FUZZYLABEL] (ATTRIBUTE1l) AND FUZZYLABELZ2 (ATTRIBUTEL)
OR FUZZYLABEL1 (ATTRIBUTEZ) AND NOT

FUZZYLABEL3 (ATTRIBUTE3)

GROUP RBY {GROUP CONDITION}

NG <CONDITIONS>

FUZZYLABEL1 (AGG)

HA

FUZZYHAVING

Figure 6. Imprecise query syntax..

In this section, the autors present the difference between
traditional SQL queries and imprecise FSQL. For example if
one is searching countries with new visitors interested in web,
the query may look like listed on Figure 7.

SELECT COUNTRY,

AV(; (PERCENTNEWVISITS), (AVGTIMEONPAGE)

PERCENTNEWVISITS > 90 AND

E AVGTIMEONPAGE > 200
GROUP RBY COUNTRY

Figure 7. Traditional query.
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The result for query is presented on Figure 8.

COUNTRY AVG(PERCENTNEWVISITS) AVG(AVGTIMEONPAGE))
USA 97 225
India 96 325
Philippines 93 218
United 92 308
Germany 92 243
Romania 90 224

Figure 8. Traditional query’s results.

Similar query in FSQL language may look like listed on ...

ECT COUNTRY,
(PERCENTNEWVISITS), AVG (AVGTIMEONPAGE}

ZYWHERE
. (PERCENTNEWVISITS) AND
BY COUNTRY

; (AVGTIMEONPAGE)

Figure 9. Imprecise query.

The result set is not restricted by crisp conditions so it
contains more values presented on

COUNTRY AVG(PERCENTNEWVISI AVG(AVGTIMEONPAGE)  SATIS
USA 225 97 0.97
India 325 96 0.96
Romania 224 90 0.95
Philippines 207 96 0.95
Germany 217 92 0.94
UK Kingdom 216 g5 0.94
Brazil 198 94 0.94
Myanmar 196 S0 0.93
Poland 196 S84 0.93
Argentina 211 S0 0.92
Canada 209 89 0.90
Tanzania 186 90 0.82

Figure 10. Imprecise query’s results.

SUMMARY

This paper, presents a novel approach to the problem of

imprecise information retrieval from database systems. SQL
standard does not provide any mechanism for solving such
task. Recently, fuzzy SQL languages have become a very
interesting scope of research. Most of current implementations
are based on strictly defined membership function and require
expert knowledge about threshold degree for specific data type.
This article presents an idea of gaining imprecise and
incomplete information from database by novel algorithms.
Most important points of the carried out rescarch are: natural
data set preparation based on real website traffic; fuzzy query
processing  algorithms  located on  database  server
implementation and frontend application implementation.

Main idea of the proposed algorithms is fuzzy clustering
mechanisms with automatically generated fuzzy sets. All the
processing is done by use of smart clustering combined with

validity indexes to reach the best results. The process of

generation membership function can be executed on demand,
triggered by events or executed by scheduler. That feature
gives opportunity to adopt to data distribution changes
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dynamically. In addition to this, the intelligent labeling
mechanism together with own parser assigns labels defined in
natural language to generated fuzzy sets. The designed system
is able to execute fuzzy conditions and aggregations and can be
combined with standard SQL. Currently the integration with
SQL is based on Java frontend client application but in future it
can be provided as an extension of standard SQL. As a
summary it can be said that presented idea of fuzzy scts
generator together with query parser and intelligent labeling
mechanism enables retrieval of data for query written in meta-
natural language (fuzzy query with smart labels).
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ABSTRACT — In this paper, the behaviour of an electric hybrid
dynamical circuit that can exhibit chaotic behaviour under the in-
fluence of the power source sampling is studied. A simple oscillat-
ing circuit that incorporates a nonlinear element is selected and
a switch in the power source that will act as the discrete component
is added. The variance of the chaotic behaviour throughout the fre-
quency spectrum was observed; based on this, a method of deter-
mining low usable frequencies that will keep the systems stability is
proposed. The study is done via numerical analysis and computer
simulations.

INDEX TERMS — multi-cell chopper, alpazur oscillator, route to cha-
os, sampling

I. INTRODUCTION

Electronic circuits have been studied throughout time
from many aspects like communication [?], cryptography
[?], control theory [?], music |?], metcorology and so on.
Their behaviour is usually easily simulated and understood.
There are situations though when the circuit behaviour is
chaotic in real life given a certain sct of circumstances.
When studying a chaos related problem, you can take
several approaches. One would be to identify the source
causing chaotic behaviour, then cither eliminate the chaos
by adjusting paramelers or avoiding chaotic behaviour by
limiting certain parameters that can lead to chaos. Another
approach would be to mathematically remodel the system in
such way that it does not present any possibility of having
bifurcations and not worry about chaos at all.

Since the system cannot always be remodelled and not all
parameters are casily reachable and modifiable, the simplest
course of action would be to avoid the problem arcas. This
paper proposes a solution to avoid a specific type of chaotic
behaviour that appears in a simple clectronic circuit with two
choppers as power sources.

The second section is presenting the goal of the paper
and the theoretical aspects necessary to better understand
what has been done. After this, the analysis method, known
as route to chaos, has been described and presented in the

Madalin Frunzete
Llectronique et Commande des Systémes Laboratoire,
EA 3649 (ECS-Lab/ENSEA), Cergy-Pontoise, France and
Faculty of Electronics, Telecommunications
and Information Technology,
Politchnica University of Bucharest, Romania

Bogdan Florea
Llectronique et Commande des Systémes Laboratoire,
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third scction for this particular case; also some simulation
results are presented. Finally some conclusions and ideas for
further research arc given.

II. PROBLEM STATEMENT AND THEORETICAL
BACKGROUND

II-A. Problem statement

The study starts with a given circuit model running in a
stability point (the circuit presents no chaotic behaviour at
all) with all parameters considered ideal (ideal components,
ideal power source). Than, one will notice that by replacing
the ideal sources with a model resembling the output signal
given by a chopper, the whole system can run into chaos
at certain frequencies. The goal is to eliminate chaotic
behaviour. There are many approaches that can be applied:
cither use a classical power engineer’s solution - increase the
{requency of the chopper (power source) which will generate
a more stable output signal and thus reduce the possibility of
chaos [?] (which can be proven not to be entirely true), or a
more physics related approach may be used by tweaking the
internal components of the load in such way that chaos is
avoided. The sccond solution is viable but only in certain
situations where the internal parameters of the load can
actually be tuned.

What this paper suggests is a third solution: a correlation
between the frequency of the power source sampling and
the chaotic behaviour of the whole system is determined and
than appliced to select the frequencies for the power source
in order to avoid chaotic behaviour.

II-B. Theoretical model

The model used was an alpazur oscillator. This was
sclected because it is a 2-state piecewise-smooth [?] system
and because iUs simple in structure which makes it casier
to analyse chaotic behaviour. This system has been studied
throughout time [?], [?]. It was proven that it can be chaotic
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throughout time [?], [?]. It was proven that it can be chaotic
in certain theoretical situations even if all the signals and
components used are ideal. The system can be described by

Fig. 1:
MWy

L (s(v)l Ro -
'_ C a b
% —_ v R, 2R,
r
E, |E,
T T

Fig. 1. 2-state alpazur oscilator circuit

The system in Fig. 1 is composed by 3 clements: the
resonant elements, inductor and capacitor, the non-linearity
that gives us the chaotic behaviour and the power source and
command area (switch). The process relies on the balance
of energy between the energy given by the power source
(energy variation achieved by activating the switch) and
the energy that is first accumulated than released by the
non-linear element (the non-linearity acts as both resistance
and power source - negative resistance). Since the analysis
is done on a theoretical model, the non-linearity has been
mathematically modelled by the equation:

g(v) = —a1v + azv>

The chaotic behaviour of the system in Fig. 1 is deter-
mined by the switching law applied to the switch SW that
controls the passing from one state to another. Once set, this
law cannot be modified throughout the experiment.

The whole system can be described than by the following
set of equations:

L:f,—; = —7{— v o
crdv ¥ E;—v withy =1,2
o =1 9(v) + 20+ R;

The modelling of the system requires a set of variable
changes and notations. Also, the main interest is to properly
determine ¢ and v as the parameters that define the state of
the system at a given time. Therefore the following notation
and variable changes define the state of the system:

X = (;) . where 2 — iV/L and By = nvie

The rest of the variable changes are:

t C
T = — =14
LC \/Ia

' 3ay L — L |
C="T Aj = \V C Ro+R,

b= a, \/(’

_ _EBj
BJ - \/Z'R.,+ R;
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In order to further simplify the equations, one can select
a; = 1 and ay = —1/3. After applying the transformations
and replacing the above the following set of equations is
obtained:

dx

== —ry — 1
:ﬁ; e | 4 where 7 = 1,2
= =T+ (1 - A;)y—3y° + B;

The two positions of the switch take the system into two
different states. The states are shown in the schematic on
Fig. 2.

7

Fig. 2. System state based on selected source

The sources have been replaced with signal generators
that produce a square signal at different frequencies. The
amplitude of the oscillation is bewteen —U and U of the
respective source as shown by the equation:

E’i(.’l('n('r(l.t(’({) - h"l?('ill(’(ll) + Usqare
’ 4 oo sin(2k—1)27 f1'
Usqare — Ei(id(‘u,l) - Zk:()  2k—1

where:
T — signal period

f — applied frequency

T and f represent in fact parameters of the simulation.
They are configured as symulink environment variables that
control the square signal generator.These values do not
influence in any way the way the switching law of SW (Fig.
1). The simulation itself being numerical, has an internal
frequency given by the simulation step parameter in Matlab
environment. It is very important that the source frequency f
is not greater than the 1; of the simulation internal frequency
to respect the Nyquist condition.

II-C. Behaviour of the ideal model

The model described above, exhibits a chaotic behaviour
in certain situations. If all the elements are considered to
be ideal, for a specific set of component values in the
system and for two specific switching thresholds [?], [?],
[?], bifurcations |?], [?] appear and the system will exhibit
chaotic behaviour. In order to show this chaotic behaviour, a
dependency between v - the tension applied to the capacitive
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clement and 1 - the current through the inductive element
will be plotted. By doing this, one of two situations can be
encountered:

- a stable system (see Fig. 3(a))

- a chaotic system (see Fig. 3(b))

(a) Stable system

(b) Chaotic system

Fig. 3. System behaviour

In order to achieve the desired results, the following set
of values are proposed for the components in the circuit:

FE, =143V E; = —100V
11)() = 1()&2 II’] = 4()()&2
L = 1mH C' = 1mF

Ry = 1052
r— 1052

These values are used to obtain the stable circuit. Also,
the two power sources are considered ideal (infinite sampling
frequency).

The only aspect not described in the circuit schema is the
command of the switch. The command is done based on two
thresholds with respect to the capacitor voltage. The inferior
threshold is set at —1V and it is used as a commutation level
when the circuit is driven by the source £/} and it reaches this
level, the switch moves on to the other source, Fo. It stays

there until the voltage level rises to 0.1V (the superior

threshold) and then i1t goes back to the first source again. If

the circuit is stable, the switches will always take place in
the same spot on the graphic thus appearing as one constant
path but when chaos appears, the result will be represented
by multiple paths on the plotted dependency between 1 and
V.

III. ROUTE TO CHAOS DUE TO CHOPPER
FREQUENCY

A mcthod is required that allows for a better analysis of
the degree of chaos of the system. It is known that the
system starts in a stability point but the variation of the
source frequency will generate chaos. One can observe that
the behaviour of the circuit 1s modified drastically when
the frequency is changed even with a small amount. In
order to observe the evolution throughout the spectrum, a
representation called route to chaos [?], [?], [?] is nceded.
Such an example of route to chaos is given in Fig. 4. This
will help determine at what frequencies the system is stable
and where chaos appears.

Route to chaos 3kH:

= —

2Boo 2900 3000 3100 3200
frequency

Fig. 4. Route to chaos

[t i1s known that the route to chaos has been used in liter-
ature before with some very well written studies published
by Mario di Bernardo [?] but all those studies were focused
on cither continuous systems or on discrete time systems.
The proposed system is a hybrid dynamical system and so
none of the existing methods in literature are applicable
in the given situation. Therefore, a new method of chaos
quantification is suggested and applied. The idea is to record
the switching points on the higher level. Then, these points
are placed on a vertical bar according to the current at which
the switch was recorded (each 2 will have multiple v values).
This way, the same number of points will be plotted for
cach simulation (cach frequency step will have an identical
number of switching points) but the dispersal of the points
will differ based on the chaotic behaviour of the circuit.
A stable system will have all the points overlapped (the
multiple v values corresponding to the given ¢ will have
the same value or very close to each other) and they will
appear as one single point in the graphical representation.

In the above example (see Fig. 4) one can observe that we
have some areas of stable behaviour around 34 H z. The same
phenomena happens at other frequencies as well (similar
results were recorded for frequencies of 4.65H = and 6k H =
- Fig. 5). This is the first indication that there are usable
lower frequencies that allow the given system to be stable.

In order to clarify how the above graphics have been
obtained, the systems behaviour in the designated arcas will
be analysed (see Fig. 6).

Here, one can observe the pass from a stable cycle o a
chaotic one in a gradual manner. Variations show that it is
possible to make adjustments quite easily because the system
is not too sensible to the frequency (a variation of up to a few
hertz is allowed) and so this frequency arca can be used as
a guide line for determining an optimal working frequency.
[t is also noticeable that in the graphics displaying the route
to chaos some regions of particular interest are found: single
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Route to chaos 4 6kH:

0.2

2400 4500 4600 4700 4800
frequency

(a)

Route to chaos 6kH:

0.2

5boo 5900 6000 6100 6200
frequency

(b)

Fig. 5. Route to chaos - other regions of interest

(¢) 2940Hz

(d) 2960Hz

Fig. 6. 3khz Valley

period regions - one continuous thin line going from left to
right; period doubling [?] regions - two thin lines that either
converge when coming from a chaotic region or diverge
when going towards chaos regions; chaos regions that vary
in dimension.

At higher frequencies (4.6hH z) the arca of usable fre-
quencies is wider that at 3AHz and it keeps growing
with the frequencies. This does not mean that chaos will
eventually disappear. Chaos can be noticed at some very
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high frequencies so that proves you cannot just increase the
[requency to climinate chaos.

III-A. Preliminary analysis and a possible solution

Just proving, in numerical simulations, that lower frequen-
cies can be used to achieve stability of a system is not
enough from an engineering point of view. The main goal.
in this scction, is to figure out a way to determine these
frequencies without prior testing. It is also mandatory to be
able to provide the correct frequency arcas without heavy
computation. Any adjustment needed should not require
a drastic increase in the control system’s load that could
prevent it from working properly in real time.

To do so, one could suggest computing the FFT of the
voltage on our load using an ideal source model (treat it as a
simple signal source). This will be used as a guideline for the
proposed determination process. To better understand how
the values of the FFT were obtained, we must imagine that
the square signal gencrators were replaced with constants
in the simulation and the voltage value on the alpazur
load was recorded as a waveform for a period of time.
This waveform was obtained for the ideal source case via
numerical simulation (no actual physical measurements were
done). This would suggest that, in the future, if this method
is to be applied it is necessary to have some prior knowledge
of the circuit we want to sct in order to build a virtual model.

This method was selected because, in the end, this resumes
to the study of a frequency behaviour and a FET analysis is
usually the best way to do it (Fig. 7).

= 10
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3
o
' | ‘
N l
O (&7 4 =2 o =2 4 (s3]
frequency ¢, AP
(a) FFT Output
=~ 10"

s
)OJ\J. [|ll A|:21111. o

3 “1
frequency & s 10"

(b) FFT Spectrum detail

Fig. 7. Output FFT zoom

It is casily noticed that the FET analysis provides us
with some arcas of interest that, for the purpose of better
understanding the phenomena, shall be called valley areas
(they present no impulses). These are the arcas where the
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method suggests to look for the stable frequencies. In theory,
the system should be stable in all the arcas between impulses.
In fact a frequency can be found lower than 34/ z (in this
case) that will work but determining that frequency and using
it it will be very difficult if not impossible as the system will
be very sensible to variations making adjustments very hard
and not usable in a real life scenario.

The advantage of using the FFT is that the calculus is done
quite fast and it can be done before setting up the system.
So that the regions of interest will be known prior to the
determination process.

IV. CONCLUSIONS

The proposed method proves that there is a quick and
simple solution in solving the chaos problems due (o source
frequency in situations similar to the one presented. This
may not be the only solution but the results are convincing.

Further rescarch is necessary to observe the behaviour
of the circuit from other aspects like: if the two sources
work at different frequencies - does this reduce or augment
the chaotic behaviour? A study of the behaviour of this
method in a real life environment is also necessary to {urther
acknowledge the validity of the numerical analysis. During

the simulations there were assumed a limited amount of

paramelers for the components that may not cover all real
life situations (for example, a thermal analysis can be done).
Perhaps a self adapting control mechanism is necessary to
compensate for minor imperfections in a real life model.
As future development goes, this is a starting point that, in
theory, should improve the stability of a system that can be
alTected by chaos and keep the costs of the devices used to
a minimum.
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Introductory Study on the Discrete Trigonometric
Transform (DTT) Wavelet-Like
Decomposition-Reconstruction Procedure
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ABSTRACT — In the paper the results of investigations indicating
computational efficiency of Discrete Trigonometric Transforms
(DTTs) used to design filters by means of the complete wavelet-like
decomposition/reconstruction procedure, are presented. The study
indicates flexibility when comparing DTT selection from the set of
16 transforms, and the sampling type used. The results, obtained for
the block length up to N=1024, should encourage applications of the
suggested solutions to all areas where the classical wavelet filters are
utilized, while the reconstruction error at the Peak Signal to Noise
Ratio (PSNR) level of 37.5 dB can be accepted to balance the benefit
of reduction of computations up to 68 times, obtained after includ-
ing the Hamming window in the filtering process. The comparisons
are based on the error measure derived from the signal covariance
matrix.

KEYwWORDS — trigonometric transforms; downsampling; upsampling;
halfband filtering; generalized convolution

[. INTRODUCTION

A filtering scheme commonly known as the Mallat
decomposition and reconstruction procedure [15] is particularly
well suited to approximate the Discrete Wavelet Transform
along with its inverse [23, 24], which is often described as the
time-frequency analysis tool. The frequency part of such
approach is typically interpreted with the Discrete Fourier
Transform [19, 21]. However, the DFT domain for real signals
is symmctric and as such, for a given block length, say N,
offers only half of N independent frequency values. The
Discrete Trigonometric Transforms (DTTs) [1, 3] do not nced
to preserve such symmetry and thercfore they have all N values
to be used independently. However, the DTTs do not have the
classical shifting property [16, 20], which makes filtering in the
time domain not as straightforwardly represented as in the case
of the DFT. Thercfore, in [16] a concept of symmetric
convolution was presented and described in detail, introducing
relevant formulas for all 16 DDTs, and in [20] the profound
overview of the developed solutions, also referring to the
multiplication-convolution property, was provided. Regarding
the presented study, the consccutive cfforts leading to the
possibility of using the DTTs interpretation for the Mallat
scheme may be found in the scrics of publications. In [4] the
gencralized convolution was suggested, further developed 1n
[6,7,8,9], and in [10, 1 1] some introductory results indicating

Adam Dabrowski
Poznan University of Technology, Division
of Signal Processing and Electronic Systems,
Chair of Control and System Lngineering, l'aculty of Computing
11 Strzelecka, 60-965 Poznan, Poznan, Poland
e-mail: adam.dabrowski@put.poznan.pl

possible DTT-based approach, but with filtering performed in
the transform domain, to the discussed scheme were presented.
In [12] the ecfficiecncy of only decomposition stage of the
procedure with the use of the DTT-based time domain
windowed filters was positively verified. In this paper, the
results indicating a possible efficient application of the DTT-
based wavelet-like complete scheme, arc presented. The study
is a natural cxtension of the work described in [13].

1. DTTS AND THE GENERALIZED CONVOLUTION

In total, there are 16 DTTs: eight cosine (i.e., DCTs) and
cight sine (i.c., DSTs). Among them there arc cight even (¢)
and cight odd (o) transforms [I, 3, 6]. For simplicity, all of
these transform versions are henceforth referred according to
the numbers listed in Table 1.

TABLE I NUMBERING OF THE DTTS
DTT number DTT Number
DCT le 1 DST le 9
DCT e 2 DST lle 10
DCT e 3 DST Hlic 11
DCT Ve 4 DST 1Ve 12
DCT lo 5 DST lo 13
DCT llo 6 DST llo 14
DCT Hllo 7 DST Hlo 15
DCT 1Vo 8 DST 1Vo 16

In case of the DTTs the convolution-multiplication property
of the DFT [17, 18] can be replaced by a somchow gencralized
form in such a way that the multiplication of the transform
domain characteristics is cquivalent to the so-called gencralized
convolution rcalized in the signal (time) domain [4, 5, 6], 1.c.

y=A '(AxoAh)=x®h = Hx (1)

where x, h, and y arc vectors representing signal blocks of
length N, A is the transform matrix, symbol o represents the
element-by-clement multiplication of vectors or matrices and
® 1is the generalized convolution operator. H is the matrix that
depends on h and A. For the DFT this is known as the circular
convolution matrix. However, for other lincar transforms
expression (1) represents the generalized convolution concept.

On the part of the first author this work was supported by the AGH University of Science and Technology grant no. 11.11.120.766.
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As described in [8,9,12] and particularly in [13], the
number of multiplications necessary to obtain the result of H
times x can be considerably reduced for the DTTs with the usc
of the relevant windowing technique, represented by the
window matrix W

y=(WoH)x. (2)
However, as indicated in (2), for the DTTs and the idecal
half-band filters such windowing inevitably introduces errors.

III. DECOMPOSITION-RECONSTRUCTION SCHEME

Figurc 1 shows the considered one-level decomposition-
reconstruction scheme, also known as the analysis-synthesis
procedure. Here, y; and y; represent the low- and high-
frequency halves of the transform coefficients, respectively.

fL "’@"’VL "@-’ a
fu '*@"’YH "@“’ gH

One level of the wavelet-like decomposition procedure used in the
paper.

x
S

?") xrec

Figure 1.

Low-pass and high-pass filtering, represented by the square
shaped blocks, can be cither performed directly in the signal
(time) domain or, cquivalently, in the transform domain
[11,12]. When realized in the time domain with the low-pass
and high-pass half-band filters defined in the DTT domain, the
generalized convolution 1s involved. Important features of this
scheme arc downsampling and upsampling opcrations,
performed in the signal domain. Note, that a similar scheme,
but with the sclection of samples realized in the transform
domain, were presented independently in [2] and [14] and in
the preceding authors” papers. However, the difference of our
approach 1s important as explained in [10].

The whole procedure depicted in Figure | can be formally
described by a matrix, comprising all necessary operations
(10, 11].

IV.

Apart from windowing as described by (2), there might be
some other sources of errors. The complete procedure, as
depicted in Figure 1, does not guarantee perfect reconstruction,
because such feature depends on sclection of decomposition
and reconstruction filters. The wavelet filters [21, 22, 23, 24]
arc precisely designed to preserve the signal. In the presented
approach, the only assumptions are: a) the filters have the ideal
half-band characteristics defined in the given DTT domain, b)
the reconstruction and decomposition filters are the same.
Therefore, to compare efficiencies of various options the
introduced root mean square crrors (RMSEs) cvaluated with
the following formula [3]

ERROR MEASURE

RMShﬁ‘/lecc((X—Y)R ,(X—Y)T) (3)
N /
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have been compared. In (3) X and Y are matrix operators,
which are the subject of comparison, and R, is the covariance
matrix computed for the signal, that is assumed to be the first
order Markov process with zero mean (1=0), unit standard
deviation (6 1), and the intersymbol correlation p [3]

R, :R(m,n)= plminl : (4)

In this paper, in some comparisons, the RMSE is replaced
with the Peak Signal to Noise Ratio (PSNR), expressed in dB
and computed with the assumption that the span of the signal
range is 60 [12].

V. VARYING THE DTT AND SAMPLING STYLE SELECTION

A fact that only four out of the sixteen DTTs offer perfect
reconstruction with the use of the considered procedure has
alrcady been indicated in [10, 11]. However, similar shapes of
the basis functions for various DTTs prompted investigation of
the introduced errors, if the reconstruction filters are defined
with some other transform than the decomposition filters.
Another question is related to the manner of the sampling,
which may be performed in four possible ways: even-cven,
odd-even, even-odd, odd-odd (for the low-pass and the high-
pass paths, respectively). Figure 2 presents the obtained results
showing that the transforms No. 1, 3, 9, and 11, i.e., DCT lIe,
DCT Ille, DST Ie and DST Ille form close relationships, and
may be used interchangeably to define the decomposition and
reconstruction filters. However, the RMSE values are also
pretty small for the remaining pairs of the DTTs. Note, that on
diagonals of the patterns in Figure 2, there are results for the
same transform used in both stages of the procedure. In
general, in spite of the fact that some differences are visible,
sclection of the sampling type docs not affect the results
considerably.

synthesis DTT number

a) synthesis DTT number - b)

analysis DTT number
analysis DTT number

0 001 002 0.03 004 0.05 0.06 0 001 0.2 003 0.04 0.05 0.06

synthesis DTT number d synthesis DTT number
C -

@ @
a a
: :
: ;
= E
L. K]
©

& &

S5

0 0.01 0.02 0.03 0.8 005 0.06 © 001 0.02 0.03 0.04 0.05 0.06

Figure 2. Theoretical RMSE results (for assumed p=0.95 and N=256),
presented in the gray levels form, obtained for cross-selection of the DTTs and
four possible options of down-sampling: a) even-cven, b) odd-even, ¢) even-
odd, d) odd-odd (first is the low-pass path). In cach case, the up-sampling was
the same as the down-sampling.



SATURDAY, SEPTEM\BER 29

SESSION 7: STEREOVISION AND VIDEO CODING

VL

To provide comparisons with the well known wavelet
functions, an example of the basis functions set was computed
as described in [12] for the 4-level scheme, but only the low
frequency transform coefficients were processed in deeper
levels. The results are presented in Figure 3, Figure 4, and
Figure 5. Figurc 6 shows the basis functions indicating the
consequences of using the Hamming window at all levels
except the last one.

THE BASIS FUNCTIONS

Figure 3. Complete set of basis functions for the 4-level analysis-synthesis
procedure computed for the DCT e (DTT no. 3), N=64, n is the index in the
primary domain.

Figure S.

Selected basis functions from Figure 3.
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Figure 6.  Sclected basis functions for the same procedure as for Figure 3, but
with additionally used Hamming window with length W=5 - compare with
Figure S.

The length of the window was selected to be very short, to
provide hard conditions for the reconstruction and to exploit
the windowing in lower levels, where the length of the signal
block is reduced by the factor of 2 at cach level. Note, that all
functions exhibit local preferences, as one typically expects in
case of the wavelet-like analysis, and the harsh windowing did
not affect such feature.

VII. COMPARATIVE RESULTS FOR SELECTED OPTIONS

To provide some overview of the procedure performance,
the RMSE values were computed for different N values and all
DTTs, corresponding to the diagonals of the patterns in Figure
2. In [12] one can find the equivalent results obtained for the
decomposition stage only. Figures 7 to 15 make it possible to
compare the following results: obtained without windowing,
for the rectangular window, and for the Hamming window,
used as described in [12], and for two assumed correlation
values: for p=0.95 and p—0.80.

025 -
02
0.15 |
0.1-

0.05

3 DTT number

Figure 7. RMSE, comparing the original and reconstructed signal, computed
from theoretical formula (3) for p=0.95, for all 16 DTTs and the range of block
length values, N.

Figures 16, 17, and 18 compare reconstruction accuracy for
the selected transforms: DCT Ille, which guarantees the perfect
reconstruction without windowing, and DCT Ile, which does
not. Level and type of distortions with windowing are similar
for both transforms. Note also the hardly noticcable distortions
for the DCT Il¢ used without windowing — Figure 17.
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Figure 8. RMSE comparing the original and reconstructed signal, computed

from theoretical formula (3) for p=0.80, for all 16 DTTs and the range of block
length values, V.
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Figure 9. Comparative sclection of the theoretically computed RMSE values
(3), presented in Figure 8 and Figure 9, for p=0.95 and p=0.80, while N=128.

025-=¥" | |
02|

0.15 -

DTT number

Figure 10. RMSE comparing the original and reconstructed signal, computed
from theoretical formula (3) for p=0.95, for all 16 DTTs and the range of block
length values, N, while using the rectangular window of length W=15.
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Figure 11. RMSE comparing the original and reconstructed signal, computed
from theoretical formula (3) for p=0.80, for all 16 DTTs and the range of block
length values, N, while using the rectangular window of length W=15.
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Figure 12. Comparative selection of the theoretically computed RMSE values
(3), presented in Figure 10 and Figure 11, for p=0.95 and p=0.80, while N=128.
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Figure 13. RMSE comparing the original and reconstructed signal, computed
from theoretical formula (3) for p=0.95, for all 16 DTTs and the range of block

length values, N, while using the Hamming window of length W=15.
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Figure 14. RMSE comparing the original and reconstructed signal, computed
from theoretical formula (3) for p=0.80, for all 16 DTTs and the range of block
length values, N, while using the Hamming window of length W=15.
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Figure 15. Comparative sclection of the theoretically computed RMSE values

(3), presented in Figure 13 and Figure 14, for p=0.95 and p=0.80, while N=128.
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Figure 16. The original test signal (N=256, p=0.954, =0, 6—=1) and the
reconstructed signal, after using the wavelet-like procedure designed for the
DCT Ile (DTT no. 3) with use of the Hamming window, W=15.
RMSE(theory)=0.0642, RMSE(signal)=0.0573, PSNR-40.4dB.
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Figure 17. The original test signal (N=256, p=0.954, ;i=0, 6—1) and the
reconstructed signal, after using the wavelet-like procedure designed for the
DCT Ile (DTT no. 2), without windowing. RMSE(theory)=0.0542,
RMSE(signal)=0.0112, PSNR=54.6dB.
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Figure 18. The original test signal (N=256, p=0.954, =0, o=1) and the
reconstructed signal, after using the wavelet-like procedure designed for the
DCT Ie (DTT no. 2) with use of the Hamming window, W=15.
RMSE(theory)=0.0800, RMSE(signal)=0.058 1, PSNR=40.3dB.

VIII.

The presented results, even if being only examples obtained
for sclected transforms, can be considered as general for the
whole DTT family, because similar graphs are obtainable for
all relevant DTTs. This remark is valid for example for Figure
2, in which the length of the block has a noticeable impact on
the RMSE level. Thus this becomes serious for short blocks but
the shown patterns are very much alike. Note that Figures 9,
12, and 15 provide the RMSE values computed along diagonals
of similar graphs to those presented in Figure 2, but for N=128.
Figures 16, 17, and 18 should be also considered as examples
indicating that all DTTs can be used efficiently to provide
filters for the decomposition-reconstruction scheme. According
to the presented results, the signal intersymbol correlation
value plays an important role when the Hamming window is
applied, 1f compared with the rectangular window, and is
hardly noticeable for the windowless application. For p=0.95
and N=128 or larger, the Hamming window with length W=15
makes it possible to reconstruct the signal with RMSE around
0.08 for all DTTs, which is equivalent to PSNR=37.5 dB. For

CONCLUDING COMMENTS
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N=1024 such window mcans rcduction by 68 times in the
amount of computations as compared to the direct matrix based
rcalization of the procedure. Such performance suggests
possible applications in the arcas of classical signal or image
compression, watcrmarking, or feature extraction.
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t.6dz, Poland
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ABSTRACT — In this paper the authors show that for sequential
processors the usage of lattice structures reduces almost by the fac-
tor of two the computational time of the filtering process performed
by two-channel orthogonal filter bank with respect to the direct
method of calculating the convolution. In addition authors give the
derivation and perform the analysis of the lattice factorization of
two-channel orthogonal filter banks, which can also be easily extend-
ed to more general biorthogonal filter banks’ case.

KeEywoRDs — orthogonal filters; lattice structures; wavelet transform

I INTRODUCTION

Wavelet transform is widely used in data compression,
system identification, signal approximation and interpolation,
image processing and recognition, as well as in watermarking
[1-4]. This makes the research on improvement of the
algorithms of the wavelet transform calculation very intense [5-
8]. Construction of the wavelet transform relies on the
successive repetition of the basis analysis stages for forward
transformation or the basis synthesis stages for the inverse
transformation in a pyramid or parallel scheme manner. The
classical model of the single basis stage of the considered
transformation is a two-channel biorthogonal filter bank, like
the one shown in Fig. 1.

anaysis synthesis
x(n)
H 12 —» T2 O
2An)
x(n)
xXx(n)
G = 2 —» T2 R
n0,1,.. ,N-1 n0,1,.. ,N2-1 n0,1,.. N1
Figure 1. Scheme of a single analysis and synthesis steps of the wavelet

transformation

Units /1, G, Q and R represent finite-response lincar filters

II :h()’hl""’hl\?l 2 G:g()’gl"""gl\'ﬂ 3 Q:q()’ql""’qk—l and
R =%, F00m e g5 where K is a natural even number. Units 12

represent twofold element downsampling of the output signal
after the filtering analysis stage and units T2 represent the
corresponding twofold clement upsampling realized by proper
insertion of zeros to the input signal of the filtering process’
synthesis stage. Under the perfect reconstruction constraint i.c.

Kamil Stokfiszewski
Institute of Information Technology
Technical University of £.odz
L.odz, Poland
kamil.stokfiszewski@p.lodz.pl

z(n) = x(n) [9], the considered filters fulfill a set of conditions
given by the following system of (K —1) equations:

K-1

<("l)k By 1vomi ‘/A-> = z (_l)k R iomide = +o(m),

k=0

where §(0)=1 and §(m)=0 for the remaining values of m,
m=0+1+2,.. . +(K/2-1). Morcover the impulsc responscs
of the 9 and R filters constitute the modulated copies
of /1 and G filters’ responses: q, :i(_])kgk 5 :T_(—l)khk ,
k=01,.K—1.

An important class of biorthogonal filters consists of the
filters, for which there is an additional relationship between the
analysis and synthesis filter pairs: g, = (-1)* h,, k=0,1,..K~-1I.
For the effective implementation of the two-channel orthogonal
filter banks lattice structures are often used. There are two
basic variants of such structures known. In the first variant for
filters of length K, where K is a natural even number, there
arc K/2 D, vector rotation and unit delay operations, as well
as onc additional operation of two-point Haar transform
calculation [3], denoted below in Fig. 2 by H, .

x(n) | (2n)

2,
D, D,| - Dyo| | H:
L 1oH He'H F Hz

W2n+l)

N

[
I

Figure 2. Scheme of a first variant of lattice structure for two-channel
orthogonal filter bank calculation

For the second, the more effective, of the considered variants,
the essential effectiveness improvement comes form the fact of
reduction of the mentioned H, operation [10,11], Fig. 3.

x(2n)— M2n)
D, D, Di»
-1 -1
x(2n+1) — z" |- —Hz H  }—2ntl)
Figure 3. Scheme of a second variant of lattice structure for two-channel

orthogonal filter bank calculation
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Here the blocks D, and H, arc given by the following
relationships:

y Xy cp S8y 11
70 = Dk 0 , Dk = k k . HZ = .
M X Sk —Cy 1 -1

Taking into consideration the above discussion it’s
justified to undertake the research of the computational and
accuracy cffectiveness of the lattice structure implementation
of two-channel orthogonal filter banks.

[I.  FORWARD AND INVERSE LATTICE STRUCTURES

The forward lattice structure shown in Fig. 4 consists
of K /2 stages, where K i1s a natural cven number. Each of
thosc stages consists of N /2 basc operations D, , where N
is a natural even number which determines the structure length
[11]. In the first stage the input of cach D, operation
is made of a pair of the input signal samples X, and Ky @
i=0,1,..,N/2—1. Operations in all of the successive stages
are the structural copies of their preceding stages. Each pair
of the consccutive stages are connected with each other by a
cyclic N - point downward shift. The outputs of the last
stage constitute the output signal y,o i=0,1,.,N~-1 of the
considered structure. Fig. 3 shows the example of the forward
lattice structure for K =6 and N =8 . Here the auxiliary
variables ¢ and ¢, are introduced in order to maintain the
structural consistency of the structure’s downward shift.

Figure 4. Data flow diagram of the lattice structure for g = ¢ and y =g.

A forward lattice structure consists of two-point operations
denoted by D,

.Vl) X” (1,\ hA
=D, . D, = .
Y, % c, d, (1

where & denotes the stage’s index.
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If det(D, ) = a,d, —b,¢, #0, then for cach base operation D,

there exists its inverse counterpart D, ',

D"—"*!—~ . —¢
) det(D, )| -b, q, ' (2)

for which the following equality holds D, [)k"' - [)k"[)k =1,
where 1 is 2 x 2 point identity matrix. From Fig. 4 and 5 one

can conclude that the transformation realized by the considered
lattice structure can be described by the following expressions:

K-1 K-1
. _ : 3
-"2/ - th.l\'—l /lxli-f/i b4 -VZHI - Z(gl\'.l\'~|—/1'xli+p ’ (~ )

p=0 p=0

i=0l...N/2-1

where j.  and gx,» P=0l.. K-1 arc filters> H_ and

K.p K

G impulse responses respectively, i.e. two convolutions with
a decimation are being calculated. If cach of the basec
opcrations D, is orthogonal, i.c. it’s inverse operation’s
matrix 1s cqual to the considered forward operation’s matrix
transpose: D, ' =D,' , then the resulting structure is the
orthogonal lattice structure. On the other hand, if one would
use non-orthogonal base operations then the resulting structure
would become biorthogonal lattice structure.

The simplest way to construct an inverse lattice structure
can be realized by reversing the forward structure. This can be
achieved by replacing all of the forward base operations
by their respective inverse counterparts, and performing
calculations in accordance to the forward structure, but in a
reverse direction.

III.  FACTORIZATION OF THE TWO-CHANNEL ORTHOGONAL
FILTER BANK
' and

Let’s consider two-channel filter bank /7, =1h,

G, =g, ,}» which fulfills the orthogonality condition (perfcct
reconstruction condition for two-channel orthogonal filter
bank),

gk.p = (_l)/)h/\'_;\'_|-/, » P = O’I""’K -1 ? (4)

(=1
<hlx‘.phl(,p+2m> p— ’\Zhl\._phk.p’:m = 5(”1) s m= 0,],...,K /2 —1 (5)
p=0
where §(0) =1and &(m)=0 for m #0 [1.2]. I’s known [12],
that such a filter pair can be factorized into a forward lattice
structure shown in Fig. 4 and 5. In order to that one may use
symmetrical C, and asymmetrical S, basc operations. In the
first case forward and inverse base operations are identical

b 2 7
Ck :C;I :'ia/‘ * :" dCl(Ck): —a/: ‘h[ :—], (6)

b, -—a,
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In the sccond casce forward base operation §, and the inverse
base operation §.' have the following form

- —b, a, b,
S;IZ[ZA AJ’ Sk:[_; AJ,
v A i i

~—| 2 2 (7)
de(S, ) =det(S;' )= al +b7 =1.

For thc purposcs of the filter bank factorization cach of the
mentioncd orthogonal basc operations, cither (6) or (7), can be
chosen. However, taking into consideration implementational
issucs of the analysis and synthesis stages of the considered
filters, it’s worth to choosc the symmetrical variant (6). In such
casc dircctly from the form of the forward lattice structure the
following cquation results, which gives the recursive
dependence between impulse responses for the filter pairs
H,.Gy, and Hy 0 Gys

|:hM.M~l hM,M—z hM.I Puo _ 8)
Epmma mm-2 & hM,o
C Emom-z Emom-a Eumams Em-20 0 0
M2
0 0 hM—Z,M—3 Myan Pyay Puso

where M =K, K -2,..,4.

Now the solution to the considered factorization problem
can be formulated in the following way: for given orthogonal
filters H,, and G,, onc has to find the clements of the base

operation Cy,,. and also thc clements of the filters 7 ., and
G,,_,» so that they fulfill cquation (8). In order to do that let’s
multiply the cquation (8) on the right hand side by C,,,

Evam-z Bm-am-a Bm-am-s Em-20 0 0 _
0 0 Prroams My an huay Muag
|:aM/2 hM/Z:l Myt P o hyo 9
by Ay Evma Bmm— Em hM,o ©)

After making proper multiplications on the right hand side
of equation (9) onc receives the following system of cquations

(10)
(11)

aM/ZhM,l +bM/2gM,I =0, aM/?.hM,O +hM/2gM.0 =0,

bM/2hM.M-I —Ayn8puma = 0, hM/th,M—z Ay n8uma T 0.

In order to reducc the number of cquations in the system
(10)-(11) we will usec the orthogonality condition (perfect
reconstruction condition) (4), (5). Then from the condition (4)

one receives the following sct of cquations: Cuo=Myy

B :_hM.M—Z > Emma2 = hM.I and 8 mom-i :_hM.o - Plugging
these cquations into (10)-(11) leads to (12)-(13)
(12)

(13)

aM/2hM_I —bM/ZhM.M—Z = 0’ aM/ZhM.O +b/tl/ZhM,M—I :0’

bM/ZhM.M—I +aM/2hM_0 =0, bM/ZhM,M—Z _aM/ZhM,I =0.

It can be scen that the pairs of cqualitics (12) and (13) repeat.
Therefore we can resign of onc of the chosen pair c.g. (13).
Continuing further, from the pair of cqualitics (12) we obtain
the following dependencics

_ Pas -

Apry h,u,u-z

by h,w,l

By

which show, that the only possible way of satisfying each of
the cquations 1n (12) 1s to make the following equalities hold

My agoabtyg o = =Py yohy, -+ The last of these cqualities holds

automatically for orthogonal filters, beccausc it is the
component of the previously given condition (5). It’s casy to
verify this last statement, since for K =M and m=M/2 -1
from (5) onc obtains the following  cquality
Py sgabing o ¥ Pag siPiag, =0 Therefore onc of the cquations in
(12) can be climinated. If we climinate the second equation,
then the first equation along with the dependency between the

clements of the base opcration given in (6) leads us to the final
system of two simultaneous cquations with two unknowns

ai1/2+b:1/2 =1. (14)

aM/ZhM,I _bM/ZhM.M—Z =0,

Solving the above system we find the desired clements of
thc Cpy/2 operation

bmxz = ihM.I /\/hfu +hi;,M-2 s Aagn = bM/th.M-z /hM,l - (15)

Wec then usc operation C,, 0 rcducc by two elements

the lengths of the considered filters with the help of (9).
Continuing rccursively this process of reduction of the lengths
of the considered filters for M = K, K —2,....4, we finally find

the basc opcrations C, for cach of the stages, except for the

first stage of the considered factorization. The elements of the
basc opcration of the first stage can be obtained from the
cquality which holds for D,

¢ d 0 0] g g 0 0
0 0 a b| [0 0 hy h,

what completes the factorization.

(16)

IV. EFFECTIVENESS COMPARISON

If onc performs the analysis stage directly with the use
of (3), then he or she nceds K multiplications and K -1
additions in order to calculate a single output element. If on
th¢ other hand one uses the lattice structurc with basc
operations (6) and (7), cach consisting of four multiplications
and two additions, then the calculation of a single output
clement requires K multiplications and K /2 additions. This
means that the lattice structure reduces almost by a factor of
two the number of additions without the change of the number
of multiplications with respect to the direct convolution
implementation, in which, additionally, the downsampled
clements are still calculated.
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The number of multiplications in the lattice structure can be
further reduced by introducing simplified base operations on all
of it’s stages, except the first one [9]. Let’s suppose we do that.
In order to carry this out we divide C, operations by ¢,

I b/a | |1 b s K/
bla, - A i I :

C,=C, /aq, :[
Then, in the first stage we use the below base operation,
which compensates the above divisions by ¢, in the

subsequent stages:

D <D a bl |a b
=rD, =r =0 . r=aya,.a,, .
1 1 ¢ d, ¢ d 4, Ay dy

This leads to the possibility of the reduction of a number
of multiplications made for a calculation of a single output
element to the amount of K /2+1, preserving at the same time
the desired number of K /2 additions, which is equivalent to
the computational complexity of a lifting scheme structure [7].
This leads to the conclusion that the lattice structure with
simplified base operations allows for almost twofold reduction
of the number of multiplications as well as additions in
comparison to a process of calculation of all needed elements
of the output signal with the use of convolution (3). The
additional advantage of the lattice structure is the possibility to
perform calculations in accordance with an in-place scheme,
1.e. without using any additional memory resources.

V. EXPERIMENTAL RESULTS

In order to verify the effectiveness of the lattice structures
three basic procedures for the realization of the synthesis step
of the two-channel orthogonal filter banks were implemented.
Namely: 1) DBF (two-channel filter bank), which uses
formulas (3) directly; 2) L DBF which implements a
symmetrical base operations lattice structure; 3) L DBF 2,
which implements the lattice structure with simplified base
operations. Moreover, additional auxiliary functions where
implemented, intended for the realization of the mentioned
synthesis filters and the calculation of the two-channel
orthogonal filter bank in the form of a lattice structure. The
tests were made for different types of orthogonal filters on a
typical PC system. The obtained results are well
represented on the example of the Daubeshies filters. Tab. 1
shows the impulse responses of the Daubeshies (filters
of length 6 (DB6) [2].

use of expressions (9), (15) and (16) are shown in Tab. 2 and 3

TABLE L. IMPULSE RESPONSES OF DB6 FILTLRS
i 0 i 2 3 4 5
h6 i 0.332671 0.806892 0.459878 | -0.135011 | -0.0854413 0.0352263
Soi 0.0352263 | 0.0854413 | -0.135011 | -0.45987% 0.806892 -0.332671

The elements of the general and simplified base
operations resulting form the considered factorizations with the
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respectively.
TABLE 11. THE ELEMENTS OF THE GENERAL BASE OPERATIONS

k a o Ck di

1 0.924508 0.381162 | -0.381162 0.924508
2 0.479286 0.877659 0.877659 | -0.479286
3 -0.105301 0.994440 0.99444( 0.105301

TABLE I11. THE ELEMENTS OF THE SIMPLIFIED BASE OPERATIONS

k ag by Ck di

] -0.0466592 |  -0.019237 0.019237 | -0.0466592
2 1.00000 1.83118 1.83118 -1.00000
3 1.00000 -9.44381 -9.44381 -1.00000

Tab. 4 contains the results of the performed effectiveness
tests for the mentioned procedures.

TABLE IV. PROCESSOR’S CALCULATION CYCLE COUNTS
FOR A CHOSEN DIMENSIONS N OF THE INPUT DATA

N DRBF L DBF |L DBF2| DBF/ |L DBF/| DBF/
. DBF | L DWT | L DWT_
2 2
256 19956 10553 9935 1.89 1.06 201
1024 79707 41588 39659 1.92 1.05 2.01
4096 | 319864 | 167128 | 159641 1.91 1.05 2.00

As 1t can be seen the L DBF lattice structure has a
significant advantage (almost twofold) over the trivial
algorithm (3) DBF. The considered advantage is substantially
greater than one might have expected, since in this case, form
the theoretical point of view, reduction of the arithmetical
operations is of the factor of one fourth. On the other hand the
usage of the lattice structure . DBF 2 with simplified base
operations did not match the expected result. This comes form
the fact that in this case theoretical estimation indicates that
L DWT 2 procedure should have needed about one forth less
cycles to exccute than the L. DBF procedure, while in fact
both of these procedures have been executed in an almost equal
number of processor’s cycles (with a difference of about 5%).
Such result is explicable, since the actual effectiveness of
implementation of the considered algorithms is obviously
influenced not only by the estimated number of arithmetical
operations, but also by the way the auxilary implementational
operations are performed, as well as by the way the data
transfer is actually organized.

In addition to efficiency, also the accuracy of the
calculations has been investigated. The obtained results are
perfectly consistent with the general principle stating that the
reduction of the calculation accuracy error comes along with
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the reduction of the number of arithmetical operations needed
to perform a given task. Namely, in MSE terms sequential
execution of the analysis and synthesis stages with the use of
the lattice structure has had a substantially smaller (over 100
times) calculation accuracy error in comparison to a method of
direct computation.

VI. CONCLUSIONS

The investigation was undertaken of the effectiveness of the
lattice structure, which for filters of the impulse response of
length K consists of K/2 vector rotation base operations and
K/2-1 unit delay operations. The considered structure makes an
almost twofold reduction of the number of arithmetical
operations in comparison to a direct computation method using
the convolution. In case of the lattice structure with simplified
base operations it also makes an almost twofold reduction of
the number of arithmetical operations in comparison to a direct
computation of the convolution, and in terms of computational
complexity, is equivalent to a lifting scheme structure. The
performed experimental studies have shown the lattice
structure reduces almost by the factor of two the computational
time of the filtering process performed by two-channel
orthogonal filter bank, and thus can be successfully used in
construction of signal processing software for sequential
processing systems, including PC ones.
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ABSTRACT — 'The aim of the presented work was the design and
realization of a mechatronic setup for measurements of dynamical
properties of electronic gyroscopes. A motivation for the project was
a need for identification of MEMS gyroscope parameters, not dis-
closed in their data sheets. The built setup is capable of producing
controlled, angular excitations, necessary for measuring dynamical
properties of MEMS gyroscopes. It registers gyroscope response syn-
chronized with the excitation. An example of identification of gyro-
scope parameters is also presented. Results of the measurements are
used to calibrate a currently developed local navigation system for
visually impaired pedestrians.

KEYWORDS-COMPONENT — MEMS, gyroscope, angular rate, gyro fre-
quency response, parameter identification

. INTRODUCTION

Accelerometers and gyroscopes are used in a number of
specialized equipment and  systems, for example in air
navigation instruments [1]. They gained real popularity after a
new technology of their realization, called Micro-Electro-
Mechanical Systems (MEMS) was developed. It allowed for
cheap, massive scale production and opened new arcas of
applications. Initially MEMS accelerometers were mainly used
as the sensors for impact in triggering automotive airbags.
Soon, however, accelerometers and gyros, seized market of
consumer electronics. Today we can find them in everyday life
equipment, such as mobile phones, cameras, gaming consoles
and in medical devices, and even in sports equipment. They
provide signals for optical image stabilization, proper
positioning of image on the display, motion tracking or
pedestrian step count [2].

Gyroscopes are generally divided into two groups:
directional and angle rate gyros, but in MEMS technology

Pawet Pefczynski
Institute of Electronics, Technical University of £odz
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often the second type is realized. They measure the angular
velocity of the objects rotating around the axis. They are
vibrating sensors using the so-called Coriolis effect [1]. They
measure the change of vibration plane of the mass, caused by
its rotation. The mass is etched in poly-silicon and placed n
silicon framework in such a way, that it can move only in one
direction. When the weight moves towards the outer edge, it 1s
accelerated by Coriolis force. The resulting displacement is
estimated with use of a capacitor, in which one electrode i1s
attached to the ground, and the second is fitted on the mobile
frame. As a result of the Coriolis force the elements of this
structure are moving, which changes the capacity of the
capacitor, which is then measured.

Modern MEMS  gyros are fabricated as hybrid
integrated circuits, containing complete measurement systems.
An example of digital MEMS gyroscope is shown in Fig. 1. It
contains the following components:

e MEMS sensor —
capacitors,

vibrating mass with variable

e MEMS driver — generator of mass excitation signal,

e Signal conditioning and ADC - signal amplifier,
demodulator, low-pass filter and analog-to-digital

converter (ADC),

e Temperature sensor — sensor used for proper device
calibration and compensation of temperature drift,

e Control logic — a logic used for signal processing,
module calibration and self-testing,

e Serial bus interface — an interface for data

transmission, typically 12C or SPI serial interface.
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Figure 1. Block diagram of the digital MEMS gyroscope.

281



MECHATRONIC SETUP FOR MEASUREMENT OF DYNAMICAL PROPERTIES OF ELECTRONIC GYROSCOPES

Integrating more MEMS sensors for two or three axes rotation
rale sensing is a common case.

Due to the dynamical properties of the vibrating mass and
the delay introduced by an amplifier, filter, ADC and digital
logic, an integrated gyroscope features specific frequency
response, both in amplitude and in phase. It is rarely presented
in the device data sheet. Most often the only cutoff frequency is
done. There is a need to identify gyro dynamic properties for a
number of specialized applications.

The motivation for furthermore gyro identification was a
project of local navigation system for the visually impaired
pedestrians, carried out in the Institute of Electronics in the
Technical University of £.0dz [3]. The main role of a designed
system is detection of obstacles and producing warning signals.
Tracking cgomotion parameters of a stereo camera, placed on a
head of system user, helps to reliably track obstacles in the
reference frame associated with it. This task is known as the
local navigation in the so called body frame (b-frame) [1].
Egomotion is estimated on the basis of visual information:
scene depth obtained from stercoscopy and the optical flow in
consecutive images of a sequence [41],[5].
clectronic gyroscopes help to predict the optical flow of image
feature points reducing false estimations and lowering
computational effort of image feature fitting [6]. It requires
perfect synchronization of gyroscope signals and images,
which is not possible without the identification of gyro
dynamical properties |7].

II.  DESIGN OF MEASUREMENT SETUP

For measuring the dynamic properties of gyroscopes a
laboratory setup was designed and developed. Its functional
diagram is shown in Fig. 2. The setup photo can be scen in
Fig. 3. Buchler DC motor was used as a system for measuring
static and dynamic parameters of gyroscopes. It is connected
with a planetary gear reducing its speed. The speed reduction
ratio is 24,7:1. The engine is equipped with an incremental
encoder with a resolution of 400 pulses per revolution. In

DC motor Gyroscope
under test

Encoder /
3
38
Qs
o2
Q @
o 2
x O
2 Digital Servo |
< Amplifier -
CAN bus 8
USB/CAN Main controller =
converter
I ‘
Power
PC computer supply

t " |

Figure 2. Schematic diagram of measurement setup.
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The readings of

addition, the measurement is performed using quadrature
counter that allows to multiply the number of pulses to 1600
and also measures the number of pulses of the encoder. The
motor is controlled via the mclO-C3 servo produced by
miControl. It allows to control the DC motor supply voltage to
24V. The encoder or Hall sensor can serve as a feedback
information of the position or velocity [8]. It has four
additional, digital inputs, one digital output and a single analog
input for a typical industrial measuring range of + 10V. Built-in
analog-to-digital converter with a resolution of 10 bits is
capable of measurements with an accuracy of about 20mV at
ILSB. The communication with the mclO-C3 module is
realized using the CAN 2.0A interface. CAN OPEN protocol,
implemented inside the controller, allows to use it in various
control systems. The maximum data transfer rate in this
interface is 1Mb/s. With a length of the identification field
cqual to 11 bits and the maximum transmission speed, it takes
110us to send a frame of 8 bytes data. The implemented
protocol requires handshake, which takes 3ms. This ensures
maximum speed ol data exchange equal to 330 frames per
second. Direct readout of angular speed using a transmission
confirmation leads to an error, whose value can be determined
from the equation (1):

motor _velocity

ot | 3g0] deg
min rot ( 1 )
error = —= } — .

velocity r:'ut/l?l.L’ o ’” S'
3 A

min

where: k - motor reduction gear=24.7.

For example, for a given angular speed of the engine equal to
0 deg

1500 "L | the error equals to (0.364] S8
min ms

This necessitated the development of independent, parallel
system, coupled with the encoder engine, whose role was a
measurement of both the velocity of the converter mounted on
the motor shaft, as well as the angular velocity @ of a
gyroscope under test at regular intervals [9]. It is built on the
basis of Atmel’s microcontroller - AT9OCAN128. It has the
ability to work with low voltage in the range from 2.7 to0 5.5 V
and built-in  12C interface, so it could be adapted to
communicate with the gyroscope.

Figure 3. View of the measurement setup.
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A specialized 32-bit quadrature counter LS7366 was used for

the motor encoder pulse counting. It communicates with the
microcontroller via SPI interface.

Communication with the master PC was made by FTDI
FT245RL system. This is the USB to parallel port converter.
Virtual Com Port (VCP) drivers have been applied on the PC

side, which allowed to obtain transmission speed over 300kB/s,
and simplified access o incoming data.

[II.  MEASUREMENTS REALIZED BY THE SETUP BUILT

The developed measurement setup allows to perform the
following experiments investigating the static and dynamic
properties ol gyroscopes:

e the answer to the linear increase of angular rate,
e angular rate step response,

e amplitude and
gyroscope.

phase frequency response of the

During the estimation of the angular rate measurement error,
the gyro is excited in the form of a slow lincar rise of angular
velocity in the range 0-650(°/s]. During the test the angular
velocity of the motor shaft and the rotational speed of cach
gyroscope axis is recorded. The collected data are used to
determine gyro velocity error as a function of engine speed.
The step response registration helps to determine the dynamics,

the nature of the gyroscope response during rapid changes of

the measured velocity. The gyro step response shape permits
choice of an appropriate model of the investigated system. It
could be proportional model, inertial one with delay or
oscillative. The excitation starts from zero shaft speed and
reaches its maximum value equal to: 500, 1000, 1500, 2000 or
2500 [rot/min]. The experiment includes both step from zero (o
a maximum value of angle rate, and the return to the initial,
zero state.

More detailed information on the chosen model can be
obtained by examining the amplitude and phase frequency
response. In the constructed sctup the excitation was a
sinusoidal signal with an amplitude of the engine shaft velocity
cqual to: 500, 1000, 1500, 2000, 2500, 3000, 4000 [rot/min]
and the frequency range was 0.1Hz to 10Hz for cach of the
specified amplitude.

IV. MEASUREMENT OF MG1101 GYROSCOPE PARAMETERS

The developed test bench served to investigate the
propertics of the MGI10IB gyroscope produced by
GYRATION [10]. Gyroscopes of this type are characterized by
small size and low power consumption (Fig. 4.). In addition,

they ensure high measurement dynamic range of + 500°/sec.
They integrate analog-to-digital converters  for two-axis

sensing. They are extremely lightweight and communicate with
external system via 2-wire serial interface (12C). Low drift,
high temperature stability and internal shock mounting make
them high accuracy angular measurement devices.

Figure 4. Internal view and rotation axes of MG1101 gyroscope (reprint
from MG1101 datasheet).

A. Estimation of the gyroscope response to the linear

increase of angular rate

The first stage of rescarch was to determine the gyro
response to a linear increase of angular rate. For this purpose
the gyroscope has been mounted to the DC motor shaft, so that
its axis of rotation was parallel to the axis of rotation of the
motor. Linear increase of rotational speed was obtained by a
series of speed setting commands, issued at intervals of 0.01s.
The obtained measurement result is shown in Fig. 5. In the first
plot a comparison of the set and measured velocity is shown.
The second plot shows magnitude error of the measurement.

The gyroscope features good linearity of the output value. For
demanding applications, like the Kalman filtering in fusion of
different data for navigation purposes [ 11],
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the dependence of measurement error on the angular velocity
can be approximated by linear or square function. For linear
approximation the following dependence was found:

error, M ]: 0.0094- velr)('it_vl% ]+ 4.6338 (2)

velocity
In the case of more precise, square approximation the

following equation was found:

error,

Sslicity I%J: 1.9535-10 " -velocity™ + (3)
—=0.0051-velocity + 6.604

B. Estimation of gyroscope step response

In order to determine the gyro response to a step change of

angular velocity an experiment was conducted in which the
motor controller generated a rapid change of its angular rate
from O up to the maximal value. After two seconds the engine
was stopped, which returned the value to 0. A unit step
excitation allows to identify the system transmittance model
and to estimate its parameters. The tests were conducted for
velocity values equal to 121, 243, 364, 500, 607 [°/s]. An
example of sample response waveform is shown in Fig. 6. The
observation of a shape of MG1101 gyroscope response to the
signal change from zero to the maximal value did not give a
definitc answer about the type of the system. The oscillation
was observed, but it could be the effect of possible oscillations
of the excitation. Due to this uncertainty a response 0 more
reliable, rapid break of motor rotor was analyzed. This
excitation can be treated as almost ideal velocity step. The step
response posed visible oscillations, that quickly disappeared.
They reached almost 4% of the overall step. Normalized
system step response of angular velocity is shown in Fig. 7. In
all the tests a slight delay in the gyro response signal could be
seen. The measured delay is constant and does not exceed the
value of 50ms. It may be related to the time needed to convert
the gyroscope response to the digital signal. The maximum
sampling rate of the gyroscope is 30Hz, which causes a
minimum delay on data output about 33ms. An additional
delay could be introduced by some internal filtering of the
signal. The obtained results are with accordance with technical
datasheet of the device [10].
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G Estimation of amplitude and phase frequency response

of the system

More detailed information about the parameters of
investigated object is obtained on the basis of the frequency
characteristics. In determining the frequency amplitude
response, the engine was subjected to sinusoidal voltage
changes. The frequency range was from 0.1Hz to 10Hz. The
amplitude and phase delay of the gyro answer were observed.
The series of these measurements (Fig. 8.) delivered data to
estimate frequency response of the gyroscope. Amplitude and
phase responses for different excitation amplitudes are shown
in Fig. 9. When analyzing these characteristics it can be seen,
that in the range up to approximately 2 Hz,
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the ratio of the output signal amplitude to the input signal is at
the level of unity. In this frequency range the system reliably
measures the angular velocity. At a frequency of 5 Hz a small
raisc of the output can be observed. It is typical for the
oscillatory system, which confirms the observations of the step
response. The resonant frequency is about 5Hz. Estimated
phase responses show the presence of delay, which is related to
signal processing by internal gyroscope circuits. This
introduces a rapidly increasing phase. For the frequency equal
to 10Hz, the measured signal was practically inverted with
respect to the reference signal.

D.  The analysis of the gyroscope characteristics and
parameters

The investigation of static and dynamic properties of MG1101
gyroscope shown that it has a wide velocity measurement
range up to *700[°/s], although with the increase of the
measured value the error increases, as shown in Fig. 5.b). The
measured values fluctuate around the true value, but the mean
error is close to zero. The examination of the dynamic
propertics revealed the occurrence of oscillations at the
transient states. A thorough analysis of its frequency response
confirms, that the studied gyroscope can be modeled using an
oscillating block.
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Figure 9. Magnitude a), and phase b) frequency response obtained for
different amplitudes of excitation.

An ARX model was identified for the gyroscope under test
using the least sum of squares. The identification was
performed using MATLAB computing environment with the
MATLAB System Identification Toolbox. The dependence
describing the behavior of the studied system is given by
cquation (4):

Alg)- ¥(t)= Blg)-u(t)+e(r) 4)

where the identified parameters take the values:

0.3429 0.1414 0.3566 0.2081
Alg)=1- T e P (5)
q q q q
0.1042 0.5194 0.673 0.9058
Blg)=- gt 2 ‘ (6)
q q q q

To verify the identified model it was compared to the step
response and frequency response of the gyro. The results are
illustrated in the Fig. 10. and Fig. 11. Good representation of
the device characteristics confirms the correctness of the
applied mathematical description.

V. CONCLUSIONS

The design and realization of a mechatronic setup for
measurements of dynamical properties of electronic gyroscopes
was presented. It allows for identification of MEMS gyroscope
parameters, not disclosed in their data sheets. The built setup is
capable of producing controlled, angular excitations, and
measuring step response, linear excitation response and
frequency response. An example of an identification of
MGI1101 gyroscope parameters was presented and discussed.
The identification of this gyro was utilized in the project of
local navigation system for visually impaired pedestrians, [12-
14].

Measured and simulated model of step response output

Rotation speed [deg/s]

| -—~Measured data
‘ ARX Model response

205 05 1 15 2 25

Time

Figure 10. A comparison of real and modelled step response of measured
gyroscope.
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