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Dear Conference Participants! 

Welcome to the NTAV/SPA 2012 conference held in Lodz. This year's scientific event joins two successful series of conferences: 
the New Trends in Audio and Video {NTAV) conference - organized first by the Wrodaw University of Technology in 1994 and then 
biannually by various major technical universities in Poland, and the IEEE Signal Processing: Algorithms, Architectures, Arrangements, 
and Applications (SPA) conference - first held in 1993 and then organized yearly since 1999 by the Poznan University of Technology. 
Credit for the initiation, sustained support and organization of the NTAV and SPA conferences goes to professors Andrzej Dobrucki 
and Adam Dc}browski, respectively. 

NTAV/SPA 2012 is the second time these two conferences are joined as one event, the first time being in 2008 at the Poznan University 
of Technology. The aim of the NTAV /SPA 2008 was to gather researchers interested in various signal processing studies (including audio, 
video and image analysis). Similarly, the aim of this year's event, held four years later, is to bring together colleagues from a broad range 
of research subjects related to audio, image and video processing, digital signal processing theory, techniques and various applications 
including human-computer interaction systems and medicine. 

An excellent introduction to the conference's broad scope is given by the three invited lectures prepared by distinguished scientists from 
Norway and Poland. Professor Arvid Lundervold from the University of Bergen presents an important image diagnostic technique 
known as Functional Magnetic Resonance Imaging (fMRI) and highlights its applications in basic and clinical neurosciences. The lecture 
by professor Andrzej Czyzewski from the Gdansk University of Technology is devoted to the dynamically developing field of human­
computer interaction and its novel applications in education and aids for persons with disabilities. Finally, professor Wladyslaw Skarbek 
from the Warsaw University of Technology addresses the appealing concept ofliteral programming, i.e. the methodology of programming 
in high level languages resembling natural language more than program code. 

The 42 regular papers accepted for NTAV /SPA 2012 were reviewed by two ( or in some cases three) reviewers - members of the Scientific 
Committee. The contributions have been grouped into the following thematic fields: signal processing theory and algorithms, audio 
processing and acoustics, image processing and analysis, and finally human-computer interaction. All the accepted submissions printed 
in the conference proceedings will be indexed in the IEEE Xplore database. Selected papers pointed out by the Scientific Committee, after 
suitable extension, are invited for a publication in peer reviewed journals. It is worth noting here that, thanks to the support of the Audio 
Engineering Society, the abstracts of the NTAV/SPA 2012 papers devoted to audio and acoustics have been printed in the recent special 
issue of the Archives of Acoustics, a magazine published by the Polish Academy of Sciences. 

The NTAV/SPA 2012 Organizing Committee acknowledges the financial support of the Ministry of Science and Higher Education. 
In this respect, special thanks are also due to the Dean of the Faculty of Electrical, Electronic, Computer and Control Engineering 
prof. Slawomir Wiak and the Dean-Elect prof. Slawomir Hausman. The contribution of the Polish Section of the Audio Engineering 
Society and the Polish Association of Theoretical and Applied Electrotechnics to the organization activities of the conference is also 
highly appreciated. Finally, sincere thanks are extended to all conference participants who submitted their work to the NTAV/SPA 2012. 

We do hope that a wide scope of this joint conference will offer a unique forum for stimulating interdisciplinary discussion on new trends 
of all aspects of signal, image and video processing techniques and their widening important applications. 

We wish you an enjoyable stay in L6dz! 

On behalf of the Organizing Committee 
Pawel Strumillo 
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New Type of Sensor 
for Heart Rhythn1 Monitoring 

Wojciech Surtel PhD., Marcin Maciejewski MSc 
Institute of Electronics, Lubli n Uni versity of Technology 

Nadbystrzycka 38a 20-6 18 Lublin 

m.mac iejewski@pollub.pl 

ABSTRACT - The paper proposes a new type of sensor for heart 
rhythm monitoring. It is less uncomfortable than classic ECG moni­
tors and provides almost real-time information to the medical team, 
which is usefuJ in monitoring patients with chronic heart conditions. 
It also can prove useful in cases when the patient suffers from skin 
conditions by minimizing contact surface. by utiJizing the capabilities 
of modern mobile devices, whose processing power can also be used 
to detect abnormal heart operation by sensor signal analysis, which 
can be later used to inform the medical team. During testing, a pro­
totype was designed, built and tested. A proper application for mo­
bile devices was developed, and trials on a group of volunteers were 
performed. The device prototype proved to provide sufficient quality 
signal to be used as a heart monitor. 

KEYWORDS - heart, ecg, piezoelectric sensor, heart, monitoring 

1. INTRODUCTION 

Mode rn day sc ie nce provides humanity with a vast 
array of methods of communication and data transfer. They 
range from instant messaging and voice transmiss ion to video 
conferences and fil e sharing. Those me thods relay on various 
means of both wired and wire less transmiss ion to re lay 
information be tween nodes. Thi s allowed for fast development 
in all fi e lds o f knowledge and birth of many ne w sciences, like 
telemedicine. It's a relatively young but a rapid expanding 
mixture of medicine, bioinformatics, telecommuni cation, 
networking a nd computer sc ie nce . It uses miniature sensors to 
gather biometrica l data, low power highly efficient 
microprocessors for initia l data manageme nt and 
communication inte rfaces of various types to allow for remote 
tele-diagnostics, patient monitoring and data gathering. 
Tele medical devices can be used to construct local ne tworks in 
or outside of medical faciliti es and allow the patie nt mobility 
while mainta ining 24/7 surveillance and health monitoring 
which , in many cases, means g reatly reducing the a rrival time 
of medical teams and greate r chance of success ful recove ry 
after experienc ing a critical condition. 

11. CONSTRUCTION 

Mobile recorder usua ll y consists of a sensor of a 
certain type, a microprocessor for initi a l data ma nageme nt and 
storage and a wireless inte rface for communication (fig. I). 
Often, the device utili zes more than one type of sensor for 
monitoring o f certain spec ific conditions, like a heart rate , 
blood pressure and ECG sensor in for use in monitoring of 
patients with heart problems. Not only the device is usua ll y 
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responsible for initia l preprocessing a nd norma lizati on of data 
but a lso it sometimes uses advanced compression a lgorithms to 
reduce the amount of d ata se nt through the interface or dec is ion 
a lgorithms tha t a llow for ad va nced de termining of the pati e nt's 
s ta te. Sometimes, an inte rnal GPS positio ning module provides 
additional loca tion information to the medical response team , 
which in turn results in fas ter patient loca li zation , or, coupled 
with accelerati on or location sensor, s ta te of consc iousness. 
The figure be low shows the s implified model of telcinformatic 
system indicating the placement o f pa tie nt's wireless recorder 
within the syste m (fig. 2) . 

HJ. LOCAL SENSOR NETWORKS 

The human body is a spec ia l kind of e nvironment to 
conside r while placing sensors . A great benefit to us ing 
wire less autonomous sensors is easy networking [6] . By 
applying a multifunctiona l sensor network it is poss ible to 
perform a variety o f tasks and simultaneous ly gathe r different 
types of information. Thi s sometimes cannot be done by a 
s ing le device due to the nature of the measureme nts . In medica l 
condition monitoring many sensors require precise placeme nt 
to perform accurate a na lysis of vital s igns, for example an 

Figure I . B lock diagram showing examp le sensor input 

wire less 
network 

P at i en t -.Mth 
w ire le ss record e r 

h om e station 

+ 
fix e> d lin k 

P atie nt 
M o nito ring 

Sta ti o n 

Figure 2. Examp le biomedical monitorin g system idea 

ECG sensor g ives accura te res u I Ls when s ituated on the torso, 
while a blood pressure monitor performs we ll when placed 
around a wrist This makes using a mesh o r se nsors hi ghl y 
be nefi cia l (fi g . 3). Another important factor is pre-process rn g 
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data. Initial assessment of patient condition allows for decrease 
in the amount of information sent through the interf'aces[7 J. 
One central node responsible for information gathering can 
decide when to relay information to the medical team . Thi s 
decreases the central server's information overload and 
response time. 

IV . H EART PROBU~MS 

Heart problems have been the cause o f deaths for as long as 
the human race exists. Due to the sudden nature and subtle 
si gns preceding heart failures accurate and timed diagnosis is 
extreme ly important 141 . Nowadays, it 's poss ible to monitor 
the heart condition in patients using elec trocardiography by 
attaching medical 1-<:CG recorders! 31. Nevertheless, these 
devices can't provide timely information to the doctor, because 
the data can on ly be read once in a while, meaning it can he 
too late. The answer to thi s problem is telemedical monitoring, 
which can ensure 24/7 pati ent care by heart analysis! 111 21. In 
this paper a new device utilizing an innovative method to 
perform heart monitoring i s proposed. Standard ECG monitors 
rely on electrodes auached to the ski n. Those sys tems require 
multiple nodes, which as a result can leave the patient in a 
serious discomfort. It's also a known fact that some patients 
suffer from skin rash and allergy, which can make the use of 
electrodes imposs ible. 

V . DEVICE 

The proposed method utilizes new type or piezoelectric-quartz 
sensor to monitor heart condi tion . It was necessary to optimize 
the sensor for low- frequency si gnals [5J . lt requires just one 
device auached to the skin , which in turn reduces discomfort 
and makes it less visible. By using a remote connection with a 
mobile device, it is not on ly possible to record the signal , but 
also to perform signal analys is in real time using the phone's 
process ing power ( fi g. 4). 
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Figure 3. Sensor network example with one cen tral dev~ic_e _~ 
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Fi gure 4 . Simp lified diagram of the system. 

By app lying decision mechanism based on the pre-calcu lated 
signal parameters it is possible to detect symptoms of heart 
failure, and in turn to inform the patient and medical staff of 
the probability of serious life- threatening situation. It is also 
poss ible to implement an external or internal motion sensor to 
detect patient position, which can detect the event of falling or 
faint ing. Also, a GPS module can provide geographica l data 
for the ambulance. Simplified diagram is show in fi g. 5. The 
device consists of five key components: the transducer, an 
amplifier, A/0 converter, interface, and a control system. 

1-~i ~· co:~:~·~r ]J )~ 
amplifier,_,,):>[ aoe 

--~,,,,,,'!;;" 

Figure 5. General device operation 

YI. SF:NSOR 

The sys tem utilizes a piezoelectric quartz sensor for heart 
monitoring. Sensors of thi s type arc widely used in industri al 
applications or in motorization 18 1. The sensor has limited use 
in medica l industry, mostly limited to stethoscopes. The 
piezoelectric sensors are able to pick up low frequency signals 
from physica l objects whi ch makes them ideal for heart 
rhythm monitoring appl icat ions. Al so, low cost, small 
dimensions and insignificant weight al lows for integrating in 
mohi le telemedical systems 191 . In thi s work we used one of 
these stethoscope sensor modules. Simplified diagram of the 
sensor is shown in fi g. 6. The sensor is optimized for pickin g 
up vibration s in the normal plane, at the same time providing 
inhibition for hi gh-frequency vibration . It operates from 
voltages as low as 2.7 V and can g i ve rail - to-rail output. 
Simplified block diagram of the electron ic circuit is shown in 
fi g. 7. 

Fi gure 6. Simp lifi ed diagram of the sensor (not to scale). I ~ chassis. 2 -
support and vihration inhibitor.] - metal sensor hasc plate. 4 - pic7.oe lectric 
quart:1. film . 5 - rubber diagonal tension inhihitor. 6 - outer membrane. The 

size or the base plate for the qua11:1, fi lm docs not exceed 2 cm. 
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Figure 7. Block schematic of the bias and amplifi er circuit used in the device. 

VII. COMMUNICATION PROTOCOL 

To be able to communicate with the smartphone 
application, the device utilizes a wireless Bluetooth interface. 
The device has a unique ID which is required lo connect 
through the appropriate API methods in the smarlphone 
communication layer. After connection , initial configuration is 
performed, including transfer speed, sampling speed and 
device status negotiation. This allows the device to enter 
standby mode, waiting for the order to start taking samples. 
After receiving the order, the device starts adding consequent 
signal samples to an internal queue and awaits the order to send 
the queue to the smartphone. In case of transmission error, it is 
possible to resend the last communication packet with the 
queue values. This allows for error correction. Samples are 
taken at regular interval s, and two sampling rates I OHz and 
IOOHz arc available. The sampling rate allows for accurate 
sampling of a very low- frequency heartbeat signal. The data 
packet consists of a starting string, a series of queue values 
separated by a predefined character, and an end character. The 
values are coded in a way that ensures proper interpretation of 
the data in case of any synchronization loss . 

VIII. TESTING 

The sensor is affixed to the skin using proper sticky bandage. 
The mounting point must be decided for every patient 
individually, due to differences in individual's anatomy. The 
proper position of the sensor on patient torso was determined 
by performing an examination with another stethoscope. The 
sensor was then attached to the area marked hy a physician. 
Other methods, like using an elastic hand around the torso, 
resulted in decreased signal quality due to noise from 
breathing and musc le movement, whose spectrograms 
interfered with the signal's. In the study we tested a group or 
patients, both healthy and with diagnosed heart conditions. 
The device and classic ECG tests were applied 
simultaneously. An example ECG signal in one of the cases 
and sensor output are shown in fig. 8. During the testing 
phase, the communication protocol proved to be reliable and 
covered all the required function s. 

IX. CONCLUSION 

Correlation tests between signal parameters (period, impulse 
length) proved, that the sensor output and ECG signal are 
correlated above 0,95. This indicates that the device could be 
used to monitor heart rhythm with sati sfac tory accuracy. 
During future development, the protocol and the smartphone 

application will he improved to implement multiple sensors 
and allow for simultaneous sampling. 
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Fi gure 8. Example ou tput from the the sensor (dotted line) and ECG 
(continuous line) in a case of multiple occurrences of supra ventricular 
tachycardi a. 
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ABS1'RACT - In this paper an analysis and implementation of the 
new algorithm for detecting and counting people in video surveil­
lance systems is presented. First, we recapitulate methods used in 
the commercial systems, which can be used for people counting. 
Next, we concentrate on our new Matlab/Simulink model for de­
tecting people, who arc passing under a camera positioned verti­
cally down at the entrance to a monitored area (e.g., a building). 
The prepared algorithm takes the direction of the transition of 
a person into account. 

KEYWORDS - CCTV system, video processing, people tracking and 
counting 

I. INTRODUCTION 

Modern video monitoring systems provide advanced 
image processing facilities including: analysis of human 
silhouettes, human movements, collecting information on 
persons entering and/or leaving a building, or testing and 
estimating the number of persons in a crowd [ l, 21. 

Commercial systems for people counting, described in 
Section 2, become more and more popular. They arc mainly 
used to control movements of people in public buildings ( e.g., 
shopping galleries), giving much useful information in real 
time such as e.g.: the sale success, the most popular pedestrian 
track, or the rush hour. 

A real-time system presented in this paper monitors an 
entrance to a building and determines the number of people 
crossing the gate observed by a digital video camera. The 
respective video processing operations have been realized in 
the Matlab/Simulink environment, which was chosen because 
of its widespread use as well as flexible simulation and 
experimental testing possibilities. In addition, this environment 
contains a lot of libraries, which support image operations, e.g., 
the Video and Image Processing library [3] with e.g. People 
Tracking models, implemented and modified in our system. As 
it is shown in Fig. I, the designed and realized system detects 
people passing under a wireless IP camera positioned vertically 
down and counts the numbers of them with respect to the 
defined movement directions. 

The paper presents important features of the prepared 
people counting model and an appropriate choice of the control 
parameters, which arc necessary for the program to operate 
properly in the continuous mode. Problems of the proper 

camera placement, control of the registration area, and 
selection of the optimal perspective arc also discussed. 

II. ALGORITIIMS AND SYSTEMS FOR PEOPLE COUNTING 

A. People count research and resulting algorithms 

In 2001 the authors of paper [41 proposed a real-time 
algorithm ( over 30 fps rate) for pedestrian tracking and 
counting from grayscalc video sequences and images. The 
main processing task was the blob tracking analysis and the 
Kalman filtering - used to estimate the pedestrian parameters. 
An output of the system arc temporal and spatial coordinates 
of each pedestrian. In 2007 another approach to the blob 
analysis was proposed in [5]. A difference between the 
previous method in [4] and the new approach in [5] is that 
each blob in the image is trained to predict the number of the 
persons in the blob. 

A bi-directional people counter for the pedestrian flow 
passing through a gate was proposed in 2006 in [ 61, basing on 
the area and the color analysis. Each person pattern can be 
recognized thanks to the analysis of its HSI (Hue Saturation 
Intensity) histogram. A result obtained with the quantized 
histograms of intensity (or hue) is compared with the result of 
the preliminary counting. Thanks to the people-touching 
pattern analysis the authors solved a problem of objects, which 
arc very close to each other. 

A bi-directional projection of the histogram was published 
in 2008 in paper [7]. The authors used the grayscalc histogram 
of the two-frame difference image. 

In 2008 the authors of article 161 proposed another method 
for people counting using the flow analysis f8 I. A frame is 
divided into many blocks, then each block is classified 
according to its motion vector and if there is a similar 
movement then the respective blocks arc regarded as 
belonging to the same moving object. 

In 2011 the authors of paper f9J formulated and solved a 
problem of people tracking using a potentially moving and 
even an uncalibratcd camera. A novel method, namely the 
racking-by-detection in a particle filtering framework, was 
used. This algorithm docs not rely on the background 
mode ling. 

This paper was prepared within the INDITT project and partly with the DS funds ltir the year 2012. 
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Figure I . ys tem for counting people with wire less transmi ss ion 

In our approach we have modified the existing algorithms 
in order to count people entering a building, a room, etc. with 
merely the data from cameras placed directly above the 
entrance. 

B. Commercial systems 

Several companies just start to begin to offer people 
counting with CCTV systems. These arc, e.g. , the following 
companies: CountWi sc, Honeywell , Video Turnstil e, and 
Visual Tools. 

People counting sys tem from Honeywell, is a part of the 
Intelligent Video Analytics. It is a system that can operate 
independently or can be integrated with other technologies 
such as the standard CCTV. Its output data is information 
about the number of people who came into and out of the 
room and also a check of the movement track of the humans 
within the field of view of the camera [ I O] . The Honeywell 
system can operate up to 40 channels, while archiving the data 
from all devices up to 60 days . Proper operating of the video 
channel s is dependent on the method of recording the image. lt 
must be at least in the QCI F (Quarter Common Intermediate 
Formal) , i.e ., a reso lution of 176 x 144. 

Another DVR (Digital Video Recorder) with the people 
count function , who enter and leave a building is the VX­
PECO from Visual Tools. An accuracy of counting is high, 
thanks to the analysis of the full-resolution image of up to 25 
frames per second. The optimal placement of the camera is 
above an entrance to the room . The manufacturer of this 
sys tem provides free software for co llecting data from several 
PECO recorders, as well as for the later anal ys is , sta ti st ics, 
reports, and data export to the "*.csv" ( Comma Separated 
Values ) format. The so ftware is ava ilab le on the company 
website [ I I ]. This system can effectively di stinguis h between 
s ilhouettes of people and ordina ry objects suc h as e .g. 
suitcases , trolleys, and bags. The system works with 
comparing the detected object lo the reference object and as 
one person only objects with up to 50% smaller o r larger s izes 
arc treated . T hanks to thi s so lution, even two people who go 
very close to each other will be treated not erroneous ly as one 
but correc tly as two persons [ 12]. 
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The next quite well-known approach to count people and 
control their dens ities is based on applications offered by 
Count Wise [13]. Thi s is a set of products des igned for various 
spcci fi e tasks. These incl udc: a system to precise ly examine a 
number of people in the crowd (I-Count), an app lication that 
monitors bchav ior of customers in sto res and shopping ccnters 
(Z-Count); a queue management at cash registers in the stores 
with the use of RTC (Real Time Control) (Q-Count) . 

Another commercial system is the Video Turnstile, which 
is a very advanced and accurate tool for counting peopl e. The 
Video Turnstile sys tem gives a poss ibility of installing the 
counter, which di splays the c urrent number of people in the 
building . The counter can be connected to several CCTV 
cameras at all entrances to the building in order to 
continuously offer the current results [ 14] . 

Ill. AUTOMJ\TrC COUNTING OF PEOPLE ENTERING THE 

BUILDrNG 

Our system for counting people entering a room or a 
building is based on data from a camera placed directly above 
the entrance. The camera must be positioned vertically down 
and perpendicular to the entrance, so that the door is located al 
the top or the bottom of the video frame. The s ize of the 
reference object should be defined , because it is compared to 
the detected objects. The line placed on the noor should be 
pointed. Crossing thi s line will be the s igna l for counting and 
determining the direction of the movement of the object. We 
have assumed typical paramete rs : an average human height of 
approximately 175 cm and entrance to the building with a 
width equal to 2.5 m, the minimum hei ght at which the camera 
should be mounted of 3,9 m [ 12]. The greater the he ight of the 
camera, the grea ter the accuracy o f the a lgorithm and the less 
the impact resulting from the diffe rence in the growth of 
people. Fig. 2 illustrates the proper placement of the camera 
above the entrance into the room and the fi e ld of its view. 

As a lready mentioned, our so luti on of the people counting 
system is a modified People tracking model from the 
Matlab/Simulink environment. A block diagram exp laining in 
deta il our modifi ed and highly efficient model is shown in 
Fig. 3. 
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Figure 2. The optimal placement o f camera above the entrance into a room and the fi e ld o f view of the camera 
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Figure 3. Block diagram o fa new a lgorithm for counting people ente ring a building 
(in the MATLAB/Simulink environment) 
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Experiments of estimation of the background took place by 
using the continuous mode background estimation based on 
the first 20 samples and estimation outside the area occupied 
by the object (Fig. 5). The proposed method consists in 
accomplishing the Compositing block, which connects the 
input image, the background, and the Detection block. Then 
the result of the Compositing block is transported to the 
S11·itch, which selects and passes through the first 20 samples 
of the signal from the source, then passes though the output of 
the Compositing block, which is delayed by one sample. This 
means that a human detected during the conversion of the 
background values eliminates acquisition of the object to the 
background representation. This solution is very effective and 
only marginally slows down the whole system. 
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The model shown in Fig. 3 consists of the following steps: 
• Acquisition of a live video stream with resolution of 

320 x 240 pixels. 

• Possible reduction of the image resolution from 
320 x 240 pixels down to 160 x 120 pixels according 
to the computer performance. 

• Conversion of color of the video frames from the RGB 
(Red Green Blue) to grayscalc. 

• Dividing the image into two parts: the upper and the 
lower, depending on the proper camera position (Fig. 
2), we can tell how many people came into the room 
and how many of them came out. 

• Object segmentation based on auto-threshold. 

• Object recognition with the BLOB (Binary Large 
OBjecl) analysis. It is an analysis of groups of pixels 
defined as a large binary object, which allows for 
detection of a person as a whole and not separately, for 
example, the hands. Due to this analysis, the precision 
of the system has increased. The outputs of this 
algorithm arc: the "Enable" signal that indicates 
whether the object was detected or not and the Malrix 
ql Positions of these objects. This matrix consists of 
four rows. The number of columns equals the number 
of objects detected in one frame. Working with 
160 x 120 resolution assumes that up to 8 objects can 
be fitted on a picture. Therefore the Malrix a/Positions 
will not be larger than 4 x 8. Each of the four rows 
corresponds to different values assigned to the object: 
the first two rows arc coordinates of the upper-left 
corner of the 8Box (Bounding Box) on the picture, 
which surrounds the object. The next two rows arc, 
respectively, the height and width of the BBox. 

• Determining whether an object is located at the top or 
at the bottom of the image (the first row in the Matrix 
ol Positions). 

• Designation of the direction of moving objects. The 
most important in these calculations is the condition: if 
the object was first detected at the top, and then at the 
bottom of the image - it means that the object was 
moving from the top to the bottom - otherwise, the 
movement of the object was in the opposite direction. 

IV. EXPERIMENTAL RESULTS 

A. Cameras 

Quality of the image is an important clement influencing 
the efficiency of counting. Automatic change of camera 
parameters (as white balance adjustment and motion detection) 
can adversely affect the operation of the program. Therefore, 
the experimental studies used a camera that allows the 
disabling of that automation. Initially, we used an inexpensive 
wcbcamcra Modccom VENUS [ 141, which additionally has 
four LED diodes. Convenient is the possibility of wireless 
transmission of the image. Thus, we finally used IP D-Link 
DSC-930L camera [ 16 J. 

B. Efficacy analysis o{distinguish ohjects 

The input video sequence has a resolution of 320 x 240 
pixels, while the processed image resolution is 160 x 120 
pixels. A continuous background estimation can cause too 
large delays in the algorithm, thus there is a possibility of the 
choice between the continuous background estimation and the 
background estimation based on the first 20 samples. 

Algorithm tests were made at a resolution of 160 x 120 
pixels, on the floor surface of 320 by 240 cm. Modccom 
camera (type of sensor: W' CMOS) was placed at a height of 
390 cm and directed vertically down. Using this data, we 
calculated that a one pixel is in reality a square with sides of 
2 by 2 cm. Taking into account these consideration and the fact 
that the average person has a width of about 60 cm and a stride 
length of 80 cm, we have concluded that a single person in 
motion in the video frame has a surface of ea. 1200 pixels. 

To reduce the possibility of an error in the acceptance of 
pixel groups as a single compact blob, in the Detection/ 
BlobAnalysis block we specify the minimum and the 
maximum blob area in pixels: 800 and 2000, respectively. 

A real distance of two objects, at which the algorithm 
connects the blob, has also been found. At that distance two 
variables arc affected. The first variable is the structuring 
clement from the morphological closing operation on the 
binary image, which merges pieces into blobs. To do this the 
"strcl function" has been used (strcl('rcctangle',[5, I])), which 
creates ncighborhood of the flat, rectangle-shaped structuring 
clement. The second variable "the box merging threshold" 
approves as a vector 15 01- This means that objects separated by 
more than 5 pixels will be treated as different objects. In 
reality, with the above conditions, this means a distance of 
more than I O cm. 

To avoid detection of two objects as one, we have included 
an additional criterion. When two objects arc connected within 
a blob, we examine the local maximum of the vertical binary 
image histogram within a specified range [ 17]. Thanks to this 
operation we can distinguish objects, which arc very close to 
each other (Fig. 6 ). 

Others parameters of the program have been set to the 
following values: segmentation of objects to 1.2 points, a value 
of the target tracking threshold to I 00 points. 
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Figure 4 . Estimation of the background outside the area occuried by the object 

Input Background Detected Tracked 

Figure 5. Results o f the program for counting r eople entering the building 

C Counters 

Presentation or resu lts or the counting people model takes place 
through di splays in the upper lcrt corner or the image for the 
number or people that passed from the bottom to the top while 
the right corner or the image displays the number or people who 
passed the monitored area in the opposite direction. [n the 
middle of the image (at the top) , the algorithm displays the 
number of people who arc currently in the room. The results of 
the program for counting peop le which entered a building arc 
shown in Fig. 5. The first column shows the current image, the 

second co lumn models the background , the third column 
indicates the detected and tracked objects, the fourth co lumn 
shows the final results of the counters. 

D. Tests 

ln our tests we exami ned a 30 minute long video sequence, 
whi ch contains 175 people entering the building and the same 
number of leaving the building (or a room). The number of 
people who arc in the room at the end of the a lgori thm should 
be 0, then the effectiveness of the algorithm is l 00%. Our tests 
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have shown that the effectiveness is s li ghtly lower equal to 
94%. The re ults of operations on a 30 minute sequence of the 
a lgorithm indicated that the l 86 people entered the room and 
175 came out. 

(a) (b) 

(c) 
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Figure 6. Example of di stingui sh objects, which arc c lose to each other: 
input image (a), background (b), binary image a ft er morpho logica l operations 

with marked maxima (c), number of white pixels in particular raws (d). 

V . CONCLUS ION S 

The proposed sys tem for counting people undoubtedly has 
two important advantages: first, it is easy for installation, 
second, it is o f rela tively low cost compared to so lutions using 
light curtains or co mmerc ia l systems with video cameras. Our 
so lution a llows bi -directional counting of people entering and 
leaving a building and is quite accurate. 

The solution with the location of a ca mera above the 
observed people e liminates a currently often di scussed 
problem of collecting the personal information . Thanks that , 
we arc not dea ling with a problem of data acqui s iti on, which is 
questionable as it could be used to identify people. 
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Using a PC computer with an i7 processor we ca n operate 
with the hi gh process ing speed (30 FPS) and a re latively high 
reso lution of 320 x 240 pixels. This allows fast detection of 
quickly moving objects and objects in short distance to each 
other. In constant light conditions, counting accuracy is at the 
level of commercial systems i.e. ea. or even above 94%. 

The proposed system requires further research . First of a ll , 
the a lgorithm needs to be automatically adapted to different 
li ghting conditions. T he nex t step should be a realization of the 
embedded system, which wi ll di spense the current need for the 
transmission of the whole video s igna l from the camera to the 
PC. 
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ABSTRACT - Data from Magnetic Resonance Angiography car­
ries information about the structure of blood vessels in the human 
brain. Thanks to proper segmentation methods, this information 
can be used in diagnosis. However, the correct assessment of these 
algorithms is troublesome. We have proposed a new concept of val­
idating segmentation results. The idea is to create an MRA Simu­
lator. The output images can then be compared with the pattern, 
which would not be possible using real data. lbis paper explains 
how various physical phenomena were modeled to simulate blood 
flow. The proper assortment of these parameters will be used to 
obtain images similar to those that come from the Time of Flight 
method. 

KEYWORDS - Magnetic Resonance Imaging, image segmentation, 
blood vessel network, blood flow modeling 

1. l NTRODUCTIO 

Magnetic Resonance Imag ing (MRI ) is one of radiology 
techniques used to visuali ze th e interna l structure of the 
human body [ I]. Modern MRJ scanners can receive high 
resolution 30 images with good contrast between different 
tissues. In comparison to traditional X-rays or Computer 
Tomography, MRJ is noninvasivc because it docs not use 
ionizing radiation. Another advantage is the number of 
different sequences. Using angiographic techniques uch as 
Time of Flight [2] and Susceptibility Wei ghted Imaging [3] 
methods combined together, results in a full map of veins and 
arteries [4]. Such a map carries important information about a 
patient' s health and can be used in diagnosis and planning 
surgical operations. 

Anomalies, such as clots at latter stage of di seases or 
neoplasmic di seases, arc clearly visib le and can be detected by 
radiologists without diffi culty. But is it poss ibl e to spot 
narrowin gs in small vesse ls and clots in early stages of 
diseases? Because of the high complexity of the vessel 
networks there is a signifi cant ri sk of omitting those areas. 

ln these situation s image segmentation and visualization 
methods can be useful [5][6]. Separating vessels from other 
tissues a llows to show arteries and veins as a 30 model (Fig. 
1 ). Data in thi s form is much easier to be analyzcd than 20 
cross-sections [7]. Additiona ll y segmentation allows to 

automatically search for risk regions based on vessel diameter. 
As shown above, benefits of segmentation arc sign ifi cant. 

Figure I . Results of brain vessels segmenta tion and visua li zati on. 

11. V ALIDAT IO M ETI IODS 

Every image process ing method, before used in a hospital , 
must be validated first [8][9]. It is ncccs ary to g ive medical 
doctors a reliable tool to make correct diagnoses. How many 
vessels were detected? Were diameters and shapes 
reconstructed correctly? Were artifacts resultin g from the 
imaging acquisition technique minimi zed? In order to validate 
the segmentation algorithm it is necessary to answer these 
questions. 

Usually results arc compared with th e pattern. This time 
th e pattern is the brain vessel network. It is not poss ible to 
properly measure such a complex structure in side a human 
skull. In thi s case, the va lidation proccs is different. 

The eas iest method of va lidat ion i · ba cd on a medical 
knowledge and subjective assessment made by doctors [ I OJ. 
However, gathered information cannot be used as a reli able 
pattern due to uncertainty and poor reproducibility. 

Second group of validation is ba cd on physical phantoms. 
These artificia l structures arc mainly used to ca librate MRI 
scanners, but can a lso be used to test results of segmentation 
methods. Thi s time, the pattern is fam ili ar and com parison can 
be made. Thi s method of validation is much more accurate, 
but has its drawbacks. Physical phantoms are ex pensive and, 
so far , there is no structure similar to the real blood network. 
Thi s is a result of compli cated topology and sma ll vessel 
di ameters. 
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The third group consists of digital phantoms [11]. 
Similarly to physical structures they arc a familiar pattern. A 
complex geometrica l shape is much easier to create using 
computer 30 graphics. What is more, they arc much fa ter and 
cheaper to create. They can be duplicated with di ffcrcnt 
parameters and can be used to create large set of test objects. 
The only disadvantage is that it is not possible to use these 
phantoms in a real MRI scanner. 

To solve this problem, and make digital phantoms usable, 
we must create an MRI simulator. Using thi s program we 
should be able to obtain images similar to this from a real 
sca nner (with noise and distortion caused by imaging 
sequence) . A properly implemented simulator working on 
digital phantoms will create an effective and objective 
criterion of validation for image segmentation methods. 

Ill. MRI S IM ULATO R 

Simulating the physical phenomena of an MRI scan ner is a 
complex problem. Only a few attempts to this issue can be 
found in the literature [12][13][14][15], but they work only for 
invariable objects. In case of angiographic imaging, these 
methods cannot be used bccau c sequences such as Time of 
), light (ToF) and Susceptibi lity Weighted Imagin g (SWI) arc 
based on blood flow in arteries and veins. In ToF, image 
contrast is acquired by unsaturated molecules of blood which 
flows through acquisition volume in a given time moment. 
SWI depends on blood oxygenation and uses amplitude and 
phase gradient echo, with compensated blood flow effect. 

As it was shown above, in order to simulate MRA 
sequences, there is a need to detcm1inatc fluid flow parameters 
in an artificial blood vessel network. 

IV. MOD EL SETUP: 

Appropriate s imulation of blood flow is a crucial issue for 
the whole project. Only the ri ght model and its pos itive re ults 
will provi de the possibility of using MRI simulator a a 
reliable validation tool. To determine the flow parameters we 
use COM SOL Multi physics environment [ 16l Results will be 
validated using real phantoms. After the comparing process, 
parameters will be ready to implement in the system. 

A. Geometry 

A mentioned earlier, n10del geometry should be identical 
to the physical phantom in order to perform va lidation. This 
phantom should have a familiar geometry accuracy and fluid 
flow must be possible in it. From among several model s, we 
chose the Flow Phantom Set (Fig. 2) produced by Shel ley 
Medical Imaging Technolog ies [ 17]. This Model is compatible 
with the hi gh class CompuFlow I OOO MR pump [181. 

Thi Phantom Set consists of 4 strai ght and I U-bcnd 
tubes. Diameters arc between 5-8 millimctcrs. There is no 
fluid leek through the walls and no deformation caused by 
flow. Thi sim plification makes the model easier to 
implement. 

168 

The 30 model of a simple cylinder can be constructed with 
COMSOL drawing Tools. To create more complex shapes 
including sinusoidal stcno is and bifurcations it is necessary to 
create geometry in the out idc program. Model in this article 
were constructed using the Vi uali za tion Tool kit for C [] 9]. 
We also tested geometry created in Google catchup [20]. In 
each case, model s were interpreted correctly by COMSOL. 

Figure 2. Phisieal phantoms made ofsy licon [1 7[. Left: Strig ht cylinders 
with slenosis. Ri g ht: U-bend lube. 

B. Fluid 

After creating geometry, vessels must be filled with blood. 
Two main parameters describin g this liquid arc viscosity and 
density. Based on literature these values were set to 1060 
Kg/m3 (density) and 0.005 Ns/ni2 (dynamic viscosity) [21]. 
The c two parameters arc sufficient to model the flow. 

Blood transport in vessels is generally modclcd using 
laminar flow equations [22]. This model assumes that fluid 
flows in parallel layers. Each layer has its own speed and 
slides past one another so there is no lateral mixing. For 
simu lating blood flow in a pipe with ideal circular cross­
scction , thi s model is sufficient. Blood flows in one direction . 
Velocity is greatest in the middle of the cylinder. The value 
decreases as we approach the vessel wall. 

Real vessels arc not ideal tube . Diameter is not a constant 
va lue. It can change gradually or rapidly in tcnosis. 
Bifurcations are another obstacle for laminar flow; when one 
cylinder i divided into 2 smaller one with different 
directions. In tho c type of ituation fluid is no longer 
flowin g in layers and turbulence appears. However, the vast 
majority of attempts of blood flow simulations in vessels relay 
on a laminar model. The main reason for this is the complexity 
of turbulent flow phenomenon . ln this paper we modeled flow 
in vessel bifurcation usin g the laminar and turbulent model. 
Our goal is to compare these two results and decide if the idea 
of simplifying calculations is just ifiable. 

COMSOL Multiphysics gives poss ibility to simulate both 
types of flow. Laminar flow is generated by solving 
incompressible Navicr-Stokcs equations [23l To simulate 
turbulences one of three Reynolds-averaged Navicr-Stokes 
(RANS) model can be used [24]. 

A very interesting package was added to COMSOL since 
the 4.2a version. The name of thi s module is Particl e Tracing 
[25]. Its main feature is an estimation trajectory of a chosen 
molecular. We have been lookin g forward to it s in ce it was 
announced. The reason to this was the fact that information 
about direction and pccd of blood particles is necessary to 
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simulate uch sequen ces as ToF or SW l. ow the vers ion 4.2a 
ha been rclca cd, it can be tested and va lidated . 

V. RE LT 

To test the described modules, we used 3 types of digital 
phantom (Fig. 3). trni ght cylinder, tube with stcnos is and 
simpl e bifurcation model. First two were created in the 
likcnes of the synthetic model. After positive te t re ults, both 
phantoms can be com pared. The third model is a brunch which 
divides into two smaller tubes accord ing to the rule of 
bifurca ti on. 

+= ,,_ ___ _ 

\ 
Figure 3. Three di g ita l models. from left: tri ght tube, tube with slenosis, 

bifurcation . Arrows indicate the direction of blood now. 

A. Straight tube 

Straight tube is a perfect model to s imulate Laminar flow. 
The geometri cal hape of a ll orthogonal cross-section s is an 
ideal circle. The diameter is set to 8 mm and the len gth of a 
tube is eq ua l to 100mm. Fluid fl ow is forced by settin g 
pres urc difference between input and output boundaries. 
There is no slip a ll owed through phantom walls. Thi s 
assessment was made for three reason : 

• In vessels with 8mm di ameter blood transfer through 
the wall is negli gible. 

• Synthetic phantom has no slip. 

• It s implifies ca lcula ti ons. 
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Figure 4. Prea surc di stribution in ·traight tube. Prcasurc range is 11.208 -
11 . 148 Pa 

The re ult of simula ti on can be visibl e on Figure 4 and 5. 
According to the theory of lami nar flow, hi ghest ve locity i 

obta in ed in the center of the tube (bright color). Movin g 
towards th e wall thi s va lue decreases. 
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Figure 5. Velocity magnitude in traight tube. al ue range is 0.0 -0 .3 7 ml· 

Based on th e laminar now soluti on , particle tracin g was 
performed. The N umber of molecules was set to 128 . All of 
them were defined by den sity and diameter. At the beg inning, 
a l I partic les arc located at input boundary. With time, each 
clement moves towards the exi t (Fig. 7, top 3 pictures). A ll 
trajectories arc stra ight lin es parallel to the main ax is of the 
vessel. The fastest particl es reach its goa l in less than one 
second; ones next to the wa ll are over five time lower. 
Results from this study arc relevant to va lues obtained in 
lam inar fl ow simulation . What is very important, be idc 
getting visua lly attracti ve anim ations the user is ab le to save 
3d coordinates of a ll particl es in chosen time steps as a 
preadshcct file . There is a lso a poss ibility to analyzc and 

proccs. thi s data using output programs. 

• lUOB , O 407 
0.40 

11200 
0.35 

11190 

11180 
0 30 

11170 
0.25 

11160 0 20 

11150 0.1 5 

"' 11140 r 0 .10 

11130 
0.05 

11120 
·o o • 11117 

Figure 6. Tube wi th slcn osis. Le ft : Preasure di stribution (ra nge is I 1.208-
1 1. 148 Pa). Ri ght: Vel oc ity magnitude 0.0-0.43 m/ s 

B. Straight tube with stenosis 

Another phantom created based on the syn th etic model i 
s imilar 8mm diameter tube but with 50% sinu oidal stcno is 
by diameter. Parameters of the now arc the same as at the first 
tc. t. Due to thi s narrowi ng, pre sure di stribution is not so 
I in car a in the first test (Fig. 6) . Thi s time, pressure force 
applied on the particle before reachin g stcnos is is a lmost 
constant and it equa l the input parameter. The prcs urc 
changes rapidl y and reaches output va lue. In these conditions, 
velocity va lues arc a lso different. For the first stra ight tube the 
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fastest particles have constant speed over 0.35 m/s. They reach 
the goa l in less than 0.1 s. For cylinder with sinusoidal 
narrowing, the velocity value changes between the input and 
the output. Through the first half of the tube particles in the 
middle will not reach 0.20 m/s. In the region of a stenosis they 
double their speed for a while to slow down once again . Time 
of the flow is almost twice as long. After the narrowing, the 
density of particles is higher because they do not return to 
their previous positions (Fig. 7). 

0.1 s 0.2 s 

Figure 7. Particle tracing for two phanthoms with the sa me length and 
diameter. 

C. B[furcation model 

The third phantom consists of 3 tubes: the one with the 
largest diameter is called the ancestor branch, the other two -
descendent branches with sma ller radius based on bifurcation 
rule. The center point of a base is com mon for all tubes. the 
deviation angle for both descendent branches is identical. In 
this way a simple bifurcation model was created with one 
input and two outputs. For this object two types of flow were 
implemented. 

Figure 8. Preasure di stribution in bifurcation model. Lcll : Laminar !low 
(range 11 .208-11 .148 Pa). Ri g ht : Turbulent flow(rangc 11 .239- 11.111 Pa). 

For laminar flow, pressure distribution is linear (Fig. 8, left 
picture), similarly to the first phantom . th e Velocity magnitude 
values arc also consistent with the theory. In the ancestor 
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branch , the direction of the velocity fie ld is in line with the y 
axis. After ramification, this direction consists of two 
component vectors(x and y) . These components have the same 
absolute values for both descendent brunches (Fig. 9, left 
picture). 

Pressure and velocity values for turbulent flow arc 
different from those obtained using the laminar model. 
Pressure distribution changes rapid ly in the centcr of 
bifurcation. Velocity values are no longer dependant on the 
distance from the ccntcr of a container. In the descendent 
branches, blood flows according to the law of inertia, along 
centre walls. 

For the both models particle tracking ana lysis was 
performed (Fig. 10). Trajectories from laminar flow in the 
ancestor branch are similar to that in straight tubes but due to 
different pressure at the end they move slightly towards the 
central axis. After bifurcation, particles travels in both tubes in 
the middle of the vessel. This flow is no longer laminar; 
velocity direction is different for every particle. 

Trajectories obtained from the turbulent model of flow can 
be seen at figure I 0. At first, a ll molecules have the same 
speed and direction. After dividing them into two groups 
particles move in a disorderly way. 

.... -·-~-~ ----. -----

Figure 9 . Velocity mag nitude in bifurcation model. Lcll : La minar !low 
(range 0 .0 -0 .32 rn/s). Ri g ht: Turbulent !low (range 0.0-0.44 m/s). 

VI. PROBLEMS 

Results arc satisfactory and the obtained data is useful, 
however, there arc a few problems. In our case we want to 
trace all particles from the beginning to the end with short 
timeframes (39 us). For phantoms with I O cm length or more, 
it takes almost 5 seconds for a ll molecules to reach output. If 
we divide that va lue by timeframes, we obtain over 25.000. 
Each moment consists of x,y,z coord in ates for all 128 
particles. In result, huge amount of data is generated which is 
difficult to compute even by modem computers. Also the 
COMSOL interface was not created to handle big datasets and 
widgets simply stop working. The only way to deal with this 
situation is to divide created study into few sma ller ones and 
connect them outside the COMSOL. 

There is a lso a problem with the trajectory of particles near 
vessel wal ls. If a single molecule travels close enough to the 
edge of a cylinder, its velocity is inherited from the boundary 
wa ll. This va lue is 0, so the examined particle stops at one 
point. It happened only when input geometry was read from 
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the output fi le and cylinder ori entati on wasn't set a long the 
main ax is. The reason li es in limited mapping accuracy for 
rounded obj ects. 

The Final problem is assoc iated with the interpretati on of 
results. Values obtained in the descendent branches in 
bifurcati on model raise our concern s. There is a need to 
simulate th ese phenomena using other tool s and compare 
results. 

Figure I 0 . Particl e trac ing based on Laminar (left) and T urbul ent mode l 
(right). 

Vil. CONCLUS ION: 

The goal of this paper was to carry out a simulation of 
blood flow in selected tubular objects. Thi s task was 
successfully completed. Two types of flow were tested in 
different digital models. Expected values were obtained. 
Based on these simulations particle tracing was performed. 3D 
coordinates in time for each molecule was gathered . These 
values will be used in an MRI simulator to produce images 
similar to ToF. Due to the fact that Particle Tracing is a new 
module, several limitations and errors were found during the 
project. We proposed a way to deal with them. 
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ABSTRACT - The aim of this study was to evaluate magnetic reso­
nance angiography (MRA) images of the small vessels of the hand's 
fingers, with the use of the new MRA blood pool contrast and the 
custom software. The software not only visualizes the hand vas­
cularity but also estimates the blood vessel volume in each finger 
along with the volume of remaining tissues. Analysis results for 
sample image sets were presented and discussed. 

I . I NTRODUCT ION 

The eva luation of the state of human organs, which is nec­
essary for medical diagnosis and/or disease treatment, requires 
objective information about physica l properties or various 
ti ssues and organs. Since usuall y there is no direct access to a 
living tissue, the noninvas ive imaging techniques or acquiring 
quantitative information about parts or the human body are 
of great value for the task 111. Thus one or the main areas 
of researchers activity is aimed at developing fast, objective 
and precise means aiding medica l doctors in their profess ion 
[2]. An excellent example or a success in thi s field is a 
revolutionary technique or magnetic resonance imaging (MRI) 
- developed in the seventi es or the past century and now widely 
applied to hospitals and clinics. The recent advent of new MRI 
blood pool agents offers a new approach for monitoring the 
vessel in MR angiography (MRA ). They produce a higher 
signal and have a longer half- life, in comparison to standard 
agents, so a specific region or interest can be evaluated w ith 
a longer time of acqu isition at a higher spatia l resolution f3 J, 
[4] , MR angiography techniques arc characterized hy higher 
temporal and spatial resolution when compared to digital 
subtraction angiography, moreover they arc much less invasive. 
Thus MRA is prercrahlc for diagnosing upper extremi ty vas­
cular disorders and characterization or comp lex artcriovcnous 
anatomy such as in vascular malformations and for evaluation 
of dialysis fi stulas and grafts 14 1. Also, a wide variety or 
diseases like atherosc leros is or emboli sm , which arc the most 
common in affecting the upper extrem ity can he diagnosed 
by MRA methods. There arc not many references related 
to the quantitati ve analys is or vessels in ex trem ities images. 
In [9], the vascular abnormaliti es in the upper ex tremiti es 
echo images were described by an image-based flow model 
to detect major bleeding. M aximum intensity projection maps 
were applied in 131, 14 1 to identify vessel abnormalities. 

Ludomir Stefanczyk, Marek Olszycki, 
Katarzyna Skrobisz, Agata Majos, Piotr Grzelak 

Department of Radiology and Diagnostic Imaging 

Medical University of Lodz 

Lodz, Poland 

II. MATERIALS AND METHODS 

The survey was conducted in a group of 5 healthy volun­
teers, who declared no diseases or past injuries of their hands. 
The examination consists of contrast agent appl ication (i. v. 0.1 
ml/kg c.c. Vasov ist) and consecutive MRA data acqui sition in 
the so-ca lled high-resolution sequence, using parallel imagi ng 
and echo-sharing technique. Patients have one hand ( left) 
cooled down and used to lie in prone and hcadfirst position 
(called " Superman" position) with the hands placed ahove the 
head and under the coil , with fingers speeded in order to avoid 
wraparound artifact. The examination was repeated at regular 
interva ls to determine the degree of extend or vessels. As a 
rcrcrcncc, warm (ri ght) hand was used. Under these conditions 
visualization or peripheral circulation or upper ex tremity was 
much more pronounced than in the MRA obtained w ith the 
standard contras t agent and the same acquisition parameters 
as shown in I. 

Fig. I . The maximum intensity projection 

Magnctom Avanto I .ST (Siemens Medical Systems, Erlan­
gen, Germany), with a dedicated send-receive multi-channel 
phased-array surface coil which enables quite high signa l-to­
noisc ratio, small pixel size and high spatial reso lution have 
been used. High resolution is desirable to properly depict 
the palmar arches and the digital vessels, which arc often 
or sub-millimetcr diameter. A fast three-dimensional (30) 
sequence TI -weighted "vibe": (T I_ vibc_we_cor_320_iso: 
TE=5.5, TR= 13. 1, FoY=30x30 cm, matrix 704x704, Slice 
Thickness 0.40, Pi xe l Spacing 0.426x0.426) was applied . Slice 
thi ckness was 1.6 111111 , considerati on or 24 partition images 
results in 38.4 111111 thick imaging slab, that was adequate to 
cover the both hands. Acquisition time was approximately 3 
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minutes, including oversampling by doubling the number of 
phase-encoding steps. Thi s fas t interpolated 3D acquisition 
permit near isotropic depiction of hand anatomy. The native 
resolution of the images was increased with use the "zero­
filling k space illlerpolation" which allows to disp lay them 
with a higher-resolution matri x l lOJ. 

For blood vessel differentiation the following algorithm was 
proposed, as presented in 2 

~10RPHOLOGICAL 
OPERATIONS 

! 
EDGE DETECTION 

\Vl TH F -zzy 
CLASSIFIER 

i 
'.MANUAL 

SELECTION OF 
FINGERS 

i 
DEFINITIO OF 

FINGERS MASK 

i 
THRESHOLDING 

TISSUE~ B01'IBS AND 
VESSELS 

i 
CALCULATING 

VOLUME OF 
VESSELS AND 

TISSUE 

Fig. 2. Proposed algorilhm for vesse l image analys is 

Step I: To remove the acq uisition noise from the image, 
the morphological operations were performed (opening and 
closing) f8l Step 2: ln order to obtain the hand boundary to 
separate it from the background fuzzy edge classifier detection 
algorithm 171 was applied. 3 x 3 x 3 mask was used, with the 
central pixel situated at coordinates ( i, j , k). An edge may 
appear in many directions and it is necessary to calculate the 
sum of the di ITcrences of the bidirectional amplitudes between 
the given pixel and its neighhors. For each pixel in the input 
image, a vector that contains previously ca lculated distances 
must he formed . The next step is lo divide the input image 
pixels into classes. Por thi s purpose the following classes were 
defined: edges (it corresponds to a single vector or amplitudes), 
background and noisy edges. The amplitudes will he related 
only lo the minimum and maximum values that they may 
assume. The appropriate class for the image background will 
correspond to any pixel in whose neighborhood the amplitude 
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difference in all directions is small. The last class, in which 
an edge is regarded as containing noise, the amplitude change 
in the vicinity or a pixel in all directions is cons idered lo he 
high. Thanks lo this background signa ls arc not confused with 
the signal corning from the hones of the hand. 3 shows the 
result or hand detection algorithm 

Fig. 3. Our line of de1cctcd hands 

Step 3: Manual fingers selection. 4 shows a window of the 
developed software with manually defined masks to differen­
tiate all fingers. 

I 
I ·- -,. n;, "· ;cc, .....,.~ "''' 

Fig. 4. Fingers separation 

Step 4. Calculation a number of voxels belonging to the soft 
tissue, bone and blood vessels based on thresholding method. 
The threshold va lue can be set manually ; default one is equal 
to 1 I 50. 5 illustrate separated blood vessels by algorithm from 
DfCOM 3D sequence. 

III. RES ULTS 

Symmetrical and qualitatively sa ti sfactory MRA raw and 
MTP anatomica l images of the sma ll vessels or both hands 
were obtained, including the level or fingers in all or our 
healthy subjects. The results of volume calculation or the 
hand 's small vessels summarized Table I. 

fY. CONCLUS ION 

MRA with the use of the blood pool contrast agent demon­
strates the ability or presenting the hand 's peripheral circu­
lation, including the level of the fingers . Obtained results 
demonstrated th at developed so ftware provides quantitative 
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and objecti ve evaluation or peripheral circulati on. 6 illustrate 
process of increas ing the vessels volume as a result or hand 
warming. Thi s process takes app. 20 minutes. Such plots arc 
useful for physicians in the assessment or circulation disorders. 
Our algorithm allowed quant i fy ing the research - hoth in 
terms or vascular and son ti ssue. This is a great advantage 
in compari son w ith the prev ious only subjecti ve - qualitati ve 
assessment, typica l for routine analys is of standard MRI. In 
clinica l MR equipment is the lack o f too ls for quantitati ve 
measurements of the image. A n analys is or the data obtained 
enables detec tion or vascular anatomy differences between 
patient's hands, and even between each finger. So far, such 
differences were perceptible subjecti ve and dependent on the 
observer - his experience, knowledge of anatomy, as well as 
the time spent on assessment tes ts. The applied algorithm 
helped demonstrate statisti ca ll y significant differences in the 
evolution or vasospasm in each success ive time o f measure­
ment in cooled down hands. These observati ons arc consistent 
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Fig. 6. Diagrams of vessel volume change 

w ith data from other diagnostic techniques used to assess these 
pathologies - thermography and ultrasound-Doppler. A lso, i t 
was possible to revea l another fea ture or vascular reactiv ity 
in response to the cool down te. t - vascular spasm in the 
hands of the contro l (not cooled down), w hich was previously 
suggested hy other studies (ul trasound, therrnography), but 
not clearl y observed in our study diagnostic ang io-MR. Data 
obtained from the analys is or histogram hand controls allow 
investigati on the vascular response of the hand to thermal 
stimulation. In the future, the proposed algorithm can he 
applied not only for routine diagnosis or periphera l vascular 
limb - as anatomy and function, but also to monitor clinical 
tri als or drugs changing vascular game and monitor trea tment 
process in subsequent contro lled examinati ons. A lso, new 
approaches to vesse l detecti on w ill be considered, hased on 
structura l pattern recognition methods including e.g. syntactic 
image analys is! I 11 . 
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ABSTRACT - This paper presents analysis of impact of the image 
resolution on the efficacy of the automatic face recognition. During 
experimental studies three databases were tested, where the head in 
the photos is set at different angles. The effectiveness of face loca­
tion detection was examined with the use of the skin color and geo­
metric models. Next, we tested the influence of the head position 
and the image resolution on the people identification effectiveness. 
Effect of lowering the image resolution is presented in a FAR/ FRR 
graph form. 

KEYWORDS - face detection, face recognition, low resolution, face 
databases 

I. INTRODUCTlON 

Automatic face recognition based on images taken by 
surveillance cameras is a task that requires several problems to 
be taken into account in comparison to the standard access 
verification systems. Majority of the recognition techniques 
assume a full-frontal view of the face. During the image 
acquisition in CCTV ( closed-circuit television) systems, we 
are dealing with changes of illumination, changes of scale, and 
non-frontal views of the subject [ l]. This article focuses on 
exploring the impact of the image resolution and issues 
associated with various angles of the face settings. 

Typically, the video monitoring systems are built 
according to the EN standard 50132-7 [2]. In section 7.6 of 
this standard there is a recommendation concerning the size of 
an object on the screen. The subject should be related to the 
tasks of the operator, such as identification, recognition, 
detection, or control. If the object is a person, and the 
resolution limit of the CCTV installed exceeds 400 television 
lines, then for purposes of identification, the object (person) 
should occupy at least 120 % of the screen. In the case of 
currently used identification algorithms suggested facial image 
resolutions are 32 x32 or 64x64 pixels [3]. Such resolutions 
are marked as VLF (very low resolution). 

This paper is a continuation of our previous research works 
presented in [4, 5]. All experiments were carried out in Matlab 
with the use of the public databases briefly described in the 
next section. 

TT. FACE DATABAS ES USED IN RESEARCH 

In order to verify influence of the head position on the 
effectiveness of face recognition three databases were tested. 
Yale [6] , FullFaces [7] and MUCT [8] are free databases 
shared by university research teams. Basic statistics of the 
databases are presented in Fig. I. 

Yale database contains 5760 images of 10 people, each 
individual was photographed at 9 positions and under 64 light 
conditions - the total number of images of every individual is 
576. Grayscale images were saved in PGM (portable graymap 
format) at 640 x480 resolution . 

Achcrmann database - called also FullFaces from 
University of Bern in Switzerland includes files saved in Sun 
Image Raster Bitmap (RAS) format at 5 J 2x342 resolution. 
This database contains l O grayscale images of every 30 
individuals (i.e., only 300 images in total). The photos were 
taken in constant light conditions and in various positions of 
the head - frontal, profile view and face directed up and down . 

The third tested database is the MUCT face database from 
the University of Cape Town. It consists of 3755 faces of 624 
individuals. As in the case of FullFaces database, the MUCT 
database is prepared at constant light conditions and at 
different angles of the head positions, with the difference, that 
the MUCT database files are saved as color images at 
480x640 resolution in the JPEG format. 
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Figure 1. Stati stics of databases used in sc ientifi c resea rch 
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II I. FACE DETECTIO ST AGE 

The fir ' t stage of face recognition is the face loca lizati on. 
During this process a posi tion and a scale o f face (or face ) is 
estimated and these va lues arc used as the input data in the 
idcnti fi cati on/vcri fi cation algorithm. The face detecti on 
subsystem should correctl y identify object · similar to faces , 
like a hand (in the case of the skin co lor algorithm) or a ball 
( in the case of the geometri c modcling) and reject them. 
Location of a human face in the image is one of the most 
important steps in the process o f face recogniti on. This stage 
reduces the ca lculati on time by reducing the analyzcd area in 
the identi fi cation/vcri fi cati on stage. 

The face detec tion i typica ll y implemented in three steps. 
The first step is reducti on of a di storti on with the use o f image 
process ing techniques such as noise reducti on and equali zat ion 
of the hi stogram. The nex t step consists in finding areas, 
where faces arc most likely to appear. The final step verifi es 
the previously selected areas. 

Most face recogniti on techniques and databases assume 
that the image is normali zed by ISO/IEC 19794-5:2005 [9] 
(Information technology - Biometri c data interchange formats 
- Part 5: Face image data ) standard or AN 1/INCITS 
385-2004 [ I OJ (f nformation technology - Face Recognition 
Format for Data Interchange) norms. These standards indicate, 
fo r example, the positions, s ize, and rotation of face in the 
image or the width-to-height ra ti o o f the image. 

Below we bricny de cribc how distortion of image in 
relation to standards such as: lack of regular source of li ght, 
various image sizes, head or image rotation, hidden part of the 
face affect abilities of the face detection. During our research 
two public software packages for face detection arc used. First 
of them is based on the skin detection algorithm l I I] and the 
second uses geometric models [ 12] exploiting the Hausdorff 
di stance l I3] . 

A. Face localizafion using skin co/or detection 

In the case of color images we can detec t the face with the 
use o f the skin co lor filter - this is the first fac tor that can be 
taken into account in detection of the human face. The human 
skin color differs in intensity (luminance), not the co lor 
(chroma) - thanks to whi ch, skin color differences can be 
effective ly removed. 

In our research we used "Face Detection in Co lor Images" 
software [ I I]. This env ironmen t is very comfo rtab le due to 
embedded basic functi ons fo r image process ing. In put image 
in RGB space fo rmat is converted to the I RgBy co l or space, 
then Rg and By matri ces arc fil tered by the median filter. Hue 
and sa tu ra ti on va l ucs arc u cd to select those areas, where the 
co l or matches the co l or of the ski n - the result is a binary skin 
map (Fig. 2) . 

178 

Figure 2. (From leli) Original image, kin map mu ltiplied with ori ginal 
image in the gray ca le, image with detected lace 

The binary skin map and the original image are used to 
detec t faces in the pi cture. Thi s technique is based on select ing 
the designated regions that have hole - eyebrows, eyes 
mouth , or nose. Theoreti ca lly, all region , where the ski n i 
detected without holes, are not faces. The above operations -
findin g holes in the binary image - arc performed using 
morphologica l operations. An additional adva ntage of this 
algorithm is co mpensation of lighting e ffects in the image, by 
the hi stogram extension. This operation helps to eliminate the 
darker and li ghter regions of the face image. 

Figure 3 shows examples o f face detecti on. A problem 
with thi method is small res istance to low lighting or 
intensive side illuminati on. In thi s case the algorithm 
incorrec tly selects the face area in the image. Tmpropcr 
lighting conditions ca n be compensated with the use of the 
histogram equa lization . 

It can be observed that the algorithm correc tl y detects 
faces, which have dark skin tone, are pa1iially hidden, e.g. , by 
a sca rf, and eve n when the head is rotated. 

B. Face localization using geometric models 

If we dea l with gray-sca lc images, we ca nnot use an 
algorithm that searches fo r kin areas. In thi case the solu tion 
can be the use o f geo metric models. These methods arc based 
on the knowledge of geometry of a typica l human face, e.g. , 
assumes its natu ra l symmetry. An appropriate algorithm finds 
a rule to describe the shape, size, and other face characteri stic 
point such as eyes, nose, or chin . Relati onships betwee n them 
(pos itions and di stances) arc a lso important. 

For testing, an experimental so ft ware " FDM vcrl .O" was 
used [ 12]. As prev iously mentioned, an algorithm applied in 
thi s so ftware uses the Hausdorff di stance and is based on gray­
scalc images. 
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Figure 3. Examples of lace detection based on skin detection 

Our experiments have confirmed that this technique is not 
resistant to changes of orientation or face position and to low 
light conditions as it is shown, for example, in Fig. 4. In full 
light conditions the program works correctly as well as in the 
case of s ide lighting. Problems can occur when the light comes 
from above, because of the shadows falling on the face. 
Detection during rotations of the head, as long as the facial 
image is symmetrical (in the horizontal orientation), works 
properly. Additional accessories like a hat, glasses, and a scarf 
generally do not inOuence the proper detection. Wrong 
detection can occur in the case of a co mplex background or 
patterned clothes. 

IV. INFLUENCE OF TMAGE RESOLUTION AND HEAD 

ROTATION 

Two mentioned databases (Yale and FullFaces) have been 
down ·amplcd 2, 4, 8, and l6 times for recognition issues. In 
the reported experiments we have used the eigenfaces 
approach implemented in the Matlab software [ 14] modified 
to batch processing [ 4]. This so ftware works in two modes: 

• Model creating - creates model of every individual. 
Each subsequent folder, which includes face pictures, 
becomes a new class. The more data (i.e. images) in 
the folder, the better the model is created. The 

generated database includes coefficients representing 
each class in separated rows. 

• Recognition - creates table [N M] (N number of 
pictures in the test folder , M class number generated in 
the training phase) , which includes distances between 
c cry te ted picture to the class obtained in the 
previous mode. 

Figure 4 . Examples or proper and improper face detection with use of 
I lausdorff di stance 

In the case of the FullFaces database, 5 pictures of every 
individual have been used for training mode, and 5 for the 
recognition mode. A database for the recognition phase 
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includes 150 rotated face pictures (pitch and roll). The same 
types of frames were used to create a model of each person . 
Experimental results arc presented in Fig. 5. As it can be 
observed, similar results arc given for the original picture 
reso lution, downsampled 2 and 4 times. In this case the EER 
(equal error rate) is about 5 %. For pictures downsampled 8 
and 16 times the results arc only by 2 % lower (the EER is 
then about 7 %). The obtained values arc very similar to the 
results presented in [4]. 

Yale database includes 585 pictures of each person. It 
gives a possibility to distinguish the amount of frames used to 
create the model and those for the recognition phase. I 17 face 
pictures of each person, rotated (pitch and roll) and in various 
( 13 types) light conditions were used for the training stage. 
The rest of frames , including faces photographed in 52 other 
light conditions, were used in the recognition phase. In this 
stage 4700 files were processed. Due to a large number of 
comparisons, the recognition task was a very time-consuming 
process. For original resolution it took about 48 hours. In case 
of the parallel processi ng, every downsampling by 2 lasts 
about 8 hours less. 

Results of the experiments for the Yale database are 
presented in Fig. 6. FAR/FRR curves arc in this case much 
smoother in comparison to those for the FullFaces database 
(Fig. 5), because now there arc 5760 images compared to only 
300 for the FullFaccs databa e . It can be noticed, that similarly 
to the previous results, the recognition quality with the use of 
the original data and the data downsampled 2 and 4 times is 
almost the same. However, the EER is higher in the case of 
the larger database and various light conditions (Yale 
database) by about 16 %. Subsequent downsamplings 8 times 
and 16 times give larger results, i.e. , 19 % and 20 %, 
respectively. 
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V. CONCLUSIONS 

Rotation of the head in the picture and variable lighting 
conditions can significantly degrade effectiveness of the 
identification based on the face image. Experimental results 
showed that the face identification efficiency decreases due to 
face rotation (pitch and roll) and downsampling by about 
I O %. Moreover, a combination of unfavorablc lighting 
conditions together with facial rotation causes degradation of 
the results up to 12 % (according to experiments with the Yale 
database). 

Another problem that can occur during the image 
acquisition in video surveillance systems is a low resolution of 
those image portions where faces can appear. The tests show 
that even 4 times downsampling (output image resolution of 
I 60 x 120 pixel s) docs not yet influence the face recognition 
accuracy. However, 8 times and 16 times downsa mplings 
make the EER worse by about 2- 3 %. 

Generally, face detection based on the skin color 
recognition better detects faces in a picture in comparison to 
the geometric method . The considered version of the 
geometric method based on the Hausdorff di stance has 
problems with poor lighting, lighting from above, and rotation 
of the head but it more accurately determines location of the 
face . 

On the other hand, the analyzcd algorithm for the skin color 
detection supplemented with the holes search in the 
recogni zed object in order to consider it as a face adds the 
neck to the face in most cases, which is not required for the 
face idcnti fication process. 
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ABSTRACT - This paper describes a hardware implementation of 
parallel digital image processor in FPGA technology. The architec­
ture and algorithm modifications presented in this paper are aimed 
to enable fully parallel processing and reduction of FPGA resourc­
es. The circuit core is 64x64 array for image processing and analysis. 
The proposed processor was tested on labeling of binary images; 
obtained analysis results are presented and discussed. 

I. INTRODUCTION 

The image processmg system presented in this paper is a 

continuation of work on the parallel, digital image processor proposed 

in [l] and modified in [2,3,4]. 

It implements the matrix of active nodes, which correspond to the 

image pixels. These nodes arc connected by weights that depend on 

gray level of neigh boring pixels. Weight values are processed into the 

form containing information about the local neighborhood of node 

and stored in nodes before segmentation. These data arc used in the 

image region growing process. 

Version of the image processor described in this article was 

implemented in VHDL [5 ,6] language. The processor has been 

synthesized for 64x64 active elements matrix and neighborhood size 

N = 8. It has been demonstrated that proposed processor could be 

successfully applied for segmentation of binary images. 

Presented in [4] an rP Core of the image processor with I 6x 16 

elements matrix size was synthesized for XCS500E (Spartan-3E 

family device) with Xilinx TSE 13.1. Operation of the image processor 

was successfully verified during segmentation of binary images. 

Both high speed of labels propagation (tu,=60ns for 6-bit label) and 

segmentation time of single areas in the range of microseconds were 

achieved. However, this solution has several drawbacks. Images are 

processed in a sequential manner, object by objects . Additionally, 

system performance is limited by the need to re-send commands to 

nodes matrix for every processed image area. 

This paper presents algorithm and architecture changes, 

introduced to increase the system efficiency and reduce a utilization 

of FPGA logic by a single image processing unit (node). Section 2 

outlines the new processor architecture and algorithm . Sections 3, 4 

and 5 contain implementation details and achieved results. Finally, 

section 6 presents discussion and conclusion. 

II. IMAGE PROCESSOR ARCHITECTURE 

Fig. I. presents a block diagram of the parallel image processor. 

It contains microcontroller, control unit and a matrix of NxN nodes, 

which represent image pixel processing units. 

• 

--------------------- I 

Microcontroller 

TCP/TP SPI 

I 

L----------------------

I 
I 
I 

-------------, 
I 

: FPGA 
Control 

Unit 

Matrix 
NxN Nodes 

L------------

Fig. I . Block diagram of image processor. 

Microcontroller carries out the following tasks: 

loading the image from the host computer 

evaluation of node weights and neighborhood mask values 

controlling the segmentation process 

delivering the processed image to the host computer 

Central Unit performs the following functions: 

downloading the preprocessed image data from the microcontroller 

into processing matrix 

providing the clock an control signal for nodes 

detection of the end of segmentation process 

delivering the analyzed image back to the microeontroller 

Detailed information about algorithm performed by the image 

processor is presented in [2]. 

To overcome disadvantages of previous solution [4] and achieve 

fully parallel image processing, several algorithmic and structural 

modifications have been introduced: 

• storage of neighborhood data in form of mask register 
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• acquired label by the node (in a single propagation cycle) is equal 

to maximum value of previously stored label and label received 

from a neighbor 

• removal of FSM logic froma node 

• introduction of the label comparator unit to node 

Modifications of the algorithm 

In previous implementation [4], during the simultaneous activation 

of all leaders, a problem with label propagation in homogeneous image 

regions may appear. It is possible to generate such label propagation 

cycles, which docs not allow detecting the end of the segmentation. 

To solve this problem we have proposed that the acquired label by the 

node (in a single propagation cycle) is equal to maximum value of 

previously stored label and label received from a neighbor. 

Next modification is related to method of storing in a single 

node information about its local neighborhood. Currently, weights 

are transformed and stored in each particular node in form of 

ncighborhood mask shown in Fig. 2. 

Neighborhood mask replaces the idea of activation table presented 

in [2] and introduces the N_ADDR signal (common for all nodes), 

used for addressing of local node's neighborhood. 

N ADDR 

LABEL VA LU E 

Fig. 2. The idea or the mask register for neighborhood size N=4. 

The N _ ADDR signal selects the direction of label propagation for 

the each particular propagation cycle. It is presented in Fig. 3. Signal 

is provided by the Sequencer unit and has a value in range from O to 

N-1, where N is a ncighborhood size. 
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Fig. 3.Addrcssing scheme for the ncighborhood size N=8. 

Ncighborhood mask is evaluated for each node by the microcon­

troller based on weights value. It selects possible neighbors to receive 

its label. Logic 'O' value on the position corresponding to local address 

of node's neighbor excludes it from the process of label propagation. 

It is due to performing a logical AND operation on the acquired label 

with mask value for a selected neighbor. 

Neighborhood mask allows to store node's local ncighborhood 

data more efficiently. It reduces (to one for each ncighbor) the number 

of necessary registers (bits) for the information storage related 

to node neighborhood and saves usage of FPGA resources. This 

solution enables for a very effective implementation in distributed 

RAM shift registers (an alternative functionality of LUTs SRLs 

[7]). In comparison to idea of activation table, increased speed of 

neighborhood addressing. 

Another modification concerns the method of leaders selection. In 

the presented solution an unlimited number of leaders can be selected. 

The leader is a node with initial label value greater than zero. 

Selection of leaders is performed by the Control Unit, during the 

loading of ncighborhood masks from the microcontroller. It is based 

on value of neighborhood mask assigned to a node. If its mask value 

is greater than zero, the node becomes a leader. 

Nodes chosen as leaders, take the initial values of the labels, 

which arc consecutive natural numbers. The remaining nodes are ini­

tialized with label value equal to zero. 

An effective storage of ncighborhood data in a node, allows anal­

ysis of larger size of local neighborhood, using the similar number of 

hardware resources. 

This enabled increasing of size of the analyzed neighborhood 

from 4 to 8 nodes. 

Ill. HARDWARE IMPLEMENTATION 

M icrocontroller 

Previously used ATMega 128 [9] microcontroller has by replaced 

by the ARM family processor, because of performance problems. 

We have chosen the EM2440-III [ I O] development platform. It is an 

ARM-9 based board, populated with the S3C2440A (up to 400MHz, 

64MB SDRAM) microcontroller. Rich peripherals such as Ethernet 

and SPI make this evaluation board suitable for this application. 

We chose the Linux (2.6.30.4) because it is an efficient, flexible and 

reliable operating system with very little memory needs . 

FPGA 

As the target platform the XU PY505-LX 11 OT [8] evaluation 

board has been used . It features the XC5VLX 11 OT chip, which is a 

medium size FPGA device from the Xilinx Yirtex-5 family. 

The introduction of the global addressing scheme simplified the 

internal structure of the node . The address generation and command 

processing unit (implemented as a Finite State Machine logic) has 

been removed and node is now stateless. This reduces utilization of 

FPGA logic by a node and simplifies operations performed by the 

Control Unit. 
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The node block diagram is shown in Fig.4. It consists of two parts. 
The first part (at the top of the figure) , is responsible for address ing 

the local neighborhood and contains the mask register along with 

integrated multiplexer. The second part (at the bottom), is responsible 
for label exchange. It consists of a seri es of multiplexers that determine 
the label propagation path . The role of label shift register and change 

detector unit has been no changed. 
Introduction of comparator is a novelty. It ensures the new label 

value (if acquired) will be greater than the previously keep in node. This 
requires that propagation of label starts from the least significant bit. 

IV. IMPLEM ENTATION RESULTS 

The image processor presented in [4] was synthesized fora 
Spartan-3E family device, while the implementation described in this 

paper is targeted to a Virtex-5 family device. 
The direct comparison of the synthesis results for both FPGA 

families is difficult because of architecture differences. Spartan-3E 
family devices can implement 4-input LUTs, while Viertex-5 feature 

6-input LUTs. 

For the above reasons, the IP Core of the presented image 

processor with I 6x 16 elements matrix size has been synthesized for 
Spartan-3E and Virtex-5 platforms. 

Resource allocation for previous and current implementation of 

the image processor is summarized in Tab. I. We can observe fourfold 
reduction of occupied slice registers, while the number of used 4-input 

LUTs and slices has been twice reduced. 
Storing information about local neighborhood of a node in the 

form of neighborhood mask has very strong influence to the FPGA 

optimization results. All these factors allow to process larger images 
in the same FPGA device. 

T J\13. l . CoMPA RI SO OF RESOURCE TILI ZJ\TIO 13 ETWEE PR F.V IO S 
J\ D CU R RE T IMPLEMENTATION TARGETED ON TII E XC3S500E -

I 6X 16 MATR IX SIZE. 

Logic utilization Implementation Present 
141 implementation 

Number of Slice Flip Flops 5,433 1,229 
Number of 4-input LUTs 7,221 3,117 

IN umber of occupied Slices 4,527 2, 146 

Number of bonded IOBs 8 6 

!Number of BUFGMUXs 3 3 

The image processor with 64x64 matrix size was synthesized then 

placed and routed for XC5VLX 11 OT with Xilinx IS E 13.1 . 

The implemented des ign utilizes approximately 93% slices of the 
target platform device. Detailed stati stic of the FPGA logic utilization 

is presented in Tab.2. 

T AB.2. STATISTICS OF FPGA RESOURCE (XC5VLX 11 OT) USED 
FOR TH E IMPLEMENTATION OF TH E IM AGE PROCESSOR - 64x64 MATRIX SIZF.. 

Lo2ic utilization Used Utilization 
Number of Slice Flip Flops 20,755 30% 
Number of 6-input LUTs 37,150 53% 

Number of occupied Slices 16, 155 93% 

Number of bonded IOBs 28 4% 

Number of BUFGMUXs 5 15% 

The Xilinx XPower tool estimated the power dissipation to be less 

than 0.1 60W for a toggled rate of 50%. 
High-speed operation of the FPGA logic enables rotation of labe ls 

with frequency of I 00MHz. Thus label propagation time (for 12-bit 

label) between directly connected nodes is 120 ns. 

V. EXPERIMENTAL RESULTS 

As the source of binary images the Microsoft Windows app lication 
ca lled " I PU Tester" was used. 

Although the FPGA part of system can process images up to 
64x64 pixels, the size of the test image is currently limited to 32x32 
pixels. This is due to GUI limitations of the IPU Tester. 

On the left side of app lication front view (shown in Fig.5) the 
image composer is placed and the result of segmentation is displayed 
on the right ·ide. 

Sample binary image (shown on the left side in Fig.5) with 9 
objects (black pixels) on the background (white pixels) was used for 

system testing. 
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J\s can be seen, the image processor correctl y recogni zed n111c 

homogeneous areas on a sample image within 66. 12 ~Ls. Pixe ls 
belonging to the first obj ect (the arrow) were marked by label " I" 

within I O ~L . Background of the image was not la be led and highlighted 

(the initial labels va lues equal to O were maintained). 
The previous version of the processor [4] has marked the same 

object within 2.5µ s, whi le the total process ing time fo r a sampl e 

image was tens of milliseconds. 

Increas ing the size of the analyzcd neighborhood from 4 to 8 
nodes, allows propagation of labels along diagonals and proper 
recognition of object marked by label "4". 

We can sec a large perfo rmance boost of the image processor and 

reducti on of the label growth speed in a single image area . This is due 

to increased length of labels from 6 to 12 bits and thus twice longer 

propagation time (tu,). 
Fig.6 presents the process ing results fo r the test image with a 

spi ra l curve ( egmentcd within 28 1.58µ. ). The nex t Fig. 7 shows the 

case, where single object fill s the entire image (processing time wa 

26.85 ~L S). 
The las t example, Fig. 8 shows the sample image, consisting of 

multiple identica l objects (segmented within 6.28 µs), while re ults 

arc presented in Fig. 9. 

Fig. 5. Segmenta ti on result o f samp le binary image processed within 66 . 12 µ s. 

Fig. 6. /\ spi ra l curve tes t image processed w ithin 28 1.58 ~ts. 
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Fig. 7. Results of segmentation for an image consisting of a s ingle 

large object - processed within 26.85 ~L S. 

Fig. 8. Sample image consisting of multiple identica l objects 

processed within 6.28 µs. 
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000,000,000,000 , 000 , 000, 000 , 000,000,00e,000,000,000,000 , 000, 000,000,000,000 , 000,000, 000,000,000,000,000,000,000,000,000,000,000, 
034,034,000 ,035.,035 ,000,036,036,000,037,037,000,038 , 038,000,039,039,000,040,040,000,041,041, 000,04 2,042 , 000,043,043,00:0,044 , 044 , 
034,034 ,000,035,035,00:0,036,036,000,037,037,000 , 038 , 038 , 000 ,039 ,039,000 ,040,040,000,041,041,000,042,042,000,043,043,000,044,044, 
000, 000 , 000,000 , 000 , 000 , 000,000,000,000,000 , 000 , 000, 000,000 , 000 , 000 , 000 , 000 , 000 , 000,000 ,000,000,000,000,000,000,000,000 , 000,000, 
045,045, 00'0 ,046,046, 000,047,047,000 , 048 ,048, 000 , 049,049,000 , 050,050,000 , 051 , 051 , 000,052 , 052,000 , 053 , 053 , 000 , 054,054,000,055,055, 
045,045,000,046 ,046 , 000 ,047,04 7,000,04 8,e48,e00,049,049 , 000,050,050,000,es1,0s1,000,052,052,000,053,053,000,054,054,000,055,055, 
000,, 000,000,000,eoo,000, 000 , 000,000,000,000,000,000,000,000,000 , 00e,000,000,000,eoo, 000,000,000,000,000,000,000,000,000, 000,000, 
056,056,000,057,057 , 000,058,058 , 000,059 ,059 , 000 , 060 , 060,000 , 061 , 061 , 000,062,062,000,063,063,000,064,0'64 , 000 , 065 , 065,000,066,066, 
056,056 ,000 , 057, 057 ,000, 058 , 058,000 ,059 ,059 ,000, 060, 060, 000 , 0,61 , 061, 000,062 ,062 ,000 ,063 ,063 ,000 ,064 ,064 , 000 , 065, 065 , 000, 066, 066 , 
000,000,000,000 , 000, 000,000, 000,000,000 ,000,000,000, 000,000, 000,000,000,000,000,000,000,000,000,000 , 000,000,000, 000 , 00e,000,000, 
067 , 067 ,000,068,068, 000 ,0,69, 069 , 000, 070, 070, 000, 071,.071, 000 , 072, 072 ,000, 073 ,073,000,074 ,074, 000,075, 075, 000,.076 , 076, 00{1, 077, 077, 
067,067,000,068,068,000,069 , 069,000,070,070,000,071,071,00B,072 , 072,000,073 , 073 , 000,074,074,000,075,075,000,076,076,000,077,077 , 
000,000,000,000,000,000,000,000,000,000,000 , 000 , 000 , 000 , 000 , 000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000, 
0 78, 078,000,079,079 , 000,080,080,000,081,081,000>082,082,000, 083,083 , 000,084 , 084,000,085,085,0'0'0,086,086.,000,087,087,000,088,088, 
078,078,000,079,07 9,000,080,080,000,081,08 1 ,000,082,082,000 ,08 3,083,000,084,084,000,085,085,000,086,086 ,000,087,087 ,000,088,088, 
000, 000, 000, 000, 000 , 000, 000, 000, 000, 000, 000 , 000 , 000 , 000 , 000, 000, 000, 000, 000, 000, 000, 000 , 000 , 000, 000 , 000, 000 J. 000, 000, 000, 000, 000, 
089,089 , 000,090,0% , 000,091,091,000,092,092,000,093,093,000,094 , 094,e-00 , 095, 09 5 ,000 , 096,096,000,097,097,000,098,098,oo0,099,099, 
089, 089,000,090.,090,000,091,091,e-oo,092,092,000,093,093 , 000,094 ,094 ,00e,095,095,oo0,095,096,000,097,097,000,09s,098,000,099,099, 
-,-.000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000 ,000,000,000,000,000, 
100,100,000,101 , 101 , 000,102,102,000 , 103,103,000,104,l04,000,105 ,105,000 , 106 , 106 ,000, 107,l07 , 000,l08,l08 , 000,109,109,000, 110,110, 
100,100,000,101,101 , 000, 102,102,000,103,103 , 000 , 104,104,000 , 10s, 105,0"00 , 106,106,000, 107 ,107,e00,10s,108 , 000 , 109 , 109,000,110,110, 
-,000,000,000,000,000,000,000,000,000 ,000,000 ,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000, 
111,111,000,112,112,000, 113,113,000,114,114,000,11s,115,000,116,116,000,111,111,000, 118,11s,000,119,119,000,120,120,00e,121,121, 
111,111 ,000,112,112,000,113,113,000,114,114,000 , 115,115,000,116,ll6,000,117,117,000,118,118,000,119,119,000,120,120,000,121,121, 

Fig. 9. Segmentation results for the image from Fig. 8. 
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We can observe that the image processing time strongly depends 

on the size and shape of the objects, while their number has no 

influence on it. 

In the current implementation the length of label (fixed to 12 bits) 

depends on the number of image pixels. It must be sufficient that 

every node being a leader, took a unique value of the initial label. 

In extreme cases, the number of segmentation leaders is an order of 

magnitude the number of pixels. So the required label length L can be 

detem1ined according the formula: 

L = log 2 (x · y) ( I ) 

where, x image width, y image height. 

Twice longer label only partially explains the reason of slowing 

down growth of the image area. The second factor is the way of 

analysis of its local neighborhood by the node. It turns out that the 

concept of the table activation is more ctlicient, in terms ofacquisition 

of new label value by the node. This is because the activation table 

orders only neighbor nodes, for which the determined weight value is 

sutliciently high. This demonstrates the performance advantage of the 

activation table over the neighborhood mask. 

VI. CONCLUSION 

Verification of the hardware implementation of the parallel digital 

image processor was described in this paper. Performed tests confirm 

correct operation of the system. 

Introduced algorithm and structural processor modifications solve 

the propagation cycle issue. It enables the parallel analysis of whole 

image regions and increases the system performance. 

A significant reduction of FPGA logic usage allows the processing 

of larger images in the same FPGA device. 

Further improvement of the system performance can be achieved 

by increasing the frequency of labels rotation. 

Finally, different modes of node weight estimation will he 

implemented to enable segmentation of gray level images and other 

in1agc processing operations e.g. edge detection of n1orphological 

filtering. 
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ABSTRACT - A problem of design of a system for real -time 
voice watermarking using a digital signal processor (DSP) is 
studied and presented in this paper. The authors prepared and 
compared three versions of the considered system using differ­
ent types of data formats (fixed-point and floating-point) and 
various ways of programming (Matlab/Simulik compiler for 
Code Composer Studio and plain C/C++ programming). 

KEYWORDS - DSP, watermark, voice, DWT, real-time, design 

I. Introduction 

Real-time signal processing reali zed with digital signal 
processors (DSP's) becomes more and more important and 
popular. In fact, nowadays DSP's support many devices 
exploited even in a broad sense everyday life. 

Shrinking time to market (TTM) requirements together 
with ri sing equipment demands make the DSP based 
design process more and more difficult and error prone. In 
order to di scuss the respective problems, the authors 
consider and present in this paper a design example of the 
DSP based platform, namely the system for real-time 
watermarking of telephone conversations. It is thought to 
be a part of a larger system for reliable segmentation of 
speakers during telephone ca ll s (e.g., to numbers of 
emergency services) . A DSP adds, in real-time, an almost 
not bearable and not annoying watermark to the vo ice of 
one side of the telephone conversation. During inserting 
the watcnnark the signal di stortion must be low and the 
voice delay should be not disturbing the conversation. The 
target system should be standalone with no need to 
program it after the power-on cycle. Proper algorithms for 
the considered purpose should be se lected and realized 
using modern hardware/so ftware co-design techniques. 

The authors already proposed an experimental version 
of the mi xed hardware/software watermark inserting 
system in [I]. The present paper presents three other 
versions of thi s system, designed with the use of various 
types of data formats (i.e. with the use of fix ed-point and 
floating-point arithmctics), different ways of progra mming 
(i.e. with Matlab/Simulik compi ler for Code Composer 

The paper was suprortcd by IN DECT and DS 201 2 projects. 

Studio and with plain CIC I I programming) and also using 
different hardware. Fi nall y, the presented desi gn variants 
are eva luated and compared. 

2. Voice watermarking system 

For rea l-t ime generation of the waterma rk during 
telephone conversations the authors prepared a DSP based 
hardware/software platform [ I J. Its block diagram is 
presented in Fig. I. The speaker vo ice processing is 
perfom1cd with the TMS320C67 I 3 DSK (DSP starter kit). 

The input signal comes from the microphone placed in 
the telephone handset. The output signal is a properly 
watermarked input signal, which then goes through the 
separation module to the telephone and further to the 
telephone line. Because the DSP board is powered by the 
externa l power adaptor and additiona ll y is connected to the 
host computer for programming, it should be ga lvanically 
separated from the telephone (as well as the telephone 
line). It is reali zed with the separation module (sec Fig. I 
and Fig. 2) [ I]. 

Due to a variety of the telephone handset wiring 
methods, an addi tional wiring se lector acts between the 
handset and the system. 

The just presented system idea was used to real izc 
three versions (called platform I, 11 , and Ill). They arc 
described in thi s paper in the following sections. 

TPIP honP line 

I Plephone 

Wiring 
.,eltx. tor \. ..... ...... ............. .. .. ............ ..................... ... . ····················· ... , 

Power line 

T1'v1S320C67 13 OSK 

E:xtemal 
power ad~tor 

5V DC 

Separation 
m odule 

Watemiarkinq sy<;t f'm 

Fig. I. A block diagram of the watermarking system 
(platforms I and 11 ) 
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Fig.2. Hardware of watermarking sy tcm 
(p latforms I and II ) 

3. Voice watermarking algorithm 

A problem of segmentation of speakers, e.g. during the 
telephone conversation, has already been considered in the 
literature [3 , 4]. 

Typical approaches that can be fou nd in [3, 4] are 
based on assumption of omc knowledge of the speaker 
voice and the results arc often crroncou ·. Our method does 
not need any knowledge of this kind . However, we a ·umc 
that we have access to one side of the telephone 
conversation (which is just the case, e.g., in the emergency 
telephone serv ice centcrs) and we can specially prepare 
this side speaker voice by adding a watermark precisely in 
the speaker activity instants. Thus our segmentation 
method is free from errors. 

We have already presented an audio watermarking 
method for the emergency telephone speaker segmentation 
[I]. In this specific application there is no need to transmit 
any data via the watermark. The segments arc determined 
only by the existence of the watermark in the g iven time 
instances. The method proposed in [I] was designed to be 
fast and simple. 

The proposed audio watermarking method is based on 
the discrete wavelet packet transform (OWPT). In the 
di screte wave let transform (DWT) domain, the ana lyzed 
signal is represented as a weighted sum of the so ca lled 
wavelet functions 2j/ 21/J(2j t - k) , with ca lc 2- j U being 
reso lution) and shift k. Thus, DWT can be interpreted as a 
fixed octave-band fi lter bank. nlikc DWT DWPT 
provides a wide range of bases and analyze in the less 
than the octave bands. 

Jn our case the DWPT is used to analyze the telephone 
band (0 OOO Hz) in 256 uniform bands. The watermark is 
added into one of these band · of the DWPT domain. 

This method was first modelcd and positively verified 
in the Matlab/Simu link env ironment. Thi s was the initial 
tcp for the design of the D P ba cd Matlab/Simu link 

platform I (Section 4). 
For the CIC++ programmed platforms II and Ill a 

simplified method of the watermark inserting has been 
proposed. Instead of calcu lati on of the who le wavelet 
packet ana ly is and ynthc i · fi lter coefficients, the 
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fo llowing simplified and computationally efficient 
procedure has been proposed. 

The signal i processed independently frame by frame 
which arc all 256 samples long. Both, the i'th frame vector 
x - and the watermark vector w contain 256 samples. The [ 

watermark signal w is ju ·t the symlct wavelet [2J with the 
centcr of the bandwidth in 2000 Hz. Next, for each frame a 
part of the ignal correlated with the watermark is 
ubtractcd 

(I) 

The obtained signal correspond · to the no watermark ea e 
in the cu rrent instant. 

If one needs to watennark the current instant that 
corresponds to i 'th frame, the watermark is added using 
the fo llowing expression 

(2) 

A va lue a needs to be chosen accordi ng to the tradcoff 
between watermark audib ility and its robustness. 

Detection of the watermark is pcrfom1cd off- line by 
the P , which analyse files registered with the digital 
telephone line recorder. The telephone line may, however, 
be (and often i. ) analog. In such a case the watermark can 
on ly be detected after the digital-to-analog and the analog­
to-di gital conversions. Thus no direct connection or 
synchroniza tion with the de cribed DSP based watermark 
insertion system is possible. However, because both the 
watermark inserting system (tran ·mittcr) and the receiver 
of the wat rmark operate in the digital domains some po ·t 
synchronization of the respective signal s, i.e., selection of 
the optimum positions of frames of samples is necessary. 
This is realized by means of the correlation maxi miza tion 
as explained below. 

The signal i aga in di vided into frames and each frame 
x i aga in contai ns 256 samples numbered with indices 
i = l, ... ,256. Let us defi ne 

_ [(w)c2s6-j+1):2s6] 
W · - ' 1 (w)i :(256-j) 

(3) 

where (w )a:b denotes a vector, which contai ns e lements of 
the watermark w from indices a to b if a < b. If a> b, 
vector (w )a:b di appears from (3). For each frame the 
inner product 

Yj = w/xi (4) 

is eva luated for j = 0, ... ,255. Fi nally, we check if 
max Yj > () , where () is an experimenta ll y selected 
threshold . If thi s inequality is true, it means that the 
watermark ha been detected in the i ' th frame. 

4. Platform I realized with Matlab/Simulink 

Design of the DSP so lution using Matlab/Simul ink [6] 
(platfonn I) is pos iblc for dig ital signal processors from 
Texas Instruments. The au thors used Mat lab/Simulink 



(ver. 7.1) model-based DSP design, Code Composer 
Studio (vcr. 3.1) and a floating-point DSP embedded in a 
typical starter kit, i.e., the TMS320C67 I 3 DSK [ 8 ]. 

A fact that the used DSP is floating-point simplifies 
translation of data from Matlab/Simulink (which is 
typically 64-bit floating-point data) to C/C++ and finally 
to the processor assembler. 

A diagram of the Matlah/Simulink model-based DSP 
design is presented in Fig. 2. It allows for a rapid 
implementation of algorithms on variety of DSP platfrmns. 
A high-level programming model in Matlah/Simulink 
must first be prepared. Very often such a model is prepared 
for testing of the ideas and algorithms through the 
simulation, independently to the further implementation. 
Due to this, the project must, in the next step, he adapted 
to work on a given DSP platform. Currently, Mathworks 
together with Texas Instruments support many (hut not all) 
processors from families: TMS320C2000, TMS320C5000, 
and TMS320C6000. Unfortunately, this set is not 
constantly changing. In new versions of Matab/Simulink 
some of processors arc added but some of them arc 
removed ( e.g. the last Matlab version that correctly 
supports TMS320C6713 DSK is vcr. 7.1 from 2006 ). This 
situation narrows down the set of the target platfonns and 
makes the design quite cumbersome. 

Creating a model-based 
project 

in Matlci)/Simulink 
environment 

Adapting the project 
to work on 671 ::OSK 

Automatic C/C+ + 
code generntion 

Code optimization 
in Code Composer Studio 

Board programming 
and testing 

Fig. 3. Matlab/Simulink model-based DSP design 

Next step, i.e. automatic C/C+ l- code generation (sec 
Fig. 3) is performed during compilation of the project. 
During this stage, Matlab/Simulink connects to the Code 
Composer Studio [ 7 J and generates the CIC++ code for 
each graphical model. This kind of programming is very 
simple and can be the fastest way to check the algorithm 
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accuracy. However, it has some disadvantages. The 
automatically generated source code is hard to understand 
and optimize. Optimization is a problem in itself but it is 
additionally augmented by another problem: automatic 
translation from the high level Matab programming to the 
low level C/C+ l and finally to the assembler language. 
This translation is very hard to be done optimal. In fact it 
tries to translate one type, model-based, to the quite 
diflcrcnt types of programming with the process control 
like e.g. procedures, interrupts, processes, threads. 

Finally, an unnecessary large amount of code lines is 
generated and, in many cases, also an unnecessary large 
delay in the signal processing (i.e. between the input and 
the output signals) occurs,. Automatically generated binary 
file, to be loaded into the memory, is also much larger than 
that prepared directly in the C/C++ language under the 
Code Composer Studio from Texas Instruments. 

It has major influence in stand-alone platforms, i.e. 
those without the host computer. The stand-alone system 
must store the entire program data in a non-volatile 
memory, typically it is a FLASH memory. Despite reading 
from the FLASH memory is much faster than writing, the 
FLASH memory is too slow to be the program memory 
during the run-time of the DSP. Typically, during the 
booting process the DSP uses the booting kernel and 
uploads the FLASH memory into the internal RAM 
(IRAM). After this it executes the program from the 
internal RAM. If the proh,rram docs not fit into the internal 
memory, it should be divided into sectors. Some of the 
sectors arc placed in the internal RAM, some of them arc 
stored into the external RAM (SDRAM). This case is very 
hard to manage, especially under the Matlab/Simulink 
environment. 

All mentioned above problems took place in the initial 
realization of the platfonn for inserting of the watermark. 

First problem was related to the size of the output file. 
In the most cases, the entire program can be loaded into 
the IRAM. On the TMS320C6713DSK it has size of 
196 kB. The memory map in this case is shown in Fig. 4. 

Address 

CxOOOOOOOO 

Cx00030000 

CxBOOOOCOO 

Ox90000COO 

Cx.AOOCOOOO 

OxBOOOOOOO 

C67x Family 
Memory Type 

Internal Memory 

Reserved Space 
or 

Peripheral Regs 

EMIF CEO 

EMlF CE1 

EMIF CE2 

EMIF CE3 

6713 OSK 

Internal 
Memory 

Reserved 
or 

Peripheral 

SDRAM 

Flash 

CPLD Ox90080000 

Daughter 
Card 

Fig. 4. Memory map ofTMS320C6713 DSK [8J 
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The size of the file generated by Matlab was equal to 
185 kB, but it docs not mean that the internal memory size 
was enough. The internal memory must store additional 
objects like the kernel or the stack. Other address spaces 
arc reserved or fixed to given components (with no 
possibility to reconfigure). Finally, it may he necessary to 
use external 128 Mh of SDRAM. While the program is 
running under control of the Code Composer Studio (e.g. 
during programming, debugging, or testing), the problem 
is not the case, hut the DSP must be programmed by the 
host computer after each power-up. To make the system 
the standalone type, it is necessary to use a nonvolatilc 
memory. On the board a 4 Mh parallel FLASI I memory is 
available. To use it, at first an additional software 
converter (hcx6x.cxe [91) must prepare the required output 
tile and must expand the program code with the hooting 
kernel and divide the program using the table of sections 
linked to the proper sectors in the memory map (sec the 
vector table in l 10 J). In practice, the mentioned software 
loses some sections, making the program impossible to 
operate correctly after loading it from the FLASI I 
memory. In fact, even the documentation from Texas 
Instruments l 10 J and the related internet forums do not 
solve this problem 

The project developed in platform I contains 42 files. 
The watermark inserting algorithm is realized in about 700 
lines of CIC+ t code hut it includes also linking functions 
to other files, making the whole algorithm complex. 

In case of the not optimized source code the output 
signal is delayed in relation to the input signal by 1.756 s. 
Such a delay is very annoying and makes the work of the 
phone operator very ditlicult or even impossible during 
the conversation he or she can hear him- or hcrscl f after an 
unacceptably long delay. 

5. Platform 11 with CIC++ programming 

The second realization of the watermarking system (called 
platform II) was realized with the same hardware as 
platform I. In contrast, in the previous solution the authors 
decided not to use the MatlahlSimulink environment, hut 
the Code Composer Studio vcr. 3.3 and the CIC! I 

programming only. The CIC++ DSP software design is 
presented in Fig. 5. 

During the design, all algorithms must he manually 
programmed in the CIC t t language hut even in this case 
some steps like the configuration of the hardware modules 
can he semi-automatic or library supported. The 
optimization loop ( dotted lines in Fig. 5) makes ity 
possible to reach a stable and efficient solution. This 
optimization loop is much easier to manage. 

The genesis of the decision to prepare platform 11 was 
related to problems with making the system standalone 
under the MatlahlSimulink environment with a link to the 
Code Composer Studio library. 
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Creating a C/C++ 
project for DSP 

in Code Composer Studio 

r'-·lanudl and semi-automatic 
C/C++ 

code generation 

Code optimization 
in Code Composer Studio 

Board programming 
and testing 

Fig. 5. Typical CIC t + DSP software design 

The project realized under the Code Composer Studio 
includes the following set of files: 

• DSP and peripheries configuration, e.g. PLL 
(phase-locked loop, for CPU clocking), audio 
codec, EMIF (external memory interface), 
interrupt vectors, memory map, etc. 

• Source code main function calling DSP 
initialization functions and then performing the 
signal processing algorithms 

This implementation includes 21 tiles and about 120 
lines of the CIC+ t code in the main function only. It is 
enough to realize the same application as in previous 
solution, i.e. the watermark inserting algorithm. 

This implementation includes 21 tiles and about 120 
lines of the CIC t+ code in the main function only. It is 
enough to realize the same application as in previous 
solution, i.e. the watermark inserting algorithm. 

First advantage of this is a size of the output tile. It has 
76 kB and can he fully loaded into the IRAM of the DSP 
core. Therefore, in this case, the standalone system can he 
realized with no problems. Nowadays, the CIC t-+ 
language programming is a standard in the processor and 
microcontroller programming. Thus for an experienced 
programmer it should he not a problem. The CIC++ offers 
the best compromise between the high level programming 
and the direct low level control of the hardware by the 
assembler. 

In the presented case, due to relative low software 
complexity, putting the changes to the source code is very 
easy. The method used in the implementation of the 
algorithm reduced the delay between the input and the 
output to 32 ms only. It is equivalent to one frame of 256 
samples with the sampling rate of 8000 samples per 
second. 



Thus, platform II allows very fast processing with no 
hcarablc delay. Tthc main disadvantage is sti ll the same 
ize as in platform I (for details sec Tab . I) . 

6. Platform Ill with fixed-point processor and 
CIC++ programming 

The third realization has been made using the fixed-point 
DSP TMS320C5505 embedded in the cZDSP USS STICK 
starter-kit [ 11] and ode Composer Studio vcr. 4.0. The 
C55x D P architecture offers a high performance and low 
power through the increased parallelism and focus on 
power sav ings [ 12]. A block diagram of platform 111 is 
presented in Fig. 6 and its rea lization in Fig. 7. The D P 
board is very small (93 x40 mm), low power, dedicated to 
mobile equipment. It allows to miniaturize the system. 

Tele h one line 

Te lephone 

1·············································································· ······ ······· · .. i 
Low noise 
mi rophone 
preamp I ifier 

lOV_CC 

Tl'v1S320:S50.5 EZ DSP 

51/ _CC 
Pow er converter 

Battery 
( 1.8\/-5.SV) 

. . -............... ......................................................... .... ... .. .... ......... · 
Watermark ing system 

Fig. 6. A block diagram of the watermarking 
system (p latform II I) 

Beside the DSP board , the platform has the second PCB 
(printed circuit board) , designed and rea lized by the 
authors, which consists of the low voltage power converter 
and low noise microphone prcamplificr (c.f. Fig. 5). The 
system is battery powered and therefore the separation 
module, that was required in platform I and 11 can be 
omitted. 1 he th ird platform docs not require an external 
power converter, as we ll as is much smal lcr than the 
prev ious so lutions. This means that it can be applied in 
mobile equipment. 

Interna l, hi gh cfliciency low power converter produces 
5V to supply the DSP and l OY to supply the analog 
preamplificr. The input power comes from batteries and 
can vary from 1.8 V to 5.5 V. 

However, the codec in thi s platfom1 has an c lectrct 
microphone interface and offers variable amplifications of 
the input s igna l. The authors des igned an additional Low­
noise microphone prcamplifier, to separate the low vo ltage 
analog signal coming from the digital system part. It 
brings better signal -to-noise ratio . 
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Fig. 7. Hardware of watermarking system (p latform Ill ) 

The D P software is simi lar to this in platform 11 but is 
adapted to the fixed-point arithmetic and different kind of 
architecture. As the TMS320C67 I 3 al lows to acquire and 
process 16-bit samples from input, the TMS320C5505 
acquires 16-bit samples as well but should convert them to 
32-bit variab les in case of processi ng. Any multiplying of 
16-bit va lues gives a 32-b it output, that has to be right 
shifted to shrink the fo nnat to 16-bit. An architecture of 
the floating-po int unit a llows to do this operation on 2-byte 
variables, however, the fi xed point TMS320C5505 unit 
loses data when using variables of the same size (the C55x 

PU provides two m ul tip ly-accumulate (MA ) units, each 
capable of 17-bit x 17-bit multiplication in a single cyc le). 
T he input samples arc acq uired in the interrupt routine, 
evoked by the audio codec, a lso as in the TMS320C67 I 3. 
The line-i n input docs not prevent to connect the signal 
from the microphone in the case of abi li ty to contro l the 
software gai n by setting the proper bits in the audio codec 
regi sters. A s ize of the generated binary fi le is only 30 kB. 
It fits into the external non-vo latile EEPR M (connected 
to MIF by l2C interface) and during the booting process 
is uploaded into the internal memory DARAM in full , 
what a llows proper work in the standalone mode [8]. In 
fact in the TMS320C5505 eZDSP USB STICK board 
there arc no other poss ibilities than to fit all the code into 
the internal RAM , because, in oppos ite to platforms I and 
II , this board has no external RAM chip. Fig. 8. shows the 
memory map of the TMS320C5505. 

7. Comparison of platforms 

To summarize, Tab le I presents the main technical data 
and performance of the watermarking p latforms I, II , and 
111 . Beside the hardware specifications, some raw 
performance measurements arc added. It can be noticed, 
that platforms II and Ill , programmed in plain CIC++ 
language arc faster (produce lower delay) , arc more stable, 
eas ier to manage, and what is not obvious, they require 
less supp ly power than platform I, programmed in 
Matlab/Simulink. The most economical is platform 111 and 
it should be dedicated to the mobile applications. 
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CPU BYTE OMAIUSBiLCO 

ADDRESS·•· BYTE AODRESS0
•• MEMORY BLOCKS BLOCK SIZE 

000000h 0001 0000h 
MMR (Rn«ved) 18i 

0001 OOCOI\ --- -- ----- - ---- --- - - - - - -- - - --- -

OARAM
101 64K Minus 192 B,1 .. 

SARAM 256K Bytu 

il50000II 0100 0000n 

8M Mlnu& 320K Byte& SDRAM:mSDRAM 

800000h 0200 0000h 

4M By-r.a Asynehronoua 

COOOOOh 0300 -
2M Bytes AsynchfMOUI 

EOOOOOh 0400 0000h 
1 M Bytes A.&ynchronous 

FOOOOOh 0500 0000h 

Extamal~CS5 Spacetci 1M Minus 12.8K 8yt&s Asynehronou1 

FEOOOOh 050E 0000h 

FFFFFFh 050F FFFFh 

Fig. 8. Memory map of TMS320C5505 unit f 111 

Table I. Technical data and performance of watermarking 
platforms I, II, and Ill 

Platform 
/Parameter 

DSP platform 
and processor 

Program 
memory 

External 
RAM 

Programming 

Code size 

Audio codec 

Programming 
interface 

Signal delay 

Power 
dissipation 
(run) 

DSP board 
dimensions 

External 
dimensions 

Power supply 

Telephone 
connection 

Additional 
functionalities 

TMS320 
C6713 DSK 

4Mb FLASII 
with parallel 

interface 

128Mb 
SDRAM 

Matlab 
ISimulink 

185 kB 

16-bit 
8kSls 

TLV320 
AIC23H 

USB 

1.756 s 

1.75 W(*) 

222x 112 

lmml 

85xl96x310 
[mm] 

5V DC 
(external 

power 
adaptor) 

Galvanically 
separated 

I lardware 
selector for 

. . 
vanous wmng 

of handset 

(*) run under software debugger 
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II 

TMS320 
C6713 DSK 

4Mb FLASH 
with parallel 

interface 

128Mb 
SDRAM 

CIC++ 

76 kB 

16-bit 
8kSls 

TLV320 
AIC23B 

USl3 

32 ms 

1.4 W 

222xl 12 

Imm! 

85xl96x310 
[mm] 

5V DC 
(external 

power 
adaptor) 

Galvanically 
separated 

I lardware 
selector for 

various wiring 
of handset 

Ill 

TMS320 
C5505 eZDSP 
USll STICK 

512Kb 
EEPROM 

SPI 

N.A. 

CIC++ 

30 kR 

16-bit 
8kSls 

TLV320 
J\IC3204 

USB 
(FT2232) 

32 ms 

0.4 W 

93x40 
lmml 

50x55xl 10 
lmml 

1.8 5.5V DC 
e.g. battery 

2xl.2V 
or 3.7V 

Direct 

Low noise 
microphone 
preamplitier 

8. Conclusions 

In this paper the design of the DSP supported platforms 
for the real-time voice watermarking has been shown. 
Three presented solutions explained advantages, 
differences and problems during the fast prototyping such 
MatlablSimulink way in comparison to manually 
designed CIC++ programming. The first one is much 
easier during the design but is also slower, requires more 
resources, and is less tractable in the meaning of advanced 
configuration e.g. FLASI I memory booting for the mobile 
solutions. 

In future the authors plan to prepare a more detailed 
comparison between the MatlablSimulink based design 
and the manually tuned CIC++ programming. First rather 
raw measurements, presented in this paper, show that 
quickly designed platforms do not offer the optimal 
performance and require more hardware resources and 
more supply power. 
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ABSTRACT - The paper presents a comparison of speaker models 
used for fast speaker identification in short recordings of telephone 
conversations. The knowledge of the encoder type used during the 
transmission of speech allows to apply a model that takes specific 
characteristics of the encoder into account. This improves efficien­
cy of the speaker recognition process. The influence of the follow­
ing GSM encoders was tested: FR, HR, EFR and AMR. During the 
experimental research we used our database of short voice phrases 
that usually occur during emergency calls. This paper is based on 
our studies related to techniques for the GSM encoding detection 
and to algorithms for removing silence in the voice recordings. 

KEYWORDS - GSM, GMM, speaker identification 

I. INTRODUCTION 

Speaker recognition a is a new and attractive functionality, 
which often occurs e.g. in various types of call-center systems. 
An important factor influencing effectiveness of the speaker 
recognition (verification/ identification) is e.g. the quality of 
transmission / recording of the speech signal. In case of the 
public switched telephone network (PSTN) and the typical 
PCM bitstream of 64 kbit/s (8-bit quantization with sampling 
rate equal to 8000 samples per second) the speaker verification 
performance is about 95 %. An intrinsic use of the speech 
codecs applied in mobile networks decreases efficiency of the 
speaker identification [I, 2]. It can currently be observed that 
most of the calls are performed using the mobile network. For 
example, in 2010, the conventional telephone network density 
(a number of lines per I 00 inhabitants) in Poland was 21.6 only 
and is declining since 2004. In the same time the mobile 
network penetration rate (a number of SIM cards per I 00 
people) increased up to 123.4 [3]. 

The problem of building a correct model of a person to be 
verified by a biometric system is an issue that requires 
consideration of the specific acquisition and tTansformation of 
the signal. Knowing properties of the signal under test, we can 
compare it with patterns held in the dedicated database. A 
general idea of our speaker verification system is shown in 
Fig. 1. For each of the speakers we have developed models 
incorporating different types of speech coders. 

Discussion of encoders used in the experimental studies is 
given in Chapter 2 followed by description of the detection of 
the encoder type, based, according to our previous studies [4] , 

on the mel-frequency cepstral coefficient (MFCC) parameters 
and the mean square error (MSE). 

A selection of the speaker during the verification stage is 
realized by means of the Gaussian mixture model (GMM) 
approach. The speech preprocessing includes an algorithm for 
automatic removal of silence in the speech signal sequence as 
discussed in [5]. 

Models of speakers 

I ~~ IC:JC:JBB 
I 

Detection of Best model 
voice coder ............. selection Speaker 

1 i AccepU 

Speech signal 
Reject 

GMM based - speaker verification 

Figure I . Speaker verification with automatic selection of speaker models 

We assume that the analysis is based on the resynthesized 
speech. Direct application of the encoder parameters seems to 
be impractical according to [2], since such approach can be 
realized only in the systems implemented by the operators of 
the cellular network. Another assumption of our experiments is 
the use of the database of short speech utterances. Thus we 
assume that the detection of people should be very fast [6]. 

11 . SPEECI I CODERS 

A. GSMspeech encoders overview 

As mentioned in the introduction, an important element of 
the speaker verification systems is selection of the proper 
comparison model , depending on the speech coding technique. 
The following encoders used in the mobile telephony were 
tested during our experimental studies: 
• full rate (FR) encoder [7] , 
• enhanced full rate (EFR) encoder [8] , 
• half rate (HR) encoder [9] , 
• adaptive multi-rate (AMR) encoder [10]. 
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These encoders can be divided into two groups, which use: 
• full rate linear-prediction based on the analysis-synthesis 

with the RPE-L TP algorithm (regular pulse excitation -
long term prediction) that generates a 13 kbps bitstrcam 
with 8000 samples per second sampling rate; every 40 
samples are computed with the use of the previous 120 and 
split into frame, which consists of 160 samples, being 
equivalent to 20 ms of speech in the time domain 

• CELP (code excited linear prediction) algorithm -
enhanced full rate / adaptive multi-rate or half rate ; these 
encoders use ACELP (algebraic-code-excited linear 
predictive) algorithm (both EFR and AMR) or YSELP 
(vector-sum excited linear prediction) , respectively, 
generating bitstrcam of 4,75-12 ,2 kbps. 

Implementation of AMR [11], EFR [12], and HR [13] 
encoders have been based on the official ANSI C code, adapted 
to the authors' for batch processing. An interesting fact is that 
the EFR implementation [ 12] cuts about I 024 final samples 
from every speech file - in this case all sequences have to be 
extended with additional I 024 zero values before the next 
transcoding. lmplementation of the FR encoder has been 
reali zed with Matlab with the use of equations described in [7]. 

B. SNR a.fier GSM speech coding 

It is obvious that speech coders degrade signal quality. 
Errors between original and processed speech files can be 
estimated calculating SNR (signal to noise ratio). This value 
also gives us possibility to check how subsequent transcodings 
influence unprocessed speech. In [ 14] the authors proposed the 
following equation 

SNR=]Olog LcsORG)2 
L(SoRG - ScoDED ) 

(I) 

This equation assumes that we can directly compare 
samples of the original and encoded sequence. However, it is 
impossible to calculate SNR in this way in case of a delay 
between the unprocessed and processed speech. In order to 
obtain proper SNR results, we have used the correlation 
function to find the mentioned delay and shift of the coded 
sequence. In [ 14] the authors used only linear-prediction based 
GSM algorithms, making SNR calculation much easier. 

SNR values have been computed for our database of short 
sequences. 1t consists of 7200 speech files recorded with 22050 
samples per second and downsamplcd to 8000 samples per 
second with the use of high order polyphase filters. The 
database has been transcoded four times by four main GSM 
encoders: full rate (FR), enhanced full rate (EFR), half rate 
(HR), and adaptive multi-rate (AMR). The last three encoders 
use adaptive and fixed codebooks. ln this case, it is impossible 
to calculate SNR value even with the use of correlation 
function. 

Fig. 2 shows the corresponding set of samples (after fitting 
with the correlation function) of the original speech and the 
transcoded once by the AMR coder. As it can be noticed, 
calculation of the SNR values sample by sample may give 
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incorrect results if large differences occur between the 
corresponding samples. The EFR and HR encoders give very 
similar results. In the case of the FR encoder, which uses 
predictive algorithms, the corresponding transcoded frames are 
more similar to the original (using the correlation function 
gives better results than those presented in [ 14]). 

Fig. 3 shows the transcoding effects that occur during the 
FR coding. The SNR values for subsequent tandems (multiple 
subsequent transcodings) arc presented in Table I. Subsequent 
tandems affect the signal less and less but the SNR values 
decrease nonlinearly, as it was expected . 

i o:r 
-0·5o 20 40 60 80 100 

Sample number 

j 0.5, : 

l Jl-~ ---'------'--__.i.__..J_----1 

. 0 20 40 60 80 100 
Sample number 

Figure 2. Corresponding subset of frames of original speech and 
transcoded once by AMR ecnoder 

i_}~ 
0 20 40 60 80 100 

Sample number 

i F\?~\C?Sr\?Sd 
<C -

10 20 40 60 80 100 
Sample number 

Figure 3. Corresponding subset of frames of original speech and 
transcoded once by FR ecnoder 

T J\8 LE I. SNR V /\LUES COM PUT ED FOR TAN DEM S IN CASE 
OF FU LL RATE ENCODER 

Encoder SNR [dB] 
type I coding 2 codings 3 codings 4 codings 

Full rate 31.770 I 29.9596 28.4174 27 .0173 

IIL ALGORITHMS /\ND DJ\TJ\BJ\SE 

A. Speaker modeling method 

An extraction of the speaker features from a particular 
speech sequence starts with the division of the sampled signal 
into blocks of the length equivalent to 16 ms. Next, each block 
is multiplied by the Hamming window function , and the OFT 
(discrete Fourier transform) is calculated to finally receive 12 
MFCC (me/ frequency cepstral coefficients) by met-scaling. 
Obtained feature vectors arc used to train the model with the 
GMM . The expectation-maximization (EM) algorithm is used 
during this step. 



B. End-point detection - removing silencefrom speech 

Experiments described in [5, 15] proved that removing 
silence from speech significantly improves speaker recognition 
even if the modcled speech contains only several words. From 
four of the presented EPD (end-point detection) algorithms 
(both in their basic and extended forms) we chose two for 
further tests: the energy analysis and the Jang HOD (high­
order differences) method (presented by Roger Jang in [ 16 ]). 
Table II summarizes the main ideas of the mentioned methods. 

TABLE II. EPD METHODS USED FOR SREAKER RITO(iNITION 

Method Short Description 
Energy analysis Calculation of energy 

Jang HOD 
Use of volume and high-order 

di ffcrenccs 

In our application the described algorithms were enhanced 
by detection and removal of silence in the beginning, middle, 
and at the end of each sentence (extended version), therefore 
we arc calling them "middle energy" and "middle Jang HOD" 
algorithms. 

1) Middle energy algorithm 

This EPD algorithm is based on the analysis of the signal 
energy, which can be computed from equation 

k ... 

Ei = Lx2(n) (2) 

where i stands for the number of the window of the signal x, 
k;p is the first sample of the i-th window, and k;k is the last one. 
Number of samples in one window used to count the energy is 
80, and the length of each window is 0.0 l s. The offset of the 
window is equal to 0.00 l s. 

Selection of threshold parameters were tested on wave 
sequence: "Chcialbym zglosic wypadck" (in English: "I would 
like to report an accident") which has 16 383 samples and lasts 
for 2.05 seconds. A mean value of the energy in this wave is 
1.7578 with the minimal value very close to zero (0.00006) 
and the maximum value of 15.384. The energy threshold was 
chosen experimentally and is equal to 0.1. After removing the 
silence from the tested sentence the length of raw speech 
decreased to 1.04 second i.e. to 8335 samples. Mean energies 
of the voiced and silence parts arc 3.6 and 0.016, respectively. 

2) Middle Jang HOD algorithm 

This end-point detection algorithm uses high-order differences 
of the speech signal to detect speech. Individual steps of the 
algorithm arc as follows: 

a) Computing volume ( V) with the use of equation (3) 
and the absolute value of the sum of thej-ordcr difference (H) 
with equation ( 4 ): 

V 
I (3) 
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k,. ~i x(n) 
H.=" . , 

I ~ A / 
n=k o.n· 

V' 

(4) 

where x describes the signal, n - the sample number, i stands 
for the number of the time window, kip and k;k arc the first and 

the last sample of the i-th window, respectively, ~ represents 
the differential. Next, the values of V and H arc normalized. 

h) Computing the VII curve from volume ( V) and sum 
of obtained differentials (ff): 

VII= (V + H)/2 (5) 

c) Computing threshold f for VH in order to determine 
the end-points. The threshold is defined as 

t = VHmin + (Vf/ 11= -VH111i11 )x r . (6) 

A default value of r = 0.125. A length of the time window 
to compute the volume is 0,016 s. A number of samples in a 
window is 128. Adjacent windows arc not overlapping. 

A number of differences (in our case j = 4) was chosen 
experimentally for the sentence mentioned in the description 
of the previous method. In this example the mean value of VH 
was 0.1757, while the range of values fluctuated between 
0.0015 to 0.9611. The threshold value computed from 
equation (6) equals 0.0922. In this case the length of the 
voiced signal was 0. 75 second i.e. 6022 samples. The mean 
VH values of the speech samples and the removed silence arc 
0.3762 and 0.0274, respectively. 

C. Datahase 

The database (described in [5]) used in our experiment 
consists of 6 sentences repeated 30 times by each of 40 
speakers (males and females between 20 and 55 years of age). 
An average length of the recorded sentences is 1.6 second. 

Recordings were realized during three sessions. Every 
speaker repeated each sentence 10 times at once. Time break 
between sessions was I to 6 weeks. 

Each of 7200 samples was recorded in an anechoic 
chamber with the use of an omnidirectional condenser 
microphone. The sampling rate of the recorded samples was set 
to 22050 samples/second and to 16 bit resolution. Next, the 
recorded phrases were downsampled to 8000 samples/second 
to compare with the telephone quality speech. An average 
duration of speech sentences is about I s, thus during the 
experiment the features obtained from 5 random sequences 
were combined to create a model of each speaker. 

IV. INFLUENCE OF GSM CODERS ON SPEAKER RECOGNITION 

To determine how each coder influences the speaker 
recognition accuracy, we tested four GSM coders (AMR, EFR, 
FR, and HR) and the unprocessed (raw) speech in matched 
conditions. This means that the speaker model and the speaker 
sentence used for tests were taken from the same database, thus 
coded with the same coder. 
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As it can be seen in Fig. 4, coding of speech decreases 
accuracy o f the speaker recogni tion, which was ex pected. 
However the results show that the F R coder apparently ex trac ts 
some crucial speaker features because e ffectiveness o f the 
speaker recognition system fo r speech encoded with this coder 
is increased in compari son to raw (unprocessed) speech. Other 
coders in the order from the best to the worst result are: EFR, 
AMR, and HR. EER (equal error rate) values fo r thi s 
experiment arc presented in Table rn in bold. 
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Figure 4. lnnuence ofGSM cod ing on speaker recogni tion 
for matched conditi ons 

V. INFLUENCEOFTANDEM ING/\ D SILENCE REMOV/\LO 

SPEAKER RECOGN IT ION 

In the next step o f our experiment we tested the e ffect o f 
multiple coding and decoding of speech o n speaker 
recognition. For that, we used speaker models coded once with 
one o f the coders, and test sequences coded one and fo ur times 
with each coder. 

Furthermore, we tested the influence o f silence removal 
a lgorithms on already transcoded speech. Two methods 
described earlier were used and the e ffects arc described below. 
Tables Ill to V show the results o f the perfo rmed experiments 
both in matched and in mismatched conditions. Gray highlight 
shows the lowest va lue of EER fo r a given test sequence. 

A. Tandeming 

Every cellular phone ca ll comes through the base station 
and the base station controller. T here can be several switches 
between the sender and the receiver. Every operatio n o f coding 
and decoding has impact on the signal quality. An idea of 
tandcming (transcoding the speech several times) is to check 
how it influences the speaker recogni tion accuracy. 

Table Ill shows E R va lues for matched and mi smatched 
conditions for four GS M coders. Speech samples used fo r the 
test and the training part were transcoded I and 4 times. It can 

200 

be observed that in cases o f AMR, EFR, and HR encoders EE R 
va lue increases with the number o f tandcming. An interesti ng 
fact is that fo r the FR encoder, recognition accuracy is higher 
than for the raw data even when transcoded 4 times. It can be 
observed in the highlighted fi e lds in Table IIJ , whose structure 
tends to be diagona l. 

T /\BLE Ill. EER OF SPEAKER Rl-::COGN IT ION 
FOR TRAN SCODED SPEECII ( IN %) 

~ 
Speech transcoded Speech transcoded 

Raw I time 4 times 
~ -~ -

speech 
AM I{ t: rn FI{ ,m AM I{ H I{ FI{ ~rn 

I - ~ -
Raw 

25.7 30.6 26.3 24.7 35.2 38.9 37.5 24.3 43 .6 
spee<.:h -
/\M R 33.9 33.0 29.8 3 1.7 35.5 39.4 39.2 30.9 42.2 

EFR 3 1.2 3 1.0 27.3 28.9 33.7 39.0 38.2 28.3 42 .2 
··-· -· 

FR 27.2 30.4 26.5 24.4 34.0 37.9 35.5 23.2 43.4 

TIR 38.2 36.4 34.3 35.4 35.3 40.1 40.7 34.7 40.1 
-~ -~ 

Fig. 5 presents plotted lines o f va lues included in Table III. 
The abscissa ax is is described with the tested sequence 
transcoded by a specific encoder, while the ordinate ax is shows 
the EER value. Colors of the plots correspond to the used 
models. As it can be observed, the full rate encoder gives better 
results even than the raw data. 

45% 

40% 
Model : 

35% - RAW 
er: 
UJ -RAW AMR 
UJ 

30% '-RAW EFR 

- RAW FR 

25% - RAW HR 

20% 

RAW AMR ffR rn HR AMR4 EFR4 FR4 HR4 

Speakertesl sequpnce 

Figure 5. EER of speaker recognition system fo r transcoded spee<.:h 

B. End-point detection 

As it can be inferred from comparing Tables Ill , IV , and V 
removing s ilence has a significant influence on the speaker 
recognition system. Even for raw speech the results arc better 
(an improvement from 26% to 17% and 16% fo r the middle 
energy and the middle Jang HO D algorithms, respecti ve ly). 
Though, both a lgorithms give quite similar accuracy. 

I) Middle energy algorithm 
Table IV shows results fo r matched and mi smatched conditions 
with the use of fo ur GS M coders. 

Remov ing silence, both from the model and the tested 
speech, improved the recognition e ffi ciency. The best results 
were obtained for the test speech coded only once with any 
coder and the model, which was adequate to the coder. 



In case of tandeming for the tested speech coded with the 
EFR coder, the best results were acquired for the speaker 
models coded with the AMR and EFR coder. When voice of 
the verified speaker were coded 4 times with the FR coder the 
best accuracy can be observed for the speaker modeled after 
coding with the FR encoder. However, good results arc also 
received for the unprocessed speech and the EF R model. 

TABLE IV. EER OF SPEA KER RECOGNITION FOR TRANSCODED SPEECH 
WITH REMOVED SILENCE BY MIDDLE ENERGY M ETIIOD { IN %) 

-

~ 
Speech transcoded Speech transcoded 

Raw I time 4 times - -
speech 

AM R HR FR HR AMR HR FR IIR 
I 

·····--···- · 
Raw 

17.J 18.9 17.8 18.7 27.5 29.3 22.3 19.3 44 .2 
speech 

- -. 
AMR 19.7 18. 1 17.7 19.7 23 .3 24.5 1 ' 18.7 20.9 43.3 

- - c~ 
EFR 18.3 ' 17.7 16.6 18.3 23.4 26.7 19.3 19.3 43 . 1 

-

FR 19.0 19.9 18.6 16.9 26.0 3 1.2 23.9 17.3 44.6 

' .< ·· 
HR 25.5 23.0 22.8 24.6 20.7 24.6 20.9 25 .1 34.2 

-- -~ '--------

Fig. 6 illustrates the obtained EER values. Designation ME 
stands for the model processed with the middle energy 
algorithm, and each line represents speaker model tested 
against the speaker test sequence listed on the horizontal axis. 

a:: 
UJ 
UJ 

45.0% 

40.0% 

Models: 
35.0% - 1 

- ME 

30.0% -AMRME 

- EFRME 
25 .0% 

-FRME 

20.0% - HRME 

15.0% 
RAW AMR EFR FR HR AMR 4 EF H 4 H< 4 HH 4 

Speaker test sequence 

Figure 6. EER of speaker recognition system for transcoded speech with 
removed silence with use of middle energy method 

Every model (apart from the one coded with the HR coder) 
gives similar results for testing speech coded only once. HR 
coded test speech stands out here (the only exception is when 
the model is coded also with the HR encoder). For testing the 
speech transcoded 4 times with the H R coder all results are 
worse, though the H R coded model is better in this case. 

2) Middle Jang HOD algorithm 
As it can be inferred from Table V and Fig. 7, the middle 
Jang HOD algorithm, used for removing unvoiced parts of 
speech, shows significant improvement of the speaker 
recognition accuracy. It brings a very similar effect to that of 
the previously studied middle energy method. The differences 
between them arc almost unnoticeable. 
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Tt can be a lso observed that in case when the tested speech 
is transcoded 4 times with the HR coder no EPD algorithm can 
improve recognition accuracy (except when the model is also 
coded with the HR encoder). 

As in the prev ious method, the best results can be observed 
when the mode l and the speech of the vcri ficd speaker are 
coded with the same coder (this conclusion is certainly valid in 
both cases of l and of 4 transcodings). 

In Fig. 7 the abbreviated designation MJH stands for the 
speaker model processed with the middle Jang HOD algorithm. 
The corresponding graph shows recognition accuracy (EER) in 
reference to the transcoded test speech sequence. 

TABLE V. EE R OF SPEAKER RECOGN ITION FOR TRA SCODED SPEECI I 
WITH REMOVED SILENCE 13Y MIDDLE JANG HOD METHOD {IN %) 

Test 

Model 
Raw 

speech 

AMR 

EFR 

FR 

lfR 

45.0% 

40.0% 

35 .0% 

er: 30 .0% 
u.J 
w 

25 .0% 

20.0% 

15.0% 

Speech transcoded 
Raw I time 

speech 
AMR t:FR rn HR 

16.4 18.7 17.5 18.6 27.5 

17.5 19.4 24. 1 

16.5 18.2 24 .0 

18.8 20.0 18.7 26.2 

25.5 22.7 22.5 23 .9 20.6 
- ·······-

Speech transcoded 

AMR 

29.9 

25.5 
-~--
27.2 

3 1. 6 

25.7 

4 times 

EFR 

22 .5 

19.4 
-·-.. -· 

19.8 

24.0 

2 1.4 

FR IIR 

19.7 44.7 

20.8 42.4 

19.7 44 .0 

16.9 44.2 

25.2 34.1. 
d 

Models: 

- M JH 

-AMHMJH 

- EFRMJH 

-FRMJH 

- HRMJH 

RAW .A.M R EFR FR HR AMR4 EFR4 FR 4 HR4 

Spea ker test sequence 

Figure 7. EER of speaker recognition system for transcoded speech with 
removed silence with use or middle Jang I IOD method 

VI. TIM E OF PROCESS fNG 

Presented experiments were performed in the Matlab 
environment on the Linux operating system. The hardware 
used for tests involved Xenon Quad Core E5405 2.0 GHz CPU 
and 2 GB RAM. 

Table VI and Fig. 8 present average time of computations 
for each part of the speaker recognition system, i.e.: silence 
removal , feature extraction, creation of model , and verification 
of one particular speaker with one model. The time unit is 
mi I Ii seconds. 
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TABLE VI. PROCESSING T IMI '. (IN [MS]) 

Speech with removed ilence 

Raw speech Middle 
Middle energy 

Jang IIOD 

Silence removal --- 54.0 236.2 

Feature extraction 2.7 1.7 1.6 

Model creation 181.7 65 .6 6 1.4 

Verilication of speaker 1.8 1.3 1.2 

0 erall 186.2 122.6 300.4 

The tested algorithms a rc or va rious complexities, thus the 
time consumption of their performance is adequate - removing 
si lence with middle Jang 11 D a lgorithm takes more time than 
computation of the s ignal energy. 

0.35 

0.3 
..::'.!. 
0.0 0.25 C 
V> 
.I'! 
Qi 0.2 
e 
Cl. 0.lS 
~ 

0 

E 0.1 
i= 

0.05 

0 

-
/ 

./ ,---
/ 

.j/ ----I / 

/ 

/ 

/ 

Raw speech Middle energy Middle 
JangHOD 

• Spe.:iker venfica t1on 

Model c1e.it1on 

• Feature extrac.t1on 

• Silence remova l 

f-'igurc 8. Time of processing raw speech and speech wi th removed si lence 

Even though detection of s ilence is time consuming, speech 
containing only voiced parts enab les to c reate the speaker 
model faster (because of the much sma lle r amount or the 
sa mples left). Therefore, in case or the middle energy a lgorithm 
the sum or the time spent on detecting ilence and creating the 
speaker model is shorter than for the unprocessed speech . Only 
when the middle Jang H D method is used the computa tional 
time is longer. 

VI I. CONCLUSIONS 

The article show · that se lection of the appropriate model 
s ignifi cantly improves verification of the speaker. In general , 
the tudied verification is the most pl aus ible when the ba ·e 
mode ls of the speakers include the FR encoder parameters. 
Such a s ituation occurs i r the E PD algorithms arc not used. 

Removal of silence improves vcri fi cation , but it is closely 
linked with the dedicated mode l. Removing of s ilence from the 
transcoded speech leaves the voiced speech parts on ly, which is 
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s ignificant for coding feature · of the particular pcakc r. The 
computation time for cutting s ilence by the middle energy 
method is shorter than for the unprocessed speech. Thus, 
app lying this a lgorithm g reatly en hances the speaker 
recognition correctness and can be used for creating better 
speaker identification a lgorithms. 
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ABSTRACT - The paper examines issues related to the determina­
tion of features distinctive to sound generators using a fusion of 
mel-cepstral and cepstral information for an Automatic Speaker 
Recognition (ASR) system. Parameterization of the speech sig­
nal is crucial to these systems, as the chosen parameterization dic­
tates the effectiveness of the diagnosis and the speed of the system. 
The authors focus on the use of speech signal processing methods 
that consider the phenomena connected with the speech generation 
process while searching for features related to speech characteristics. 
A well-designed system should be able to extract speech characteris­
tics independent of the linguistic content of the speech. The research 
presented in this paper focuses primarily on multicriteria optimiza­
tion of the generator parameters based on a set of descriptors derived 
from the fusion of the mekepstra and cepstra and also considers the 
use of additional features. Finally, the evaluation of the results was 
based on the analysis of the Fisher coefficients and main components 
of a set of descriptors. 

KEYWORDS - automatic speaker recognition, feature generator, 
features selection, PCA 

I. INTRODUCTION 

Speech is a natural and one of the most effective means of 
communication between humans. Automatic speaker 
recognition has a variety of technical solutions. The common 
feature of these solutions is the processing of the speech signal 
using a digital device to extract the required information for 
specific applications. In general, the procedure for 
identification of persons can be divided into three phases. The 
pre-processing block is responsible for receiving the signal 
from the microphone and its initial processing, involving also 
quality enhancement of the signal. The second stage involves 
analysis of the speech signal, in order to obtain parameters 
carrying information about the individual characteristics of the 
voice of the speaker, regardless on the speech content. The 
final stage of classification is based on similarity of obtained 
parameters of the signal sample to their previously acquired 
references (in the so-called teaching process) for particular 
persons [ I ] . 

II. PARAMETRIZATION OF THE SPEECH SIGNAL 

The most important step performed by a speaker 
recognition system is to generate an appropriate set of 

numerical descriptors that best characterize the recognized 
speakers. The purpose of the parameterization of the speech 
signal for ASR is transformation of the temporary input process 
to obtain the smallest possible number of descriptors 
contammg information relevant to the speaker, while 
minimizing their sensitivity to variation in the signal that is 
irrelevant for ASR. The selection of these descriptors was 
guided by the analysis presented above, the process of speech 
generation and the searching for elements related to the 
individual characteristics .. 

A. Research method 

The recordings of the acoustic signal were made at the 
Institute of Electronic Systems Faculty of Electronics WAT 
using a Monacor DM-500 dynamic microphone, a computer 
sound card and Matlab software. During the test, the distance 
from speaker's mouth to the microphone was approximately 10 
cm. Additionally, the microphone was equipped with a shield, 
which prevents distortion associated with whistling sounds (s-, 
s-, cz-, c-) and explosive sounds (p-, b-, t). 

The phonetic material included a variety of phonetic text 
produced from fragments of a typical dialogue, that may occur 
for example at the airport or at the border and a sublime and 
fun expression In this way the authors have received series of 
speeches significantly different in terms of intonation of 
a similar nature to the expected expression, people, who will be 
identified in the future. The total length of all recordings was 
about 4 minutes. The study group consisted of 38 men and I 0 
women. The signals were sampled at a frequency of 22.050 Hz 
with 16-bit amplitude resolution and recording of a single 
channel (mono). A database containing the speaker identifier 
has been created from recorded expressions and the 
corresponding samples of the acoustic signal. 

B. Pre-processing 

Pre-processing of the speech signal is a very important step 
in data processing because it precedes the introduction of the 
signal to the features generator and has a fundamental effect on 
the quality of the speaker identification process. The main 
purpose of pre-processing the speech signal is to ensure the 
greatest independence of the acoustic signals from the settings 
of the recording equipment. In the pre-processing stage, the 
filtration - lowpass type II Chebyshew filter: ( 4.6 kHz, -3dB), 

This work is supported by the Poli sh Ministry or Science and Higher Education in the years 20I0-2012 as a development project. 
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(Ski lz, -6 dB), and normalization is perf<.mned to eliminate 
differences between different frequency characteristics and the 
measurement circuits. The return loss, noise and disturbance 
were bypassed by assuming no distortion and signal noise 
issues. I lowcvcr, these issues will he taken into account in 
further research. 

( '. Feature genera/or 

Speech signals have a variable frequency structure in time. 
Tlrns, the paramctcrization is subject to successive signal 
fragments and not the signal as a whole. Sections of the 
divided signal arc called frames. Generally, the frame length 
Al is related to the shift (leap) T, as follows 

I 
r = tit 

3 
( I ) 

One of the first tasks for the authors was to establish the 
basic parameters of the features generator, which is the frame 
length. Durations of the individual phonetic units arc different 
and depend on the speaker. Units consisting of voiced sounds 
arc characterized by a duration ranging from I Oms to even 200 
ms. The range of variation is substantial, so the decision 
concerning the choice of the frame length is extremely 
important in the ASR. Studies on the optimization of the 
individual parameters features generator arc presented in the 
chapter 4. Framing of a signal causes discontinuities in the 
processed signal, which is associated with frequency leakage. 
To minimize this effect, the signal of each frame must he win­
dowed by multiplication with an appropriate window function. 
Windowing results in the smoothing of the discontinuity and 
the removal of false spectral components. The I lamming 
window with good properties has been applied by the authors. 

w(n) = 0,54-0,46cos( 
2
;•} 0 <; n <; N (2) 

Because important infonnation related to the speaker is 
contained only in the voiced parts of speech, only the "voiced 
frame" should he considered during the analysis. Voiced 
fragments arc characterized by the occurrence of regular peaks 
(with the period of a basic tone). The voiceless parts arc similar 
to an aperiodic signal. In the system, the classification of the 
speech signal into voiced or unvoiced parts is performed using 
the autocorrelation function. To verify if a sound is voiced, the 
second global maximum is determined and checks one level 
(the first maximum is in zero). If the level is higher than 
a reference value /Jv, then this part is considered to be voiced; 
otherwise, it is deemed voiceless. Determining the optimal 
level of p 1• is another step in the optimization described in 
('haptcr 4. 

By choosing representative frames for each speaker, an 
additional constraint was applied by the authors - the detection 
of speaker activity. During the registration, parts of the signal 
in which the speaker is not active occurred. Use of another 
parameter responsible for the rejection of frames without 
speech is aimed at eliminating the silence of the recording and 
the rejection of frames that arc potential noise, which can cause 
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erroneous feature extraction. The authors decided to base on 
the power of the variable component (the variance of the signal 
by threshold. The establishment of an additional parameter, the 
power level, is the next task to optimize. 

III. GENERATION OF NUMERICAL DESCRIPTORS 

ASR systems must numerically express speech signals 
using well- defined descriptors that characterize the speaker. 
The features utilized by these systems must he describe the 
human voice as a means of distinguishing between different 
speakers. After appropriate feature selection, a feature vector 
will be created and used as the basis for classification 
( identification and verification). The authors decided to search 
for distinctive features by considering phenomena related to the 
internal structure of the source of the speech signal. In practice, 
the feature generation is based on three cepstral analysis 
techniques. In each method, a set of preliminary pre-selection 
characteristics is created, and then all generated descriptors arc 
fused. 

A. Cepslralfealures 

The primary and basic form in which the speech signal is 
registered is its temporal form. The time domain is not the most 
appropriate to perform further operations because the speech 
signal is characterized by significant redundancy. Further 
analysis of the speech signal is more efficiently performed in 
the frequency domain. A significant number of computer 
methods arc based on spectral analysis, which replaces the 
convolution in the time domain with the product of the 
spectrum of stimulation (laryngeal) and the spectrum of 
transmittance of the voice track ( variable in step of articulation) 
in the frequency domain [ 2 ]. However, as the amplitude of the 
speech signal is modulated by the passing through the voice 
path, it is preferable to calculate in the first phase the logarithm 
of the spectrum. This way, the multiplicative relationship 
between the stimulation and the voice path is re-placed by an 
additive relationship, which greatly simplifies the subsequent 
separation of the two components. The reasoning presented 
above leads directly to homomorphic processing methods, in 
particular to the concept of ccpstrum [ 4, 5 ]. 

The amplitude spectrum of the speech is usually dctcnnincd 
using a Fast Fourier Transform. The signal is composed of 
a rapidly changing factor (arising from the stimulation) and 
a slowly changing one (arising from the current construction of 
the organ of articulation) that modulates the amplitude of 
successive pulses resulting from the stimulation. Interpretation 
of the spectrum amplitude logarithm is similar, but the slowly 
changing component is not multiplied by the amplitudes of 
individual pulses from stimulation. In-stead, the slowly 
changing component is added to the amplitude of the individual 
pulses. The calculation of the spectrum of such signals shows 
that the low-frequency waveforms associated with the 
transmittance of the voice path arc close to zero on the pseudo­
time axis, and pulses associated with laryngeal sound begin 
approximately at the laryngeal signal period and repeat 
periodically. Information related to the voice path 
transmittance is focused near zero time, and therefore, one 



should look for concise information on what is being said in 
this area. On the other hand, for the time period above the 
laryngeal sound. Because the laryngeal sound is closely 
connected to anatomy of the larynx and glottis, it is a good 
carrier of individual information A thorough analysis led us to 
conclude that the characteristic descriptors include the 
fundamental frequency Fav (Descriptor I), corresponding to the 
inverse of the first maximum of the cepstrum, and the values of 
the 4 successive maxima of the ccpstrum normalized by the 
value of the first maximum [4]. 

B. Mel cepstral.features 

The most popular method of paramctcrizing speech signals 
is to use the MFCCs (Mel-Frequency Cepstrum Coefficients). 
This method is based on sub-band analysis of the signal using 
bandpass filters equally spaced in the met scale of frequency. 
A major feature of this transformation is the conversion of the 
spectrum to a linear scale, which accounts for the nonlincar 
perception of sound frequency by humans and significantly 
reduces the size of the data. A general diagram of this method 
is shown in Fig. I [3]. 

PRl­
PROCCESI.\G 

FIT \IEL IIA.\K 
FILTER 

DCT 

Figure I. Diagram of the calculation of coefficients M FCC 

MFCC 

The first step in determining the MFCCs is to calculate the 
discrete spectrum of the signal's representative frames using 
the Fast Fourier Tran~form (FFT). The spectrum is then 
filtered using characteristics inspired by the physiology of the 
human car. The response of the human car depends 
nonlincarly on the frequency of the received sound. The 
details of speech arc more easily detectable in the low 
frequency range (up to approximately I kHz) than in the 
higher frequencies of the audible spectrum. It follows that the 
accuracy is reduced at higher frequencies, and a wider 
bandwidth is required to compensate for this loss of accuracy. 
The mcl scale was determined empirically by the following 
proccss[3J: 

(3) 

To perform the non-linear transformation of the spectrum, 
a set of filters spaced evenly in the nonlincar mcl scale has 
been created. Triangular-shaped filters are defined in the 
frequency domain, which allows their responses to be 
computed using the sum of the products of the module spectra 
and the triangular function. The logarithm of the outputs of all 
filters is then taken, and the result is then subjected to the 
discrete cosine transform. The resulting vector of MFCCs has 
a length equal to the number of bands. 

Thirty filters were applied during the MFCC generation, 
providing 30 distinct coefficients, ie 30 filters used in the band 
from zero to half the sampling frequency.Determining which 
of the MFCC features arc representative of the pronounced 

f\JTAV/SPA 2012 
FRIDAY, SEPTEMBER 28 • SESSION 6: AUDIO ?ROCESSING Ill 

sound and which arc representative of the speaker is a difficult 
task. Features that arc related to the linguistic content of the 
speech should not be considered and, as described above, the 
ccpstral rcconvolution technique should only consider features 
above a certain threshold. The authors applied an initial pre­
selection of relevant features and reduced the length of the 
MFCC vector to 7 while minimizing any loss in the vector's 
representativeness. The results were checked using Principal 
Component Analysis (PCA). This method was used because of 
the large initial dimension of the preliminary vector of MFCC 
features. Display 30 - dimensional vector of MFCC features 
on plane, enabled the efficient initial pre-selection of features 
relevant to the mode led of feature generator. 

C. Weighted cepstral.features 

The authors, inspired by the idea of the MFCC method, 
attempted to extend the feature vector to include other features 
defined in the ccpstrum by using sub-band bleeder filters. The 
proposed algorithm docs not produce the same peaks at their 
expected positions; rather, it sums the amplitudes of all of the 
relevant bands with certain weights. To optimize the system, 
the optimal characteristics of the filter (weighting function) 
and the optimal widths of the bands must be selected. The 
rectangular function was found to be optimal. The second 
through the fifth ccpstral maxima represent the 4 relevant 
weighted ccpstral features and arc normalized to the sum of 
the amplitudes received in the first band, which corresponds to 
the fundamental frequency. 

At the feature generation step, 16 numerical descriptors arc 
defined to differentiate speakers C1-C16. These descriptors 
include the fundamental frequency Fav ( C 1 ), corresponding to 
the inverse of the first maximum of the ccpstrum; four 
weighted ccpstral features ( CrC5); the 4 successive normed 
maxima of the ordered ccpstrum ( C6-C9 ) and seven mcl­
ccpstral features ( Cio-C16). Each set of features for each 
speaker was averaged over a set of representative frames. 

IV. MUL TICRITERIA SYSTEM OPTIMIZATION 

The previous section showed a general diagram of the 
designed system. Depending on what function the system is to 
fulfill (recognizing the content of speech or the identity of the 
speaker), the optimal parameters of the system must be chosen 
with a consideration of the procedure of features extraction and 
the registration mode. The authors had the task to optimize the 
system based on four basic parameters: the length of the frame 
(L\t) and its shift (r), the threshold of voiced frame (JJv) and the 
level of power (pp)· 

Due to the wide ranges of changes of all the optimized 
parameters, the authors decided arbitrarily to make an initial 
choice of the value of the parameters based on the coefficient 
of significance that Fisher defined in the following function 

C -C. 
F;;(.l) = I } 

· a +a 
I I 

(4) 
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The quant1t1es ci, Cj and u;, O:i denote the sample mean 
values and the sample standard deviations of features for 
classes i and), respectively [8]. 

The Fisher coefficients of significance were determined for 
nine descriptor based on the eight classes consi ting of four 
women and four men . The even partition of men and women 
was not accidental. Note that the value of the descriptor may 
have high discriminative power between women but much less 
for men . Thus, the Fisher coefficient of significance was 
categorized into three subclasses: Women, Men and the 
subclass of All. Because the number of classes is more than 
two, the Fisher coefficient of significance was calculated for all 
pairs and was subsequently summed (the total Fisher 
coeffic ient of significance). In the first stage, the parameter to 
optimize was the frame length (~/). The results arc illustrated 
in Fig. 2. 
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Figure 2. Aggregate or Fi sher measure for each subclass depending on the 
length of the analyzed frame of the signa l 

rt is clear from the graph that for a small frame length (30-
40 ms) Fisher coefficients are small. The strong growth begins 
approximately 50 ms, and for the frame lengths exceeding 90 
ms, the value of coefficients in subclasses Women and All arc 
significantly decreased. Thus, a frame length ranging from 60 
to 80 ms was chosen. Note that there is no such frame length 
for which the Fisher coefficient of significance reaches 
a maximum in all three subclasses. Thus, we attempted to 
compromise. Finally a frame length of 65 ms was chosen. To 
validate the choice, several series of detailed studies have been 
performed. These studies confirmed that the optimal frame 
length was ~ / = 65 m . 

Another parameter to optimize was the shift with which the 
frame will move along the analyzed pccch signal. To solve the 
problem, note that a mailer step value yields a larger number 
of frames , which translates into a longer calculation time. We 
attempted to seek the shift value of the frame run in parallel 
with the optimization of the two other parameters (pv, and p,J 
Due to the large amount of information contained in the input 
data ( I I-dimensional vector of features), we decided to 
optimize based on the analysis of the main components 
(Principal Componenl Analysis - PCA). The essence of the 
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PCA method is the transformation of a large amount of 
information contained in the mutually correlated input data into 
a set of statistica lly independent components arranged 
according to their validity. The PCA step was one of the most 
laborious research stages. The work rcl icd on the observation 
of the change of position of the feature vectors for a speaker on 
the PCA i/PCA 2 plane. The research was ba cd on three sets of 
8 speakers. 

According to the literature [4], calculating the fundamental 
frequency by the cepstral method is less accurate but more 
robust than the autocorrelation method, especially for an 
extremely noisy speech signal. To achieve greater stability of 
the descriptors, we decided to introduce an add itional 
constraint used in se lecting the correct frames. The 
fundamental frequency will be compared ba cd on the 
autocorrelation function and the cepstrum. Finally, we decided 
that if differences between the values of the fundamental 
frequency frame by these two methods differ by more than 
15%, the frame will be rejected automatically and will not be 
involved in the generation of descriptors. The set of optimized 
parameters for the fcat11rcs generator of 15-second cgmcnts of 
voice are shown in Tab. I. 

TABLE I. OPTIMIZED PARAM ET ERS OF TII E FEAT 

Parameter 

Frame length t 

Shift frame 1 

Voiced level Pv 

Power level PP 
Level of differences in the 

fundamental frequency Pr 

V. FEATURE SELECTION 

Value 

65 ms 

16 ms 

10% 

20% 

20% 

The set of descriptors defi ned at the stage of features 
generation arc the maximum set of distinctive features. These 
descriptors can be u cd in automatic pattern recognition 
systems that represent the tested object. The maximum set of 
features has been shown to often not lead to the best results 
because they may have different impact on the pattern 
recognition . Some of the features resemble noi se, thereby 
reducing the recognition efficacy. Some of the features are 
strong ly correlated with the others, thereby adversely 
impacting the quality of classification by dominating over 
others and dampening their beneficial cffects[6]. The 
important clement is thus the assessment of the quality of each 
feature and election of the best set of featu res on which the 
classification will be performed 

Two strategies can be used to study the quality of these 
features. The first strategy is to test each feature regardless of 
the method of classification (the so-called filtering features) 
and assess their ability to differentiate the speakers without 
considering the pccific classifier. The second strategy is to 
select the features based on the characteristics of the classifier 
[6]. The author · decided to filter the characteristics because 



a final decision regarding the specific classifier has not yet 
been made. 

The authors applied a pre-selection based on the Fisher 
method to extract the numeri ca l properties of the various 
parameters characterizing the speakers. According to the 
assumptions of the Fisher method, a large aggregate va lue 
coefficient of signi fi cancc indicates a good potentia l 
separation between c lasses . Jn contrast, a small va lue means 
that the feature values belong ing to both classes arc scattered 
and potentially interming led with each other, thereby 
disqualifying one as a diagnostic feature. The total Fisher 
coefficients of significance of each descriptor arc shown m 
Fig. 3. 
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Figure 3. Tota l Fisher coe ffi cients of s ignificance of each descriptor. 

It is difficult to clearly determine the optimal set of 
features carrying the important differentiating information on 
the basis of these results. Another solution may be offered by 
analyzing the distribution of the two principal components 
found using the PCA analysis when including different 
numbers of significant descriptors. It is important to maintain 
proper normalization when using this method so that the 
values of all features are expressed at similar numerical 
magnitudes. This standardization can be performed in many 
different ways. In this study, the features were normalized 
using the maximum value of each descriptor. Regardless of the 
total discriminant value of each feature , when building the 
automatic classification system, it is worth checking the 
discriminative power of the descriptors employed. However, it 
is known that the feature di scriminative ability may change 
when used in co-operation with the others. Some features 
(even the worst ones) can be mutually enhanced, thereby 
raising their di scriminative ability. We performed that analysis 
by following changes in the positions of the each vectors 
defining the speaker on the PCA 1/PCA 2 plane. Fig. 4 shows 
two examples of this di stribution. Fig. 4.a applies to the full 
set of features , and Fig 4 .b shows the results using only the I I 
best features . 

Based on the Fisher coeffic ients of significance of each 
descriptor and of the observed changes in the feature vectors 
based on the PCA transformation , the optimal 16-dimcnsional 
feature vector VP, called the Voice Print, has been determined. 
For each speaker were made averaging of se lected set of 
features based on the 15-second excerpts recorded speech, 
taking into account on ly the correct frame selected at the pre­
processing (among others di scarded voiceless fragments and 
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fragment of silence). As a result of applied the feature 
generator were obtained for each speaker eight voiceprint of 
the 15-second fragments express ion, di stributed evenly over 
the range from zero to 4 minutes. It is described using the 
following re lat ions: 

I N 
F = "F 

av N f( J ' 

( N ( N 

S = " s , M = "m 
I N L., 1,/ I N L., '·.I ' 

J I j ~ I 

VP = [vpi, .. . , vp11 ] = 

( N 
MC = "me ., 

I N L., I .) 

i - 1 

[ 
S, S, M 2 M , M 5 l = ~,.., - , . , , , , MCI 1' MC1 2, MCJJ, MCl 5' MCI? 
SI SI Ml Ml M l 

where: N - number of correct frames, 
f; - fundamental frequency of the j-th frame , 

(5) 

.)'i_i - sum of value of the real cepstrum surrounded by 
the i-th maximum for the j-th frames ( equivalent to the 
mean value in subband), 
mi.J - value of the i-th max imum of the real ccpstrum 
for the j-th frames, 
m ci.J - i-th coefficients of mcl-frequency ccpstrum 
(MFCC) forj-th frames. 

Detection of individual peaks was carri ed out on a searched 
around the maximum values predicted peaks set on the the 
fundamental frequency . 
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VI. RESULTS OF STUDY 

As a result of the multi-criteria optimization of parameters and 
selection of descriptors, we have obtained the final model of 
the features generator for the proposed speaker recognition 
system. Examples of the results of the PCA transformation are 
shown in Fig. 5. Individual results relate to the three separable 
sets of speakers (each set includes 8 speakers), treated as 
a representative group of 48 of personal database of speakers. 
PCA had to be split into separate set, due to the necessity of 
correct the visual evaluation of the results. Each speaker is 
represented by eight separate I I-dimensional Voice Prints. 
Note the analysis presented in Figure 6c. It shows the set 
consist of equal numbers of women and men (the men are 
grouped by the ellipse). Other results of the analysis presented 
in Figure 6a and 6b, have been developed mainly based on 
male voices. 

The main advantage of the PCA transformation is an 
opportunity to observe the distribution of individual feature 
vectors on the plane despite the fact that the original feature 
vector is I I -dimensional. The vectors were obtained for each 
speaker using the optimized features generator. This generator 
enables an initial classification of the different speakers. Note 
that for each speaker we obtained reproducible results, despite 
the large diversity of recorded speech ( dialogue, voice serious 
and humorous speech). 

VI I. CONCLUSION 

The stage of parameterization of the signal is very 
important because the incorrect results of this stage cannot be 
corrected in further stages. The conducted experiments have 
allowed for the optimization of the model of features generator 
in the proposed speaker recognition system. A multi-criteria 
optimization of the selected parameters and the selection of 
the descriptors were performed. It is worth noting that the 
selection of the features affects the optimization, so the two 
processes must be repeated to obtain the optimal solution. 

In the authors' assessment, the obtained results are very 
promising, in the context of having to go to the last stage the 
designed system, which is the identification. The statements 
of each speaker are concentrated in separate regions, and 
additional tests that considered more of the principal 
components confirm the conclusions presented. The analyses 
demonstrate that the Voice Print exhibits resistance to the 
linguistic content of the speech. The final stage of the speaker 
recognition process is the classification step, and the authors 
are currently studying this stage. The present analysis 
demonstrates that a classification according to the method of 
nearest mean would be sufficient, but the high complexity of 
the speech signal requires a set of several classifiers applied 
simultaneously; possible classifiers include k-means classifiers 
and linear and nonlinear SVM networks. The main objective 
of the paper will be to select the optimal set of classifiers that 
provide the minimum classification error. 

The authors are also working on methods to reduce the 
time required by the system to recognize the speaker. The 
presented results utilize speech segments with a length of 15 
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seconds. Preliminary results show that there is a real 
possibility to reduce the speech segment needed to classify the 
speaker by two or three times. Undoubtedly, reducing this 
length to five seconds would represent a great advantage of 
this system, as it would allow speaker classification virtually 
in real-time. 
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ABSTRACT - In this paper a sample rate conversion with continuous­
ly changing resampling ratio has been presented. The proposed im­
plementation is based on variable fractional delay filter implemented 
using a Farrow structure. It have been demonstrated that using the 
proposed approach instantaneous resampling ratio can be freely 
changed. This allows for simulation of audio recored on magnetic 
tape with nonuniform velocity as well as removal of these distortions 
using the same algorithm. 

I. INTRODUCTION 

A huge number of sample rate standards [ 11 available today 
create a demand on development of sample rate conversion 
(SRC) algorithms 121-[4]. The digital resampling algorithm 
replaces digital-analog conversion followed by analog sig­
nal sampling allowing for more flexible implementations. A 
common example used to demonstrate usefulness of such 
algorithms is the conversion between compact disc (CD) with 
F8 = 44.1 kHz (multimedia standard) and digital tape (DAT) 
with F8 = 48 kHz (communications standard) 131, [5J. In 
this paper we present SRC implementation based on variable 
fractional delay (VFD) filter. Using this algorithm we not 
only can implement an arbitrary constant resampling ratio 
but fluctuating changes in resampling ratio can be readily 
implemented as well. Based on this tool we propose a novel 
application for resampling algorithm which is correction of 
signals with unintentional nonuniform sampling. For example 
correction of old recordings with distortions resulting from 
nonuniform velocity of the media 161-[8] which is typically 
addressed with interpolation techniques [91. On the other 
hand, with correctly sampled signal we might simulate such 
distortions using the same VFD SRC algorithm. In both cases, 
we make use of the fact that nonuniformly sampled signal 
when reconstructed with uniform sampling changes its pitch 
inversely proportionally to the sample rate changes. 

II. VFD FILTER 

The SRC algorithm investigated in this paper is based on 
FD filters and its performance depends on the design method 
used to calculate coefficients of FD filter. In this paper to 
the approximate ideal FD filter the FIR FD filter with the 
frequency response 

N-1 

H N (.f) = L h[n] exp( -j21r fn) (I) 

n=O 

Piotr Drozda 
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is used where h[n] is the impulse response of the length 
N. The designer tries to find the coefficients of this impulse 
response which offer the best performance of FD filter, which 
is usually evaluated using frequency domain error function 
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(2) 

where the ideal frequency response Hid(.f) of the FD filter 
with total delay Td is defined by the following formula [ I OJ 

Hid(!)= exp(-j21rfT<t), f E [-0.5,0.5) (3) 

which corresponds to the ideal impulse response 

(4) 

Because of the causality requirement, high performance 
FD filters arc characterized with nonzero integer delay D = 
round( Td), which for HR filters is usually selected close to the 
bulk delay TN = (N - 1)/2. With those two delays defined, 
we receive the following formula for the total delay 

Td = D + d = TN + C (5) 

where d E [-0.G, 0.5) is the fractional delay and c is the net 
delay. 

There arc several design methods offering optimal FD filters 
with maximally flat (MF), least squares (LS) and minimax 
being the most popular methods. The optimality criteria for 
each of these methods is based on complex approximation 
error (2). For MF filters approximation error and its N - l 
derivatives must be equal to zero. The MF filter offers excellent 
performance but only around zero frequency. Differently, the 
LS and minimax filters allow the designer to specify the ap­
proximation hand .f E [O, Ja] in which the error is minimized. 
The LS FD filter 1101 has the energy of error minimized 

(6) 

while the minimax FD filter f I O], 1111 has minimized peak 
error (PE) 

EpE(fo,) = max IE(f) I 
fE[O,J,,] 

in the approximation band. 

(7) 
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The coefficients of the impulse response, vector h, of all 
these optimal filters, MF, LS and minimax, with fractional 
delay d can he found solving the following matrix c4uation 

1101 

Ph- p (8) 

where the coefficients of matrix P and vector p depend on the 
optimization criteria. For MF filter matrix Pisa Vandermondc 
matrix 

P I.: 
l.:+1.nt I= n (9) 

and vector p has elements 

( I 0) 

where k, 11 = 0, 1, ... , N - 1. To find the LS filter we need 
only to change coefficients of matrix P 

P1.:+1.n-t 1 - .fa sill<" .fa(n - k) 

and column vector p 

P1,1.:+ 1 = fa sine .fa(k - T<f) 

(11) 

( 12) 

A minor modification is needed for minimax filters. First a set 
of N t 1 frc4uency points I,,:, called extremal points, must he 
found using recursive complex Rcmcz algorithm 1121. Then 
coefficients of matrix P and vector p can he computed using 
the following formulas 

and 

P1.:+1.n+1 .::....:. cos(2n.f'l..:n) - sin(21r.f1.:n) 

( ) 
I.: P1.:-t l,N+I -== -1 

( IJa) 

( IJh) 

J>1.1.:+1 = <"<>s(21r.f1J<1) - sin('21r.fJ...Trt) (14) 

where k = 1, '2, ... , N + 1 and n - 1, 2, ... , N. In this case 
vector h has one additional clement with magnitude c4ual to 
peak approximation error (7). 

Since VFD filter needs to he ahlc to change its delay for 
each output sample the high numerical costs related to solving 
matrix e4uation (8) hecomc a significant prohlcm. The most 
popular solution is the Farrow structure 11 11, r 13 J-1151. The 
idea of this structure is to approximate each sample of the 
impulse response with a separate polynomial of the order <J 

dependent on fractional delay d 

q 

h[n] = L <'m[n]dm ( 15) 
111.=0 

Now, the output samples of the FD filter can he expressed 
with the following formula 

N I IJ 

y[n] = L I, [11 ]:r[n - k] = L .IJm [n]d711 ( 16) 

1n.=O 

where 

N-1 

lhn [n] - L <'111 [k]:r[n -- k] ( 17) 

k=O 
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Fig. I. Farrow structure of the order <J = '.2 implementing VFD filter of the 
lcngrh N = fl. 

Formulas ( 16) and ( 17) define the Farrow structure presented 
in Fig. I where each row coefficients implement separate filter 
with impulse response c11i[11]. 

To find coefficients cm [n] we need to compute only a 
few impulse responses of FD filters for fractional delays d 
uniformly spread in range [-0.G, O.S]. In practice, to compute 
approximation polynomials it is enough to use just <J +- l 
impulse responses. The polynomials of order <J c4ual to 6 or 
7 offer performance adc4uate for high 4uality FD filters with 
approximation error about - lOOdB r I I J. 

III. SAMPLE RATE CONVERSION USING VFI) FILTER 

Classic three rate sample rate conversion algorithm is pre­
sented in Fig. 2. Input signal samples with sample rate F81 

is up-sampled hy means or insertion or L - I zeros hctween 
each pair of consecutive input samples. Next, at the interme­
diate sample rate, the lowpass interpolation filter with upper 
frc4ucncy .{11 - min(O.G/ L, (LG/ Al) prevents the aliasing and 
removes spectral images resulting from zcroinscrting. At last 
stage, the sample rate is reduced to the desired one hy means 
of decimation, only every Al-th sample remains in the output 
signal. 

This approach, hccausc or its simplicity, is well suited 
for simple cases rc4uiring constant sample ratio with small 
factors L and Al. In other cases the intermediate sampling 
ratio is very high and the passhand of the interpolation filter 
hccomcs extremely narrow. In the result numerical costs in­
crease drastically and, what's more important, the interpolation 
filter hccomcs very difficult to design. Therefore for arhitrary 
rcsampling ratios the VFD filter is used (Fig. 3 ). 

As we can sec in Fig. 4, the output sample y[111] can he 
interpreted as the closest input sample delayed hy a fraction of 
sampling period d[n,]. This fractional delay can he computed 

1-·<I F=LF 
' ,I I F,:=(L'Af)F.1 

xln I Li I II PI(.:) Mi 
.rl m I 

Fig. 2. Classic 1hree-rale sample rate conversion algorithm hy rational facror 
1,//\1. 
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Fig. 3. General VFD filter structure app lied to SRC. 
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using the following recursive formula [ 161 

d[m] = d[m - 1] - r[m] ~n[m] ( 18) 

where the reversal of instantaneous resampling ratio 

r [m] = F8 i[m]/Fs2[m] = Ts2[m]/Tsi[m] (19) 

and ~n[m] is a number of new samples required tn input 
buffer to compute the next output sample 

~n[m] = round(r[m] - d[m - 1]) (20) 

For rational resampling ratio (Fig. 2) 

r[m] = M/L (2 1) 

sequences d[m] and ~n[m] are periodic with period L, but in 
general with VFD filter the resampling ratio can be an arbitrary 
positive number and can change in time. Neverthe less, if we 
want to avoid resampled signa l distortions then r[m] must be 
limited by the instantaneous signal oversampling ratio. 

With the above two parameters defi ned (( 18) and (20)) the 
resampling algorithm is following (Fig. 3): 

I) start with d[O] = 0 and ~n[O] = 0, 
2) wait for ~n[m] new samples in input buffer, 

3) find output sample y[m] de layed by d[m] using FD filter, 
4) calculate ~n[m] and d[m] for nex t m and go back to 

step 2. 

For every output sample the resampling a lgorithm requires 
diffe rent fractional delay ( 18). This means that for each output 
sample we need to compute a new impulse response of the 
FD filter. For rational resampling ratio L/ M we actually need 
only L impulse responses which can be stored in look-up­
table (LUT) [3] but when ratio is arbitrary and additionally 
changing in time, the filters needed in resampling cannot be 
specified beforehand and must be computed during runtime 
which can be done readily using Farrow structure presented 
in the previous section. 
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START 

111 = O; d[m J ~ .. 0 
,\nfm l = 0 

wait for f\ 11[111 J 
input samples 

calcul ate 
hf n] - impulse response 
of FD filter with dfml 

calculate 
output sample y [m] 

using h[nj 

compute 
L\ n [m J== round(rlm J- dl m- 11) 

and 
d[ 111 J==d[m- J J- r[m ]+t.n[m J 

m = m + I 

Fig. 5. Diagram of SRC algorithm based on VFD filt er. 

TV. FD FILT ER DESIGN FO R SRC 

ff the best performance of SRC algorithm must be achieved 
then the optimal FD filters like minimax or LS [10], (12] , 
[ 16] with approximation band specified by the designer seem 
to be the best option. Especially that with the Farrow structure 
the complex ity of the FD filter design a lgorithm does not 
affect the runtime VFD filter imple mentation since all structure 
coefficients can computed beforehand. 

Neverthe less, we must notice that it is not sufficie nt to know 
just the errors of FD filters to assess the performance of the 
SRC algorithm based on these filters. It can observed that the 
SRC algorithm based on FD filters (Fig. 3 and 5) is equivalent 

to the classic approach (Fig . 2) 116] . We only need to replace 
the interpolation filter in the classic approach with the overall 
filter which is composed o f FD filters used in resampling l 16]. 

This can be done only for rational resampling ratios but the 
conclusions can be readily adapted to arbitrary resampling 
ratios. 

To obta in the impul se response of the overa ll filter [ 16] we 

need to interleave impulse responses hd[mi[n] of FD filters 
with fractional de lays d[m] 

h0 [rn + nL] = hd[m] [n] ; m = 0, 1, ... , L - 1 (22) 

with de lays d[m] arranged in decreas ing order 

d[m - 1] = d[m] + 1/ L ; rn = 1, . .. , L - 1 (23) 

Using the overall filter (22) we can read ily ana lyze di stortions 
introduced by the SRC algorithm based on FD filters since thi s 
filter must fulfil! the same requirements as the interpolation 
filter in the classic approach (Fig . 2). 

In Fig. 6 we can see overa ll filter obtained for minimax FD 
filters with upper frequency of approximation band f a = 0 .4. 
The problem with the SRC based on optimal filters is that 
the overall filter demonstrates large lobes in stopband which 
may result in aliasing when input signal has components above 
f a· Moreover, the transition band locat io n o f the overall filter 
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Fig. 6. Comparison of overall fi lters composed of minimax FD fi l ters (blue) 
and composed of FD fi lters des igned using offset window method (red) of 
the length N = 17 and with f a = 0.4 and offsetting MF fi l ter of the length 
N0 rr = 5 for /., = 9. 

cannot be manipulated. T hese di sadvantages of optimal FD 
fi lter can be overcome w ith the use of offset w indow method 
11 7 1- 120]. Using filters des igned w ith offset w indow method 
for window ex tracted from minimax filter, the large lobes 
in stopband are eliminated and the transition hand can be 
readil y shifted 1201 (Vi g. 6) . The numeri ca l cost or the V FD 
implementati on do not change since, as we have observed, the 
farrow structure o f the same order can be used also in thi s 
case. 

A l though the overall filters in Fig. 6 are composed of just 
L = 9 filters their properties are maintained for any resampling 
ra ti o. An excellent tes ting signal for the SRC algorithm is 
the constant amplitude L FM chirp, which has been used in 
Fig. 7. We can sec there that the signal converted using 
minimax FD filters demonstrates high distorti ons when input 
signal frequency exceeds f a- On the other hand, the signal 
converted using FD fi lters des igned w ith offset w indow has no 
components caused by nonlinear distortions larger than - 60 
dB whi ch is directl y related to the peak error (7) o f the wors t 
FD filter used in the SRC algorithm [ 16] . 

Y. PROCESS I NG W IT H FLUCTUAT I NG RESAMPLING RATI O 

In thi s section we w ill demonstrate SRC w ith changing ra­
tio. T he fi rst simple yet spectacular example is the conversion 
of sinusoidal signal w ith constant frequency Fin into chirp 
signal w ith linear instantaneous frequency 

Fou1.[rn] = Fo + m.6.F (24) 

where F0 is the initial output sample rate and .6.F is the chirp 
rate. In thi s example the input sample rate is constant and 
the output sample rate must change in such a way that the 
oversampling rati o w ill change linearl y according to output 
ti me index m . 

(25) 

where F\ 2 is the constant output sample ra ti o requi red for 
resampled signal to observe chirp w ith assumed instantaneous 
frequency (24). Since in thi s example input sampling fre­
quency F\ 1 is constant the formula for the reversal of the 
instantaneous resampling rati o can be readil y obtained 

Fin( Fo + m.6.F) 
'l ·chirp [m] = Fsi/ .f,2[m] = - (26) 
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(b) Chirp signal rcsampled using minimax FD fi lters. 
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(c) Ch irp signal resampled usi ng FD fi lters designed using window offset with 
MF fi ltcr of the length N0 rr = 5. 

Fig. 7. Spectrograms i llustrating resampling with constan t resampling ra tio 
160/ 147. YFD filter of the length N = 17 and Farrow structure order q = 5. 

T he effects or resampl ing are presented in Fig. 9. Let 
us notice that when the output signal is reconstructed using 
vari able output sample ra te (25) the input (fig. 9a) and output 
(Fig. 9c) signals represent the same analog signal. However, 
if we assume constant output rate F82 , the output samples of 
SRC algorithm represent the chirp signal (fi g. 9b) which we 
wanted to obtain. 

T he process described above can be reversed. T he chirp 
signal obtained in the prev ious step can be converted back 
to sinusoid but se lection of the r[m] is now more difficult. 
ln the first scenari o the sample rate and the frequency of 
the input signal are constant wh ich simplifies the derivations. 
In thi s problem we need to assume that either the frequency 
of the input signal or its sample rate is changing. Since we 
want to demonstrate how to reverse the rcsampling process we 
w ill assume that the signal frequency is constant w ith variable 
distance between input samples. 

from (25) we know the sample rati o and input sampl ing 
instants but need to fi nd the ra ti o r[m] ( 19 ) speci fied in 
equidi stant output instants m. Let us assume that we know the 
instantaneous input sample ra te _f51 [n] = l / Ts 1 [n] sampled in 
the same instants as the input signal x[n] and instantaneous 
output sample rate .F'82 [m] = l / Ts2 [m] sampled in the same 
instants as the output signal y[m] . We arc looking for ratio 
r['III,] = T8 2[m] /T5 1 [rn] where f, , [m] is the input sampling 
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Fig. 8. Diagram for computation of r[m] ( 19) based on instantaneous input 
and output sa mple rates. 

period corresponding to the output time instant m . 

Assuming that we know the positions of input sampling 
instants, which are our output instants from the previous 
problem 

n 

tin [n] = LTsd n] = t·in [n - 1] + T 8 i[n] (27) 
i = l 

and output sampling instants, which are our input instants from 
the previous problem 

rn 

toudm] = LTs2 [m] = t0 u1,[m - 1] + Ts2 [m] (28) 
i = l 

We propose the following algorithm for computation or the 
reversal of the instantaneous resampling ratio r[m]. 

1) Start with input and output discrete time indexes n := 0 
and m := 0 with corresponding continuous time instants 
t in := 0 and tout := 0. 

2) Compute distance from the current output time instant 
to the current and the next input time instant: 

~ t := t m d, - t in, 
~t := T~1 [n] - ~t. 

3) If ~ t >= 0 then 

a) if the previous output sample is located in the same 
input sampling interval (~r = 0 and ~t > 0) then 

r[ni] := T8 2 [m] /Ts i[n], 
otherwise 

r [m] := ~t/Ts1[n] + ~r, 

b) If ~t < T8 2[m] then 

~r := ~t/ T s1 [n] 
and move to the next input instant 
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(c) Spectrogram from Fig. 9b re­
shaped with accordance to variable 
sa mple rate. Dashed line indicates the 
folding frequency. 
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(b) Spectrogram of chirp signal ob­
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(d) Spectrogram of restored sinu­
soidal signal. 

Fi g. 9. Conversion from sinusoidal signal into chirp and back using SRC 
based on VFD filters. VFD filter with f a = 0. 4 of the length N = l 7 and 
Farrow order q = 5 designed using window offset using M F FD filter of 
length Nnrr = 5. 

t in := t in + Ts t[n], 
n := n + 1, 

otherwise 

~ r := 0, 

c) move to the next output instant 

t out := tonl + Ts2 [m], 
m: = m, 1, 

4) otherwise (~t < 0) 

a) ~r := ~ r + 1, 
b) move to the next input instant 

tin := t in+ Tsl [n], 
n := n + 1, 

5) Go to point 2. 

The proposed algorithm is universal and can be used for 
computation of instantaneous ratio r[m] for any variable input 
and output sample rates. Fig. 8 presents the modified version of 
the proposed algorithm. The introduced modifications allow to 
eliminate from algorithm the continuous accumulation of input 
and output times which eventually would lead to roundoff 
errors. In Fig. 9d spectrogram or sinusoidal signal recovered 
from chirp signal generated in previous example is presented. 
We can observe the nonlinear distortions but their level can 
be controlled with the selection of the overall filter (Fig. 6) 
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(b) Spectrogram of piano signal w ith 
sinusoida l nuctuations in sample ra te 
introduced . 
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(d) Spectrogram or the restored sig­
nal. 

Fig. I 0. Manipulations on pi ano music. Int roducti on and removal of sinu­
soidal fluctuati ons into instantaneous sa mple ratio. YFD filter w ith J11 - 0 .115 
of the length N = 4 7 and Farrow order q = 6 designed using window offset 
method using MF FD filter of length Nurr = 6. 

attenuation in the stopband. 
Fig. I O presents the example in which a sinusoidal sample 

rate changes are introduced and later removed from the pro­
cessed signal. The signal contains the piano music sensitive 
to such di stortions . Presented example si111ulates the case 
in which a velocity or magnetic tape changes because or 
mechanical problems. A s we can sec, the proposed solution 
can he used efficiently to remove such di stortion if only we 
arc able to find out how the vclocityfsa111pling ratio changes 

161- 181 . 

VI. CO NCLUS ION 

We have demonstrated that using Farrow structure i111-
plemcnting VFD fi Iler audio signal can be rcsa111plcd with 
continuously changing sa111ple rate ratio. The proposed ap­
proach can be used to si111ulate signal di stortions, for example 
change or remove speech intonation , as well as to correct old 
recordings distorted because o f non-constant medi a velocity, 
e.g. magnetic tape. 

In thi s paper we have onl y demonstrated that the proposed 
solution can be used in aforementioned applications. Further 
research should focus on compari son with other resampling 
methods and automati c se lection on sample rate ratio hased 
for example on changes or pitch period for speech process ing 
or on the properties or recorded distortions for reconstruction 
or old recordings 161- 181. 
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ABSTRACT - Radio and television broadcasters increasingly en­
counter the problem of loudness in broadcast programmes. The 
problem occurs at all stages beginning with the production of a 
programme, ending with the transmission. In order to meet the 
expectations of broadcasters and receivers of radio and television 
content the International Telecommunication Union (ITU) has de­
veloped an algorithm for measuring the loudness of programmes 
simultaneously introducing a measurement unit for loudness, LU. 
In the paper the influence of bitrate on the loudness measured in 
the audio stream of TV programmes has been presented. 

KEYWORDS - loudness, lossy audio compression, broadcasting 

I. INTRODUCTION 

Measurement of the loudness of the television programmes 
has recently become a necessity. Problem connected to 
loudness of the programmes has been growing since a long 
time. Radio and television broadcasters increase the loudness 
of the transmitted programmes competing for the audience's 
attention. The idea is that the loudness attracts the attention of 
the viewer/auditor, and consequently makes a programme more 
attractive. It particularly concerns the commercials - loud 
commercial stands out in comparison to other adverts and 
makes the viewer or auditor pay greater attention to a particular 
content. Advertising agencies assume that even negative 
emotions, in this case annoyance of the viewer with excessive 
loudness, still benefit the products advertised. No matter what 
means are being employed, the point is to attract the attention 
of a potential client. The result of this way of thinking is a great 
loudness disproportion between the emitted programmes and 
the commercial blocks. 

The issue of loudness does not pertain to the advertisements 
alone, although undoubtedly these arc the most annoying for 
the receivers of the content. Television and radio producers on 
everyday basis encounter the problem of varied loudness of 
content within one programme. It mainly concerns programmes 
containing portions of the material coming from the remote TV 
sites. Good example is a news programme. In case of 
television, a news programme comprises of the information 
presented by the announcer as well as materials prepared in 
various parts of the country during all kinds of local events. 
Although the broadcast from a single place is rather uniform in 
loudness, combining few presentations of different producers 
in one block makes it hard to preserve a stable loudness 
impression for the auditor. It is especially true in cases of a 

single or first broadcast of a particular material. At television 
stations broadcasting only news programmes, during a first 
screening of the material a sound producer often does not know 
what loudness is to be expected. For the next broadcasting of 
the same material the producer, based on the knowledge gained 
with the previous transmission, can set the loudness in a way 
that would allow achieving unity with the accompanying 
materials. Thus it is important to standardise the production 
methods in such a way that the materials gained from different 
sources have the same loudness and the broadcaster airing 
these materials knows before the first emission what is the 
loudness of the programme to be broadcasted in a moment. 

The problem with achieving uniform loudness occurs also 
in cases of continuous production, when the materials come 
entirely from the same source. Yet it is especially cha11enging 
in a situation when speaking intervenes with the fragments in 
which the music is used as a background for presented images. 
For i11ustration purposes usually popular music is used, and on 
the production level it is set at the maximum volume. A 
producer most of the time assesses the loudness based on the 
meter indication, instead relying on his/her personal loudness 
impression. This method of assessment is usually employed 
due to a lack of time, or often also because of unfavourable 
audition conditions, as we11 as insufficient experience. This 
procedure brings a combination of variegated contents of 
diverse loudness. Such situation can be also observed in live 
radio programmes when a loud musical piece presentation 
forcing a listener to turn down the radio is fol1owed by 
presenters words which can be hardly understood by the 
listener - until the radio receiver's volume is brought back to 
its original setting. 

Another problem resulting from different volume levels of 
broadcast programmes is particularly noticeable with 
television. It pertains to a situation wherein a viewer looking 
for a proper programme to watch switches the channels one 
after another. Practically every station follows its own loudness 
standards and uses different audio processors. In this situation a 
viewer is forced to adjust the volume every time he or she 
changes a channel. This situation is mostly seen with the cable 
television networks, yet it is also clearly perceptible while 
viewing contents presented by analogue terrestrial television 
providers. Because of different transmission standards this 
problem to a smaller degree concerns television programmes 
transmitted digitally. Nevertheless previously presented 
problems do also affect the digital television. 
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The reason behind introducing broadcast loudness 
regulations is many complains having been lodged by the 
recipients of the transmitted contents. Therefore adhering to 
loudness measurement standards would improve the comfort of 
the audience. By looking at this problem from broader 
perspective one can notice that introducing such standards can 
he also beneficial for the producers and broadcasters. 

11. LOUDNESS MEASUREMENT 

In order to make the assessment of the broadcast loudness 
possible, the ITU (International Telecommunication Union) 
has developed a measurement algorithm, described in 
recommendation ITU-R BS.1770 11, 21. The subsequent 
versions of the document introduce modifications improving 
programme loudness assessment. The algorithm proposed by 
ITU involves double filtering of a signal (K-filtcr), then 
calculating root mean square value. The last stage is adding up 
values acquired for all the channels. In recommendation [2], in 
comparison to the previous version, gating of low level signals 
was introduced. This procedure prevents decreasing the 
loudness of the whole measured sound material. 
Recommendation ITU-R BS.1771 141 contains requirements 
for the loudness meter. The accuracy of a meter reading can be 
assessed by applying recommendation ITU-R BT.2217 f 51. 

Based on ITU recommendations, the authority controlling 
the broadcasters in Poland, the National Broadcasting Council 
[KRRiTl, drew up a regulation l 3 J obligating the broadcasters 
to control the loudness of the advertisement blocks. Since 
KRRiT is a regulatory body, it is interested only in those 
advertisement blocks whose loudness has been complained 
about by the viewers. But the European Broadcast Union 
(EBU), in order to meet the expectations of those broadcasters 
for who the loudness problem is much more complex, has 
drawn up recommendation EBU R 128 [6]. As far as the 
programme loudness measurement is concerned, this 
recommendation entirely refers to the ITU recommendation. 
The document contains definitions of some parameters of audio 
signals, e.g. Target Level, which is the loudness level value to 
be achieved in an entire programme; Loudness Range etc. In 
this document the additional audio signal gating was also 
added to the measurement algorithm in order to prevent the 
advertisement producers from manipulating the level of 
loudness. Moreover the EBU R 128 recommendation was 
supported by additional documents instructing the producers of 
the content how to control the loudness during the entire 
production process 17, 8, 9, 101. 

In a situation, when costs of the radio and television 
programmes transmission in Digital Video Broadcasting 
(DVB) and Digital Audio Broadcasting (DAB) standards 
depend on the bandwidth used, it is obvious that the producers 
will try to reduce the expenses by decreasing the bitratc of data 
stream. In case of television transmission an audio stream is 
definitely smaller in comparison to a video data stream. The 
situation differs in case of radio transmissions, as here we deal 
only with the audio stream. 

The material recorded by the regulatory body for a control 
loudness measurement is usually lossy coded. Here also arises 
a problem of storing the recorded material. The stronger is the 
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compression of such material the lesser arc its storage costs. 
Since the aim of the control is detecting any loudness limit 
exceeded, it is important that there arc no doubts as to whether 
such limit has been crossed. Therefore it is important to answer 
the question whether decreasing a bitratc of an audio stream 
influences the result of loudness measurement. 

Ill. MEASUREMENT SETlJP 

The aim of the research is the loudness measurement of the 
sound recorded in the lossy coded files. The audio files contain 
fragments of television programme with some broadcast and 
advertisement block pieces. The files had been lossy coded, 
then again transformed into non-lossy format and in such l<xm 
their loudness was measured. In DVB as well as in DAB the 
Advanced Audio Coding (AAC) is used. The research material 
has been coded in the AAC format using bitrate from 256 to 32 
kbps. For the files with the hitrate ranging from 256 to 80 kbps 
the sampling frequency equals 44.1 kHz, whereas smaller 
bitratcs required lower value sampling frequencies, which 
unquestionably entails limiting the audio signal frequency 
band. 

The loudness of radio and television programmes should be 
measured with a meter compatible with the requirements of 
ITU-R BS. 1771 [41. The measurement setup used for the 
experiment is very simple, comprising of a player and a 
loudness meter. (Fig. I) 

SPDIF 
Player Out In Loudness meter 

Figure I . Mcaurcmcnt sctup 

The measurements were conducted with the use of two 
measurement methods, one complying with the older version 
of the ITU recommendation and the other with the newer [I, 
2 J. This procedure has been adopted because even if the current 
KRRiT recommendation [3] refers to the first version of the 
recommendation, it should be expected that in the nearest 
future this recommendation might be changed and adjusted to 
comply with the newer one. Additionally, it will allow 
comparing both versions of recommendation and determining 
whether the introduced changes affect the result of the 
measurement. 

IV. RESULTS 

The results of the measurement with the method complying 
with [I] have been presented in Table I, whereas the results 
achieved in accordance with l 2] arc listed in Table II. On the 
basis of the measurement results it can be ascertained that the 
loudness level value for the files with the bitratc ranging from 
256 kbps to 80 kbps docs not differ from the loudness level of 
the original file. The loudness of the files with bitratcs of 64 
and 56 kbps is smaller by 0.2 LU than that of the original file, 
whereas the loudness of the files with the bitrate of 48, 40 and 
32 kbps has decreased by 0.4 LU. The results arc the same for 
both measurement methods, except for the file with I 12 kbps 



bitratc for the measurement conducted in accordance with [2]. 
But thi s inconsistency still falls within the scope of 
measurement uncertainty. 

In Figure 2 the comparison of the results for both 
measurement methods is presented. The difference between the 
measurement results docs not exceed 0.2 LU. On thi s bas is it 
can be assumed that the change introduced to the a lgorithm 
inOucnccs the measurement results . It should be noted though 
that the comparison was made only for one type of sound 
material which included on ly short - in relation to the span of 
the who le sample - sections of the low level s ignal. 
Nevertheless the result ach ieved with the method complying 
with [2] shows hi gher level of loudness, which means that the 
aim of e liminating very s ilent fragments from a general 
loudness assessment has been achieved. 

TABLE I. RESULT OF TII E PROGRAMME LOUDNESS MEASUREME TS 
ACHI E ED WITH THE METHOD ADIi ER iNG TO ITU-R BS. 1770- 1 [ I] A D TII E 

LOU DN ES DIFFERE CE IN COMPARI SO TO THE ORIGI AL rlLE 

Bitrate Loudness Loudness difference 
I kbps I IL lJFS I IL lJ I 

without compress ion - 15.0 n/a 

256 - 15.0 0.0 

192 - 15.0 0.0 

160 - 15.0 0.0 

144 - 15.0 0.0 

128 - 15.0 0.0 

11 2 - 15.0 0.0 

96 - 15.0 0.0 

80 - 15.0 0.0 

64 - 15.2 -0.2 

56 - 15.2 -0.2 

48 - 15.4 -0.4 

40 - 15.4 -0.4 

32 - 15.4 -0.4 

Positi ve va lue in the th ird co lu mn indicates loudness ofa sample higher than the loud ness of the sample 
withoul cc..u11pn.!ss io n 
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Figure 2. Compa ri s ion of the results for the lo udness measurements 
conducted in accordance with both recommendations [ I , 2] 

TABLE 11 . RESU LT OF THE PROGRAMME LO D ESS MEASUREME TS 
ACIII EVED WITI I TI IE METHOD ADII ERI G TO ITU-R BS. 1770-2 [2] ND TIii: 

LO D ESS DIFl'ERE CE I COM PA RISO TO TII E ORIGI AL FILE 

Bitrate Loudness Loudness difference 
lkbps l IL lJFS I IL lJ I 

without compress ion - 14 .8 n/a 

256 - 14 .8 0.0 

192 - 14 .8 0.0 

160 - 14.8 0.0 

144 - 14 .8 0 .0 

128 - 14.8 0 .0 

11 2 - 14 .9 -0. 1 

96 - 14 .8 0 .0 

80 - 14 .8 0.0 

64 - 15.0 -0.2 

56 - 15.0 -0.2 

48 - 15.2 -0.4 

40 - 15.2 -0.4 

32 - 15.2 -0.4 

Posit ive va lue in the third co lumn indicates loudness o fa sampl<: hi gher than the loudness of the sa mple 
witho ut compressio n 
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V. SUMMARY 

The paper presents the result of loudness measurement for 
the audio files of television programmes. The files were coded 
with the AAC algorithm for different bitrate values and then 
the loudness level measurement was conducted for the files 
coded in this way. On the basis of the measurement results it 
has been determined that for the bitrate values usually used in 
DVB and DAB transmissions the lossy coding docs not 
influence the loudness measurement result. For very low bitrate 
values small loudness level drop has been observed. 
Comparing the results achieved with the use of two algorithms 
allowed determining that very low level sounds influence the 
loudness measurement result. 

On the basis of the conducted measurements it can be 
concluded that during the signals recording, which is 
performed by the regulatory body supervising the broadcasters 
for the purpose of loudness inspection measurement, should be 
used bitratcs for which there have not been observed any level 
differences in comparison to the original files. The most 
appropriate seems to be using the bitratcs identical or higher 
than those used by the broadcasters during the transmission of 
the programmes. 
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ABSTRACT-The purpose of a short-baseline stereo image matching 
algorithm is a calculation of the disparity map of a given rectified 
stereo pair. Most stereo algorithms presented in the literature achieve 
this goal by searching all possible disparities in the assumed search 
range for all pixels. The proposed algorithm consists of two stages. 
In the first stage detected feature points in the stereo pair images are 
matched. In the second, a local stereo matching algorithm is used but 
with a disparity search range limited to a subset of the possible dis­
parities determined by the matched feature points. It is shown that 
the usage of feature points is an efficient way of limiting the number 
of disparities searched at the cost of only minor increase in the result 
disparity map's error. The selected feature points are Harris corners, 
which can be quite easily computed. Furthermore, the algorithm 
works on image blocks and each block is processed almost independ­
ently. Because of that the proposed framework seems suitable for re­
al-time parallel implementation on GPU or in the FPGA technology. 

I. INTRODUCTION 

Stereo matching problem is one of the most widely studied 
early vision problems, and many algorithms has been created 
in the recent years. The input of the stereo algorithm is a pair 
of rectified images representing the same scene, but captured 
by two cameras positioned close to each other. As both images 
represents the same scene, the pixels from the first image 
can be matched with the pixels from the second image, and 
the displacement (disparity d) between the matched pixels in 
the two images can be calculated. Thus, the stereo matching 
problem can be defined as the problem of assigning each pixel 
in the image a correct disparity value. It is also a well known 
fact that the disparity is inversely proportional to the depth of 
an object in the scene. 

The disparity assignment problem is usually considered only 
in a discrete space rather than a continuous one, and two 
important groups of algorithms for solving this problem can be 
distinguished: local and global optimisation based algorithms 
[I]. The local algorithms assign disparity to a pixel taking 
into regard only the pixel and its closest neighbourhood, while 
the global algorithms optimise the estimated matches for the 
Whole image at the same time. However, both types of the 
algorithms have one thing in common: the need to define 
~nd compute the cost of matching the pixel (x, y) in the first 
image with the pixel (x, y ± d) in the second image. The sign 
of d depends whether the matching is performed from the 
left image to the right or conversely. This matching costs are 
represented by cost volume function C(x, y , d). The matching 

Grzegorz Pastuszak 
Institute of Radioelectronics 

Warsaw University of Technology 

cost function can be e.g. a simple AD (absolute difference) 
measure [ 1] or census measure [2]. 

In the typical local based algorithm the cost-volume func­
tion C(x, y , d) is filtered like a two-dimensional image for 
each disparity d separately. The disparity to be assigned to 
the pixel is then selected as: 

d(x, y) = argmindC(x, y , d) (I) 

The algorithms usually only differ in the filter used. The 
simplest possible filter is the box filter [ 1]. More advanced 
approach [3] uses filter which weights are determined for 
each pixel separately and depend on spatial distances and 
colour similarities between the pixels within the window. 
These weights are computed like the ones in the bilateral 
filter. Other proposed filtering methods include e.g. geodesic 
distance based weights [4] or guided filter based weights [5]. 
In [6] it has been shown that, instead of using bilateral-like 
filter weights such as in [3], the use of just two weights: 
0 , 1 also gives reasonable results. The use of such weights 
hugely decreases the number of necessary calculations. Similar 
approach is adopted in [7], where authors presented a local 
algorithm producing disparity maps of quality comparable to 
those obtained with global algorithms. 

Most commonly used global optimisation algorithms in 
stereo matching are graph-cuts [8], [9] and belief propagation 
[10], [11]. Both are energy minimisation frameworks that 
require the definition of the pixel matching cost and energy 
smoothness term. The energy optimisation is done in iterative 
fashion and is usually very computationally expensive. The 
simplest global optimisation algorithms [11] work using just 
a cost volume C(x, y , d). The most advanced ones start with 
an image segmentation and simple stereo matching in order 
to formulate the hypothesis about the possible 30 planes 
appearing in the image. The final optimisation is done in the 
estimated planes' space [12] , [13], [14]. 

The algorithms presented above require the cost-volume 
function C(x, y , d) to be known for all possible (x, y , d) val­
ues. In the case of relatively small images, having resolutions 
lower than 512x5 l 2 and number of disparity levels smaller 
than 80, the near-real time or real time implementations are 
feasible on GPU ([5], [ 15]). Real-time processing systems 
for larger disparity ranges and higher resolutions has been 
proposed for FPGA platforms [ 16], [ 17]. However, it seems 
that the need to calculate full cost volume C(x, y , d) is one of 
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the major obstacles to a ca lculation of high resolution disparity 
maps in real time. 

In thi s paper a so lution capab le of allev iating the problem 
of calculating CCr y , cl ) for all poss ible (;r , y , d) is proposed. 
This goa l is reached by limiting the search range on d for each 
pixel to the mo t probable values onl y. The paper clearly shows 
that reduction in the number of the disparities searched can 
be significant, which means huge decrease of the algorithm 
computational requirements. This should allow for compu­
tation of di sparity maps for images with hi gher resolutions 
and larger maximal di sparities in shorter time. The rest of 
the paper is organised as follows: in section TT some previous 
approaches to the problem are discussed, in section JI I the 
algorithm new algorithm for solving the problem is proposed 
and in section IV the obtained results arc presented . 

TT . R ELATED WORK 

There seem to be two established ways of reducing the 
number of di ·parities searched established in the literature. 
One is the u c of hierarchical matching. ln thi s case blocks 
arc typically first matched on one, coarse level of the hierarchy. 
The found matchc arc then passed to the finer level of the 
hierarchy, where they arc refined [ 18]. Hierarchical approach 
can also be used to optimise the belief propagation algorithm 
[191-

Thc other way to limit the number of searched points i 
widely used in the wide-baseline stereo matching framework s. 
The reduction of search space is achieved by first findin g 
feature points in both images using feature points detectors 
like e.g. SIFT [20] , SURF [21] or Harri corners [22] and 
matching them. The found matches arc later propagated in 
their neighbourhood using some set of defined rules [23], [24] , 
[25]. The problem with this kind of algorithm is that during 
the propagation step of the algorithm a priority queue of best 
possible matches is used. Therefore the algorithm usability 
on highly parallel platforms like GPU or FPGA is limited . 
Simi lar algorithm has also been proposed for rectifi ed stereo 
pair matching [26]. 

Other method of reducing stereo matching algorithm com­
plexity is proposed in [27]. It concentrates on limiting the 
number of di sparities for which the non-linear cost volume 
filtering step is performed . Tn this proposal a full cost volume 
is calculated first, but only a specified number of the most 
probable disparities is kept for each pixel and used in the 
second step . The latter consists in non-linear filterin g of the 
di spari ty volume. Moreover, in order to reduce the algorithm 
complexity even further, the authors suggest the use of spa­
tially sampled filtering windows. 

111. PROPOSED M ET I IOD OF REDUCI G T I I E MATC II I NG 

CO MPLEXITY 

The analysis of the ex isting stereo matching algorithms 
indicate that the major obstacle in obtaining stereo algorithms 
running in real time for large images is the need to calcu­
late a full di sparity cost vo lume C(x, y , d). In thi s section 
a simple method greatly reducing the number of searched 
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Fig. 1. Left image of the Cones stereo pair di vided into til es; 

(a) (b) 
(c) 

Fig. 2 . An example of an image fragment containi ng two different objects. 
(a) a fragment o f one cone with the background; (b) di sparity map for the 
fragment, two different shades of brrcy indica te that there arc two objects; (c) 
the fragment with feature points marked with crosses. 

di sparities is proposed. The method makes use of the feature 
points detection and matching like in the match propagation 
algorithms [23], [24] , [25]. However, unlike these algorithms, 
in the next algorithm step a normal , stereo algorithm is used, 
with the number of disparities searched limited to these found 
by matching the feature points. The algorithm consists of the 
following steps: 

I) Divide the image into tiles. 
2) Find feature points in the images. 
3) Match feature points. 
4) Cross-check f caturc points. 
5) Set the searched disparities for the tile to the dispari­

ties of the feature points belonging to the tile and its 
neighbours. 

6) Run the local stereo matching algorithm with the dis-
parities estab lished for each tile . 

The detailed description of each step is given in the followi ng 
sections. 

A. Division into Liles 

It is fairly obvious that di spariti es ass igned to pixels belong­
ing to one object shou ld be equal or have very close va lues, as 
the objects arc smooth in 30. Therefore, in the first step, an 
algorithm could try to find correct disparities for some pixels 
of the objects. In the second step it would be only necessary 
to search the di sparities close to these already found for the 
remaining pixels of the object. Unfortunately, a segmentation 
of an image is usually a time-consuming and computationally 
demanding process. Because of that, it is easier to divide the 
image into a grid of square tiles, which size is a power of two 
(sec Fig. I). Next, feature points in the image arc found using 
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Fig. 3. Lcfl image o r the Cones stereo pair divided into tiles and with the 
detected I larris corners. 

the selected feature detector, and matched givi ng a di sparity 
va lue for each feature point. Fig. 2 shows an example of a 
part of an image, which conta ins two objects, and is divided 
in to tiles. Some of the ti les contain pixels belonging to two 
objects, some on ly pixels be longing to one object. Fig. 2 (c) 
shows the featu re points detected fo r the tiles marked with 
crosses . Some of them are fo und on one object, others on the 
second one. If each ti le contained correctl y matched feature 
poin ts be longing to all the objects in the ti le, it wou ld be 
possible to search in the tile only for the disparities close to 
those of the matched f eaturc points. Tn the case of the example 
in Fig. 2, this wou ld mean a search around either one or two 
disparity values, depending on the number of objects in the 
tile. Unfortunately, in the real world situation finding good 
match for at least one pixel of each object in each tile might 
prove difficult. Thus, the disparity search range is propagated 
fro m each tile to the tile 's neighbours. 

B. Feature points detection and matching 

There are many existing feature detectors, for instance 
STFT (20] , SURF [21] or Harri s corners [22]. SIFT and SURF 
are powerful feature point detectors and descriptors that has 
been designed to be invariant to rotations and illumination 
differences in the images. The Harri s corner detector is quite 
di fferent - it is simpler and robust to neither rotation nor 
illumination changes. Nevertheless, it is just as use ful in the 
case of the short-base line rectifi ed stereo pairs. For such 
images, the illumination differences arc rarely signifi cant. 
Moreover, as the images arc rectified, the orientation of the 
poin ts to be matched do not differ in the images. 

The Harri s corner detector has been chosen for proposed 
algorithm, for the sake of its simplicity. It has also another 
big advantage: the number of detected feature points can be 
changed by modifying only two parameters: window size, and 
a threshold used for determining whether point is a corner 
or not. As pointed out in section ITI -A it is very important 
to find every poss ible disparity in each tile, which is easier 
when the number of feature points is higher. The modifi cations 

of the two Harri s detector algorithm 's parameters allow for 
easy change of the number of feature points discovered, 
and ensuring that enough features are found. Obviously the 
number of fea tures should be enough for detecting all existing 
disparities. At the same time it shouldn ' t be too high, as 
every feature points has to be matched, which increases the 
complex ity of the algorithm. Fig. 3 shows an example of an 
image divided into tiles with and with marked Harri s corners 
in a number we consider sufficient - about 2%- 3% of total 
number of image pixels. 

The feature points are matched using simple SAD window 
based approach. However, instead of using origi nal co lour 
images for matching, it is performed on gradients ' magnitude 
images, obtained with Sobel filter. The calculated gradi ents' 
magnitudes arc also clipped to the max imal value eq ual to 255. 
Each feature point is matched only with the points in the other 
image being closer than the allowed maximal di sparity. In the 
case of rectified stereo pairs, the corresponding points in the 
two images must lie on the amc line. Nevertheless, the corre­
sponding feature points often do not meet thi s req uirement due 
to the fact that the Harris detector docs not guarantee pcrf ect 
localisation of the feature points. Thus, the algorithm has to 
match each feature point with feature points lying not only on 
the same line but also on neighbouring one . Matching process 
is perfonned for each image separately and subsequently the 
matches are cross-checked. This means that each point in the 
left images is assigned a best matching fea ture point in the 
right image, and each point in the right image is assigned a 
best matching point in the left image. It is then verifi ed that 
the matches agree. Otherwise they arc rejected. 

C. Dense stereo matching 

The previous steps of the algorithm provide the information 
which di sparities should be searched in each tile of the image. 
This way the sparser disparity cost volume C(x, y d) can be 
constructed, with the values corresponding to the not searched 
di sparities set to "unknown". Such a cost volume can be 
filtered using any method , for example one of the proposed in 
[3], [5], (6]. The only restriction is that the (x· !J , d) values 
marked as "unknown" should be excluded from filtering. In 
the tests presented in the paper the colour-cross algorithm 
described in [6] is used. Such a decision is motivated by 
a simplicity and fairly good results of thi s algorithm . The pixel 
diss imilarity measure used to build the di sparity cost vo lume is 
Census measure (2] with neighbourhood size eq uals to 5. The 
cross is restricted to a l 6x 16 window. The following co lour 
similarity fun ction is used for determining pixel sim ilarity (in 
RGB colour space) : 

S(p, p' ) = max IJJL - JJ: I 
i E {H,C: , H} 

(2) 

Such a function has been chosen as it has been already 
effectively used in stereo matching [7 J. The pixels for which 
the value of the similarity function is lower than threshold 
(set to 30) arc considered as similar in cross-construction. 
It should only be noted, that because "unknown" disparities 
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(a) 

(b) 

(c) 

Fig. 4 . Resul ts obta ined fo r Cones (a), Teddy (b) and Venus (c) da tasets. T he firs t image is a left image of the stereo pair, the second is a re ference disparity 
map and the third is a d ispa rity ma p produced by our a lgorit hm . 

arc exc luded fro m fi ltering, filte r normali sation fa c tor for each 
pi xe l should be changed according ly. 

After the ma tching s tep , a s imple occ lus ion detecti on and 
fi lling is pe rformed . The ca lculated di spariti es a rc cross­
checked and the pi xe ls tha t do not pass cross-check a rc fi li ed 
w ith the c losest lowes t di sparity va lue. 

I V. R ES LT 

A. Conducted tests 

In the ex pe riments standa rd stereo pa ir fro m the Middle­
bury stereo eva luati on suite arc used : Cones, Teddy and Venus 
[28] and se lec ted stereo pa irs fro m the ex tended Middl ebury 
set: Art, Baby I, Do ll s, Wood I [29], [30] . We dec ided not to 
use popula r Tsukuba scene, as it has very li m ited di spa rity 
sea rch range equa l to 16 . The results o f the al gorithm arc 
evaluated by spec ify ing the pe rcentage of the wrong ly ass igned 
di spariti es for the image. A d isparity is cons idered to be wrong 
if it diffe rs fro m the g round truth di sparity by mo re than one. 

T he proposed a lgorithm, presented in the prev io us cc­
tion, is compared wi th an a lgorithm pe rfo rmin g full di sparity 
search. T he full sea rch a lgorithm used is the co lo ur-cross 
a lgo ri thm w ith parameters described in II 1-C. T hi s means 
tha t it differs from the proposed a lgorithm in two ways: 
a ll di spariti es arc searched and the di sparity cost vo lum e 
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C(x, y , d) built by thi s a lgorithm docs not conta in " unknown 
va lues", 

The proposed a lgorithm depe nds o n fairl y la rge num ber of 
parame ters, w hi ch inc lude: 

• the pa rameters o f the Harri s detector a lgorithm , 
• the s ize o f the til es into which the image is di vided (only 

I 6x 16 and 32x32 s ize were cons idered), 
• the s ize of the window used fo r ma tching fea ture po ints, 
• the ra nge o f the di spariti es that sho uld be searched aro und 

each di sparity va lue fo und by matching feature points 
(di spa rity refin ement range), va lues va ry ing from 2 to 
8 arc tested 

T he se lec ti o n o f the best parame te r va lues is not a stra ightfo r­
ward task, because there arc two confli c ting goals: o bta ining 
as good di sparity map as possible while checking as little 
di spa rity values as poss ible. Because o f that, the parameter 
optimisa tio n process has been do ne in the foll owing way: 

I) The results for the a lgorithm w ith full cost vo lume 
search a rc obta ined . 

2) T he thresho ld t is set. It spec ifi es how much worse the 
results a rc a ll owed to be w hen compared to the origi nal 
one , a fter limiting the di sparity search range. 

3) The paramete rs tha t g ive the lowest average number of 
sea rched di parit ies per pixe l a rc se lected . 
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TABLE I 
R ESULTS OUTAINED FO R TIIE LIMITED DISPARITY SEA RC II ALGORITIIM 

FOR l = 3o/c AND TIIE SMALLEST N MB ER OF DISPARITIES SEA RCII ED. 

Number of Average Average Disparities 
Pair feature points feature points disparities searched / max 

name in image[%] comparisons searched disparity [%J 
Babyl 1.80 12.83 10.98 13 .73 
Books 2.85 20.14 16.57 20.71 
Dolls 1.94 13 .06 13 .76 17.19 
Woodl 3.24 21 .88 18.63 23.29 
Cones 2.19 14.88 13 . 11 16.39 
Teddy 2.40 16.27 15.02 18.78 
Venus 2.51 18.38 13.57 16.96 

TABLE II 
E RR OR DIFFERENCES BETWEEN TII E FULL AND LIMITED DISPARITY 

SEA RCII ALGORITIIMS FO R l = 3%. 

Pair Error 
name full search limited search difference 

Babyl 6.89 9.88 2.99 
Books 23 .46 26.43 2.97 
Dolls 18.18 20.16 1.98 
Woodl 9.5 12.48 2.98 
Cones 9.64 11 .88 2.24 
Teddy 13.71 15.34 1.63 
Venus 1.78 3.41 1.63 

The best results, obtained for t = 3% for the left stereo 
pair image, are presented in Table I and Table II. The used 
parameter values are: tile size equal to 16, disparity refinement 
range equal to 2, and feature points matching window size 
equal to 13. The first column in the Table I specifies how 
many feature points has been detected in the image, as a 
percentage of the number of pixels in the original image. The 
second column shows how many comparisons had to be done 
an average for each feature point in order to match it. The last 
column contains the average number of disparities searched 
for each pixel divided by the maximal disparity value md for 
the image. This value presents what percentage of disparities 
that would be searched by the full-search algorithm is checked 
in the proposed one. The maximal disparity for the selected 
stereo image pairs varies from 64 to 80, but 80 was used as 
a search value for all pairs. 

The results for t = 2.8% are presented in Table TIT and 
Table IV. The conducted tests have proven that for the selected 
image set it is impossible to further lower the allowed maximal 
error difference t. The error difference for at least one image 
pair (Books) always remains around 2.8%. In this case the 
disparity refinement range had to be increased to 8, and tile 
size to 32. 

B. Discussion 

The results in Table I and Table II indicate that the number 
of average disparity hypothesis tested for each pixel can be 
decreased by about 75 % at the cost of increasing the number 
of mismatched disparities by not more than 3%. However, 
the results presented in Table Ill and Table IV show that the 
increase in the number of mismatched disparities, compared 
to the original algorithm results, cannot be easily lowered 
to zero. Even as the number of average disparities searched, 

TABLE Ill 
R ESULTS OBTA IN ED FOR TIIE LIMIT ED DI S PARITY SEA RCII ALUO RITIIM 

FO R l = 2. 8o/c AND TIIE SMALLEST MB ER OF DI SPARITI ES SEA RC II ED . 

Number of Average Average Disparities 
Pair feature points feature points di sparities carched / max 

name in image[%] comparisons searched disparity [%] 
Baby I 3.31 21.68 66.70 83 .38 
Books 4.03 27.04 69.89 87.36 
Dolls 3.42 22.39 60.46 75 .58 
Wood I 4.68 30.96 73 .86 92.33 
Cones 3.57 23 .61 62.32 77 .90 
Teddy 3.91 25 .23 68.70 85 .88 
Venus 3.92 26.55 63.57 79.46 

TABLE IV 
E RR OR DIFFERENCES BETWE EN TII E FUL L AND LIMIT ED DISPARITY 

SEA RCII ALGORITIIMS FO R l = 2.8o/c . 

Pair Error 
name full search hrrntcd search difference 

Babyl 6.89 9. 17 2.28 
Books 23.46 26.20 2.74 
Dolls 18. 18 20.09 1.91 
Woodl 9.5 11.36 1.86 
Cones 9.64 11.35 1. 89 
Teddy 13.71 15. 11 1.40 
Venus 1.78 2.80 1.02 

approaches 80, which is a maximal disparity value, the results 
are not much better than those presented in Table I and 
Table II. This is most likely caused by the fact that some 
C(x, y, d) values are marked as "unknown", which means that 
there is less information available than in the full-search case. 
The worst results are obtained for the Books stereo pair, which 
contains fairly numerous low-texture areas. In such areas it is 
usually better to use larger filter windows in order to aggregate 
costs from larger neighbourhood. In the case of the used local 
stereo matching algorithm this means construction of a larger 
colour-cross. However, such a cross has to span multiple tiles 
and the fact that disparity search range is determined for each 
tile almost independently severely limits the benefits of this 
approach. This is because a lot of larger crosses include many 
"unknown" C(x, y, d) values. As a result an effective size 
of the cross is smaller, which may result in observed worse 
results. 

The other problem is that the Harris corner feature points 
are found near the edges in the image, which arc also often 
real objects' edges. In such a case, these feature points lie 
on disparity discontinuities. This means that when they are 
matched, the matching window covers pixels that should be 
assigned different disparities, which may result in a mismatch. 
However, the cross-checking of the Harris corner matches 
eliminates most bad matches, but sometimes also results in 
an exclusion of a disparity of a narrow object from the second 
stage search. 

V. CONCLUSION 

The incorporation of a Harris corner detector into a stereo 
matching algorithm can bring many benefits. As the Harris 
corners arc features that arc fairly stable across the images of 
the stereo pair, they can serve as a uscf ul guide for selecting 
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disparities to be searched. The novel scheme of the disparity 
space search limiting that we propose yields disparity maps 
of the quality at most 3% worse than those obtained by 
the selected full search algorithm. The huge benefit is the 
reduction in the number of searched disparities by even 75%. 
The only additional cost is the need to calculate and match 
detected Harris corners, but their number is very low compared 
to the image size. Thus it docs not add much complexity to the 
algorithm. Moreover, the way the proposed algorithm limits 
searched disparities is block based and each block is treated 
almost independently. This means that the algorithm can be 
very easily paralleliscd and implemented on the GPU or FPGA 
platforms. 
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ABSTRACT - In this paper an approach to adjustment and reduc­
tion of the number of parameters controlling simple 20 to 30 
image conversion schemes is presented. With the reported experi­
ments five 2D to 3D conversion methods were examined and com­
pared. The controlling parameters were experimentally adjusted by 
the viewers. The results of experiments indicate a linear depend­
ence between the parameters. Thus it is possible to reduce them to 
only one parameter. 

KEYWORDS - stereovision impressions, 2D to 3D conversion, ana­
glyph technique 

I. INTRODUCT ION 

Nowadays the image and video content is still to a large ex tent 
two-dimensional (2D), i.e., geometri call y nat. Thus the re is an 
urgent need for preparation of s imple and e ffective too ls 
(although poss ibly only approx imate) for the 2 D to 3 D image 
conversion. Taking simplicity of visualization into account, 
which is adequate to our approximate approach, we have 
dec ided to consider the anaglyph technique [ I 1- 16] but our 
ideas may a lso be implemented with other visua lization 
techniques like, e.g., the aulostcrcoscopic screens [ 17]. 

In thi s paper we ana lyzc and verify five vari ants of e fficient 
real time 2 D to 3D conversion schemes, proposed in our 
previous pub I ications [I , 2], based on the fo llowing process ing 
of the red co l o r component: 

• di reel shift 

• direct shift w ith interpo lation 

• mirroring with differential filtering 

• segment shifting 

• segment sca ling . 

All considered methods arc based on shifts of the red co l or 
component, separate ly for objects and for the background , 
according to the depth (d isparity) map (3 9]. 

The first method in the above li st cons ists mere ly of the 
shifts. Usi ng the second method , i.e ., the direct shift with 
interpolat ion, the information ho les occurring after shifting the 
red color component (i .e., regions wi tho ut thi s component) arc 
filled in by means of linear interpo lation. In the third approach 

the red co lor component information holes arc filled in with the 
respective regions of the mirror image fol lowed by differential 
filtering. Jn case of the segment shifting the red component 
infonnation ho les arc fill ed with the resca led nc ighboring 
segments of the image. Jn the last considered method the 
exist ing image segments arc scaled up to cover a lso the 
information ho les. 

Jn our approach we use binary depth maps. Thus, we have 
two red co lor component shift parameters: the first one is 
referred to the object and the second - to the background . Both 
parameters should be adjusted experimenta ll y, separately for 
the object and for the background for a ll considered methods in 
order to obtain the best 3D effect. A problem of the proper 
choice of these two parameters for the described five 2 D to 3D 
convers ion methods, together wi th the report about our related 
research works in thi s fi e ld , is desc ribed in next paragraphs. 

II. STEREOV ISION EXPERIM E TS 

A. Conditions o_f'experiments 

In the experiments three test images were used : l ena_color 
(the standard test image) with reso luti on 5 t 2x5 J 2 pixel s, 
bugatti with resolution 5 I 8 x389 pixels, and slup with 
reso lution 509 x382 pi xe ls (F ig. I). 

a) 

Fig. I . Jmages used for in vestigations during ex periments: 
a) lena_color, b) bugatti , c) slup 

56 students of the Poznan Uni versity of Techno logy 
participated in the experiments. The di s tance from the v iewer 
to the 24 inch diagona l LC D screen was about 0.8 m. Viewers 
wore anag lyph g lasses w ith the red and cyan filte rs. 

In the experiments our test applicati on implemented in the 
MATLAB environmen t, version 7. 1 1.0 (R20 I Ob) was used . 
T he graphi cal user interface (GU I) is screened on Fig. 2. 
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Fig. 2. GU I ofMATLAB application used in experiments 

Each examined person saw three test images for five 
methods. As the first method we chose the direct shift method, 
as the second - the direct shift with interpolation, as the third -
the mirroring with differential filtering, as the fourth - the 
segment shift method, and as the fifth - the segment scaling 
method . 

For each image the viewer had to adjust two best parameter 
values referred to each method for the background and for the 
object or afftm1 that the adjustment of the optima l parameters 
is impossible. These parameters arc referred to the red color 
component shift or the level of rescaling [ I, 2]. Viewers using 
two sliders arbitrary operated in the range from - 50 to 50 
pixels for parameters of the methods I - 4 and in the range 
from I to 6 for parameters of the method 5. The results of each 
parameter change were visualized on the application window in 
real time or in a lmost real time. 

B. Results of experiments 

Figure 3 presents distribution of the chosen best va lues of 
parameters referred to the background versus the object chosen 
by the viewers separately for each image for all methods. Five 
most distinct points were removed for each experiment for the 
calcu lation of the linear regress ion and the square of the 
Pearson product moment correlat ion coefficient. 
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Fig. 3. a) - o) Distribution of best values of parameters 
referred to background versus object chosen by viewers for 

each method for al I images 

In Table I a comparison of the best parameters for the 
proposed conversion methods is presented . In cases of the 
direct shift, direct shift with interpolation as well as for the 
mirroring with differential filtering more than 91 % of viewers 
perceived a 30 effect and could adjust the optimal values of the 
available control parameters. A smaller number of people (less 
than 74 %) perceived the 30 effect and could adjust the 
optimal parameter values of for the segment shifting and the 
segment scaling methods. Thus these two methods have to be 
improved for future experiments. 

A clearly linear relationship between parameters for the 
object and the background can be observed. Equations for the 
linear regression and the square of the Pearson product moment 
correlation coefficient arc also presented in Table I. 

TABLE I. COMPARISON OF20T03DCONVERSION METHODS 

Percentage of Square of 
people who saw Pearson 
30 effect and Linear product 

Methods Image could adjust regression moment 
optimal correlation 

parameters coefficient 
lin %] 

I. direct shift lena co/or 100 y - 0.78x t- 10.48 R2 
- 0.68 

hugatti 94.64 
mean : y = 0.71 x+9.77 R2 = 0 .73 
95.24 

slup 9 1.07 y ~ 0.71xl8.46 R2 = 0.71 

2. direct shift lena co/or 100 y - 0.90x+ 12.59 R2 
- 0.76 

with mean: R2 - 0.81 interpolation hugatti 96.42 
98.8 1 

y - 0.82x 19.75 

slup 100 y - 0.82x I 12.36 R2 
- 0.82 

3. mirroring /ena co/or 96.43 y = 0 .82x+ 12. 18 R2 
- 0.55 

with di ffcrcn- mean : R2 = 0.66 tia I filtering bugatti 98 .2 1 
97 .02 

y - 0.75x t l0.13 

s/up 96.43 y - 0.88x I I 0.36 R2 - 0 .72 

4 . segment lena color 73 .2 1 y = 0.65x I 15.26 R2 
- 0.49 

shift mean : R2 = 0.30 hugatti 73.2 1 
70.83 

y - 0.41 xl 14.72 

slup 66.07 y - 0.77x I 13.49 R2 
- 0 .62 

5. segment lena co/or 58.93 y = 0.83x+ 1.26 R2 
- 0 .73 

scaling 
hugatti 53 .57 

mean : y - 0.90x10.70 R2 = 0.80 
57.74 

slup 60.71 y - 0.76x I 1.33 R2 
- 0.65 
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Ill. CONCLUD ING REMARKS 

The results of our experiments demonstrate that the best 30 
illusion visibility is obtained for the direct shift, direct shift 
with interpolation, and mirroring with differential filtering . 
These methods are simple, low computational cost (thus 
applicable in real time), and offer a relatively good 30 quality 
anaglyph images. 

Experimentally determined linear correlations (the obtained 
values of the square of the Pearson product moment correlation 
coefficient) show strong linear dependences between the 
adjustable parameters for all examined 20 to 30 conversion 
methods. In result, it is possible to reduce the number of the 
adjustable parameters to only one with the second being 
controlled according to the predetermined linear function . The 
user may conveniently operate on this one parameter only to 
obtain the best perceptible and the most pleasant 3 D effect 
(Fig. 4). 

The presented results may be adapted to other visualization 
methods than the anaglyphs and may be used not only for the 
20 to 30 conversion but also in the 30 imaging. 

red color 

cyan color 
component 
(without ~ ....... -
processing) 

~user 

one parameter 
adjustment according 

to dependence 
between parameters 

Fig. 4. Concept of interface for only one parameter 
manually adjustable by user for 30 effect visualization 

In future , we plan to perform new experiments using more 
advanced depth maps (i.e. those with higher numbers of 
distances), using other (more advanced) visualization methods 
like e.g. the autostcreoscopy, and improving the proposed 
conversion methods. We will also try to qualify and quantify 
influences of all important (e.g., environmental conditions) in 
order to automatically determine not only the best conversion 
method but also its best controlling parameters, thus making a 
fully automatic 20 to 30 conversion possible. 
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ABSTRACT - One of the key changes introduced in the High 
Efficiency Video Coding (HEVC) in comparison to the H.264/ AVC 
is a revised algorithm of Intra prediction. Unfortunately, along 
with a significant improvement in the performance, its complexity 
has also been increased. This growth is particularly noticeable in 
the design of potential hardware architectures, due to a substantial 
augmentation in the number of supported modes and block sizes. 
This article presents an Intra prediction module architecture for 
the decoder, compliant with the Main profile of the sixth version 
of the HEVC draft. It allows the throughput of at least one sample 
per clock cycle at a moderate consumption of hardware resources, 
what should be enough to provide support for HDTV sequences in 
real-time for a 100 MHz clock. 

I. INTRODUCTION 

The rapid development of multimedia technologies provides 
users with a helter quality of experience almost every day. 
This particularly affects the video coding, where in re­
cent years increasing demands have hccn put on an im­
provement of the quality of the compressed video and a 
support for sequences with increasingly higher resolutions 
(HDTV, UHDTV). As a result, even the latest solutions 
as the current state-of-the-art H.264/ AVC, often arc insuf­
ficient. To address these needs, ITU-T and ISO/IEC came 
together and formed a group of experts, named Joint Collah­
orative Team on Video Coding (JCT-VC), in order to prepare 
a new standard. The call for proposals on video compression 
technology was announced in January 20 I O and 27 full propo­
sitions were suhmittcd from over 20 companies in response. 
After more than two years of work and eight meetings 
of the group a new solution is on the verge of ratification 
under the name of High Efficiency Video Coding (IIEVC). 
Preliminary tests indicate that it allows almost 40% coding 
efficiency improvement over the H.264/AVC High profile 111, 
while maintaining llcxihility necessary for a wide variety 
of applications. 

One of the main areas of work while creating a new 
~tandard was the development of Intra prediction. The result 
Is a significant increase in the complexity of the algorithm, 
described in the sixth version of the HEVC draft 121 in com­
parison to the H.264/AVC. The number of availahlc predic­
tion modes has hccn increased from 9 to 35 for the Main 
profile and 36 overall. Moreover Intra prediction can operate 
on larger hlocks, since in addition to standard 4x4, 8x8 and 
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Warsaw University of Technology 

Warsaw, Poland 00-665 

e-mail: G.Pastuszak@ire.pw.cdu.pl 

I 6x 16 hlocks, 32x32 and 64x64 hlocks arc also available. 
This should meaningfully improve the compression quality, 
especially for large homogeneous areas of an image. Unfor­
tunately, these changes may hinder hardware implementation. 
Firstly, they impose substantial requirements on the amount 
of resources needed to store reference samples. Secondly, it is 
a complex task to design a uniform architecture for all possihlc 
Intra prediction modes. 

In this paper an efficient FPGA architecture for Intra pre­
diction for a HEVC decoder, compliant with the sixth version 
of the HEVC draft, is presented. It supports all the prediction 
modes defined for the Main profile with moderate resource 
consumption thanks to a reduced number of registers in favor 
of memory cells. The module is ahlc to process sequences 
with different chroma sub-sampling: 4:2:0, 4:2:2 and 4:4:4 
and may he easily configured to work with sample hit depths 
higher than eight hits. 

The rest of the paper is organized as follows. Section II pro­
vides a short overview of the Intra prediction in the sixth ver­
sion of the HEVC draft. Section Ill contains the description 
of proposed FPGA architecture. The simulation and synthesis 
results arc summarized in Section IV. Finally, Section V 
concludes the paper. 

II. INTRA PREDICTION ALGORITHM 

Abrupt changes in pixel values do not appear frequently 
in natural images, the transition between ncighhoring samples 
is smooth and continuous. This property makes it possihlc 
to forecast the pixel value on the basis of its surroundings. 
The technique is widely known as Intra prediction. The I lEVC 
draft 121 contains several di ffcrcnt approaches to the presented 
problem, described in the following suhsections. 

A. Prediction Unit 

Prediction Unit (PU) is a square hlock with sizes ranging 
from 4x4 to 64x64. The process of calculation of Intra 
prediction for pixels inside the PU is based on reference 
samples located at the upper and left hordcr. Their num­
hcr can he up to twice the length of the edge of the PU 
for each direction (Fig. I). If any of required reference samples 
is unavailahlc, it should he replaced with the closest attainahlc 
sample. When none of the reference samples is availahlc, they 
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E 

~ - referen ce samples 

Fig. I . Visualization of the potential reference samples for the 4x4 PU, 
divided into five regions labeled A, B, C, I) and E. 

arc assigned the default value defined by a given bit depth. 
Some combinations of the prediction mode and block size 
also requires a pre-filtration of reference samples, calculated 
as a normalized weighted sum of three adjacent samples: 

pF[x] = (p[x - 1) + 2 · p[x] + p[x + 1)) > > 2 (I) 

B. Planar prediction 

The planar prediction type 1s designed to ease the re­
construction of smooth image segments, through removing 
the negative impact of the division into blocks. It ensures 
the continuity of the image plane at the PUs ' borders , 
through a creation of a gradual change in the value of pixels. 
The values of the prediction are calculated using the following 
equation: 

p[x, y] = ((nS - 1 - x ) · p[- 1, y]+ 
(x + 1) · p[nS, - 1) + (nS - 1 - y) · p[x , - 1] + (2) 

(y + 1) · p[ - 1, nSJ + nS) >> (k + 1) 

where nS denotes the PU size, x, y = 0 .. . nS - 1 and deter­
mines position within the PU and k = Log2 (nS). 

C. DC prediction 

The DC mode assigns the mean of the reference samples 
from the upper and left ncighbor (A and B in Fig. I) 
to predicted values. To improve the subjective quality of the al­
gorithm an additional filtration process is present for the lu­
minance component. For each sample lying on the lupper 
and left edge of the PU, the average is modified by taking 
into account the value of the reference sample (or samples 
for the corner position) adjacent to the position of prediction, 
leading to a smooth transition between blocks. 

D. Angular JO and 26 prediction 

In the angular I O mode the prediction is equal to the refer­
ence sample from the left neighbor in the same row, whereas 
in the angular 26 mode, the prediction is equal to the ref­
erence sample from the upper ncighbor in the same column. 
An additional filtration is required for luminance samples lying 
on the edge of the PU adjacent to the ncighbor, which normally 
docs not participate in the computation of the prediction . 
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Extended Main Arra 

Verti cal Directi on Honzonral Direction 

Fig. 2. The process of creation Extended M ain Array in 4x4 PU. 

E. Angular (2 .. 9, 11 .. 25, 27 .. 34) prediction 

To calculate the prediction in the angular mode, it is nec­
essary to create two separate arrays, corresponding accord­
ingly to reference samples located above the current block 
for the first one and reference samples on the left side 
for the second one. Based on the main direction of the pre­
diction (vertical or horizontal) one of these arrays is desig­
nated as Main Array, while the other is named Side Array. 
If it is the vertical direction mode, Main Array is located 
above the current block. Otherwise, Main Array consists 
of samples from the left side of the PU. 

The angular prediction mode determines a value of an angle. 
When the angle value is positive, only reference samples 
from Main Array are used. Otherwise reference samples 
from Main and Side arrays may be utilized, creating Ex­
tended Main Array (Fig. 2) l31, f41. The prediction value 
is determined by linear interpolation of neighboring ref ere nee 
samples, stored in the final array: 

i f dx = ( (y + 1) · intraPredAngle) > > 5 

iFact = ((y + 1) · intraPredAngle)&'Jl 

p[x, y] = ( (32 - iFact) · ref Array[x + i f d:r: + 1] 

iFact · ref Array[~c + i f dx + 2] + 16) > > 5 

(3) 

(4) 

(5) 

where nS denotes the PU size, x, y = 0 .. . nS - 1 and deter­
mines position within the PU. 

F Intra From Luma 

Intra From Luma is a prediction mode not available 
in the Main profile. It defines a method to predict the chromi­
nance values for a given PU on the basis of the reconstructed 
luminance samples. It implies the largest computational burden 
from all the [ntra prediction modes in the HEYC standard. 

Ill. PROPOS ED ARCHITECTURE 

When designing this Intra prediction module the primary 
goal was to ensure a throughput of at least one sample 
per clock cycle, which should allow the decoder to process 
HDTV sequences with 4:2:0 chroma subsampling in real time 
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Fig. 3. A proposed architecture for intra predict.ion in the HEVC decoder. 

using I 00 MHz clock. To achieve this objective, regardless 
of the prediction mode, the module calculates a prediction 
for the next four pixels in the raster scan order. The approach 
leads to a regular structure, shown in general in Fig. 3. 

In the proposed solution reference samples for the upper 
and left neighborhood of each image component are stored 
in a RAM memory in independent address subspaces. The sub­
space for the top neighborhood is significantly larger, as it 
is necessary to keep bottom line of reconstructed samples 
from the PU s for the whole image. Each memory cell 
stores four horizontally adjacent samples. Samples, which 
may become comers for further blocks, are stored separate 
in registers (Corners R egisters). The first step to prepare 
prediction for each mode is to read necessary reference 
samples from the memory and save them to a registers array 
(0 - I 27). A relatively complicated algorithm determining 
the necessary reference samples, especially for the angular 
prediction, may be significantly simplified. The four locations 
can be specified in dependence on the prediction mode and us­
ing the designation of areas in Fig. I: 

• reference samples situated in areas marked as A, D and E 
for Intra prediction modes from 27 to 34 inclusive 

• reference samples situated in areas marked as B, D and C 
for Intra prediction modes from 2 to 9 inclusive 

• reference samples situated in areas marked as A, B and D 
for Intra prediction modes I and from I Oto 26 inclusive, 
if the pre-filtration of reference samples isn ' t required 

• reference samples situated in areas marked as A, B and D 
plus the first two reference samples from areas 
C and E for Intra prediction modes O and from I 0 
to 26 inclusive, if the pre-filtration of reference samples 
is required 

l 
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Fig. 4. A pre-filtration of a single reference sarnples set. 

The most time consuming is the last possibility, as it takes 
half of the PU side in pixels plus four clock cycles to obtain 
all the necessary samples. Taking into account that the max­
imum block size is 64x64 in the worst case 131 reference 
samples have to be read. Most of them is written to the reg­
isters array. The exception is the comer sample (Corner 
R egister), as it serves as a replacement for unavailable pixels, 
and two values of samples for the planar prediction, labelcd 
as p[nS, - 1] (Top Planar Far R ef) and p(- 1, nS] (Le ft 
Planar Far R e f) in Eq. 2. 

When the pre-filtration of the reference samples is required, 
for the first, second, and third sample, it is carried out 
immediately after the reading from the memory, while the last 
sample is stored in the register unchanged. At the same time, 
third sample is saved in the collateral register. It is used to cal­
culate the value of the filtered fourth sample at the time 
of the next reading. This is shown in detail in Fig. 4. 

The set of reference samples is subsequently obtained 
from the registers based on the prediction mode and the po­
sition within the PU, then it goes in parallel to one of five 
possible modules responsible for the calculation of the indi­
vidual prediction type. Finally, the correct values for the four 
samples in the raster scan order are chosen by the mode. 

A. Planar prediction 

It is possible to optimize the Eq. 2 by changing the or­
der of arithmetic operations, similarly as it is performed 
in the HM 6.1 reference software: 

p[;c, y] = (nS + nS · p[- 1, y] + nS · p[x, - 1]+ 

(x + 1) · (p[nS, - 1] - p[- 1, y])+ (6) 

(y + 1) · (p[- 1, nS] - p[x, - 1])) >> (k + 1) 

The size of the PU can be only a power of two, 
so the nS p[- 1, y] and nS p[x, - 1] parts of the 
equation can be calculated merely by shifting bits, eliminating 
two multiplications. This means, it is possible to significantly 
reduce the logic responsible for the calculations, as it is shown 
in Fig. 5. Moreover, derived form is so simjlar to the Eq. 5 
it allows sharing multipliers with the angular prediction, 
which is presented symbolically in Fig. 3. 

B. Angular (2 .. 9, I J .. 25, 27 . .34) prediction 

The basis of the prediction is the table, which allows 
a mapping of the index value calculated from Eq. 3 to the po­
sition of a reference sample in the registers array. This table 
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Fig. 5. An optimization of the planar prediction mode equation. 

is construcled according to the size of the PU and the pre­
diction mode and implemented as a LUT. Further optimiza­
tions include replacing multiplication from Eq. 3 and Eq. 4 
with an angle accumulator, which value increases at each 
transition to the next row of the PU, as in [3]. Thanks to this 
i f dx and iFact values may be determined as the six most sig­
nificant and the five least significant bits of the accumulator 
respectively. The result of Eq. 5 is calculated using combina­
tional logic shared with the planar prediction path. 

C. Other prediction modes 

The DC value is calculated in parallel to the transfer 
of reference samples from the memory to the registers array. 
The angular I O and 26 modes come down to the assignment 
of the adequate reference sample to the prediction value. 
Any filtration, if needed, is performed on an ongoing basis 
for each of these modes. 

D. Reconstruction 

Reference samples from the upper and left PU surroundings, 
which can be used as corner samples for the subsequent PUs, 
arc transferred to dedicated registers when Intra prediction 
is prepared. Thus, immediately after the end of calculations, 
the module waits for the reconstructed sample. The interface 
is designed to accept four reconstructed samples in the raster 
scan order. Received samples, located at the right and bottom 
edges of the block, are stored at the appropriate addresses 
in the memory. Estimated number of clock cycles allo­
cated for this process corresponds to the number of samples 
within the PU divided by four, and increased by one. The addi­
tional clock cycle is required due to the fact that the last sample 
must be stored as the potential reference sample from the upper 
and from the left neighbor, which means that it must be written 
to two different locations in the memory. 

IV. lMPLEMM ENTATION RES ULTS 

The correctness of the proposed architecture was ver­
ified on the basis of the HM 6.1 reference software, 
modified in order to provide the necessary information 
in the text form. This software is released in successive ver­
sions along with the emergence of updates of the HEVC draft 
and reflects the state of development of the standard al a time. 

The Intra prediction module was synthesized using Syn­
opsys tools using the TSMC O. I 3µm technology. Results 
arc presented in the Tab. I and show more than an quintuple 
increase in the consumption of hardware resources in relation 

236 

TABLE I 
SUMMARY OF SYNTHESIS RESULTS AND COMPARISON WITII OTH ER 

WORKS . 

Architecture Proposed [}J 

Technology TSMC 0.1 31-un CMOS 
Logic gate count 54745 9020 

Maximum operation frequency 150 MHz 150 MHz 
Average cycles to generate a pixel < I 1.5 

TABLE II 
TIM E DISTRIBUTION FOR TH E INDIVID UAL STEPS OF TH E ALGORITHM FOR 

TH E PROPOS ED ARCHITECTUR E, AND AN INDICATION OP TH E AVERAGE 

NUMBER OF CLOCK CYCLES SPENT ON TH E CALCULATION OF T HE 

PR EDI CTION FOR A SINGLE PIX EL, D EPENDING ON THE SI ZE OF TII E PU . 

Gathering Preparing Cycles 
PU Size reference Intra Reconstruction Sum per 

samples prediction pixel 
4x4 6 4 5 15 0.94 
8x8 8 16 17 41 0.64 

16xl6 12 64 65 141 0.55 
}2x}2 20 256 257 5}} 0.52 
64x64 }6 1024 1025 2085 0.51 

to the synthesis results presented in [3]. The main factor 
causing such an adverse outcome for the proposed architec­
ture is probably the ability to handle the full range of PU 
sizes, instead of just 4x4 as in [3J. This entails the need 
Lo use considerably larger number of registers and more com­
binational logic. The minor differences, which may also in­
fluence the comparison, are the support of the planar predic­
tion mode and significantly higher throughput. Unfortunately, 
the novelty of the standard limits the number of available 
solutions, which one could refer to. 

Tab. II shows the number of clock cycles needed to de­
termine the prediction depending on the size of the block 
in the worst case. The presented results are based on the as­
sumption that the transfer of reconstructed samples to the mod­
ule will start immediately after the end of the calculation 
of Intra prediction. The most important parameter is the aver­
age number of clock cycles needed Lo calculate the prediction 
for a single sample, as it allows an easy estimation of the speed 
of the module. Its value drops with the increase in the size of 
the PU, due to the relative minimization of the time spent 
on obtaining reference samples from the memory. This feature 
appears to be particularly useful for high resolution video se­
quences. It is also worth noting that the maximum throughput 
of the module comes to almost two samples per clock cycle. 

V. CONCLUSION 

In this paper, an efficient FPGA architecture of intra 
prediction for the HEYC decoder is proposed. It is fully 
compliant with the Main profile defined in the sixth version 
of the HEYC draft. Thanks to using an uniform structure 
for angular and planar prediction modes, the throughput 
of at least one sample per clock cycle is assured. 

Additional work associated with the development of the ar­
chitecture should focus on providing support for the In­
tra From Luma mode. This is certainly the most compli­
cated Intra prediction algorithm, available in the standard, 
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and as such 1s not included al the present time m the Main 

profile. 
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ABSTRACT - 'Ihe analysis of the compression methods of the stripe 
patterns video sequences used in structured light technique is pre­
sented in this paper. It has been shown that the illumination of the 
3-D scene be the sequentially repeating stripe patterns introduces 
additional correlation to the structured light video sequence. The ex­
perimental results presented in this paper confirm that this correla­
tion can be effectively utilized for the video encoding. 

I. INTRODUCTION 

Structured light is one of the techniques used for construc­
tion of 3-D scene models out of its 2-D views [I], [2 ). The 
structured light 3-D model capturing system is composed of a 
computer heamer/projcctor and a video camera. The analysed 
scene is illuminated hy the projector with a sequence of 
fixed stripe patterns. Images of the scene illuminated with 
stripe patterns are registered hy a video camera. The scene 
depth information can he derived hy the analysis of the 
stripe pattern distortions caused he the object shape. This 
analysis is a compute-intensive process and often can not 
be performed hy the capturing system in real time. In such 
cases the sequence of stripe patterns images must be stored 
for off-line processing or transmitted to other systems to he 
processed. Since such sequence is represented hy huge amount 
of data, the high capacity storage devices or high throughput 
transmissions channels arc required. It is desirable to reduce 
the sequence bitratc to lower the requirements on storage 
devices or transmission channels. The analysis of the efficiency 
of video compression techniques applied to the sequence of 
the stripe patterns images is presented in this paper. 

A. Video codinx 

The video sequence is the representation of a natural scene 
sampled temporally and spatially. The goal of a video coding 
is to reduce the amount of data required to represent the video 
sequence while preserving its quality. The video compression 
is achieved hy the exploitation of the temporal and spatial 
redundancy in a video sequence. Virtually all video coding 
standards arc based on the motion compensated DCT and 
DCPM hybrid coding algorithm 13). The MPEG-4 AVC/H.264 
standard 141 is currently the most often used in the area of 
video coding. ll is based on the hybrid coding algorithm like 
its many predecessors. However many enhancements have 

Piotr Garbat 
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Warsaw University of Technology 
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heen added to the classic algorithm to improve its coding 
efficiency 151 19). 

The MPEG-4 AVC/H.264 coding standard has hcen signif­
icantly extended in its newer editions. The scalable extension 
(SVC) 1101, [ 11 J allows partial transmission and decoding of 
the encoded video sequence. It provides the functionality of 
graceful video quality degradation desirable in many appli­
cations e.g. video streaming. The video content adaptation 
to the varying transmission channel parameters can he easily 
achieved with this functionality. The scalable video hitstrcam 
is composed of two or more hierarchically organized layers. 
The lowest/base layer carries the lowest quality video content. 
The upper/enhancement layers contain data required to recon­
struct video in a better quality. The quality of the reconstructed 
video sequence depends on the number of the received and 
decoded layers. 

The multi view extension MVC [ 121 of the MPEG-4 
AVC/H.264 standard is related to the 3-D video becoming 
a hot topic in multimedia technologies last years. It allows 
encoding of multiple video sequences representing the same 
scene viewed from different positions. The sequences arc 
captured by multiple video cameras, which must he precisely 
aligned in space and synchronized in time. Stereovision is an 
important special case with two images, for the left and the 
right eye. Currently available displays 113 J allow visualisation 
of the stereo-paired video with 3-D depth impression. However 
special glasses must be worn in most cases to perceive the 
scene depth. The rapidly developing autostereoscopic displays 
technology allows 3-D visualisation without glasses. Mul­
tivicw autostercoscopic displays 113 J will allow a practical 
implementation of the Free Viewpoint Television concept [ 14). 

The MVC extension efficiency has been achieved hy ex­
ploitation of both the spatio-temporal redundancy within each 
view and the inter-view redundancy. The inter-view prediction 
structures have heen proposed in 115], [ 16]. The MVC exten­
sion coding gain achieved with the inter-view prediction highly 
depends on the acquisition system characteristics (distance 
between cameras, lens distortions, illumination variations etc.). 
The bitrate reductions up to GO% have heen reported, however 
it is at a level of 20% ~ :m% in most cases 112 J. 

The structure of the MVC hitstream is similar the SVC one. 
It consists of the 'base view' encoded only with the use of the 
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Fig. I . Comparison of standard and structured li ght video sequences 

w ilhin-vicw spati o-tempora l predicti ons and the ' enhancemcnl 
views' encoded with the use or w ilhin-v iew and inter-v iew 
predicti ons. The ' hase view' may he H.264/AVC compalihle 
encoded to cnahlc its decoding by legacy dev ices. 

II. STRI PE PATTERN V IDEO SEQUE CES 

Digital video sequences, due Lo regular spati o-Lcmporal 
samplin o pallcrn , exhihil high spatial and tempora l correlati on. 
T he va lues or neighbouring pi xe ls w ithin given frame as well 
as va lues or corresponding pi xe ls in neighbouring frames arc 
strongly dependent on each other. lL can he confirmed by 
analys is of Lhe video sequence aulo-covari ance function. Its 
es timati on w ill he ca lculated in Lhc fo llowing way: 

I ) luminance samples or a 3-D video sequence 

.1J:w[111 , 11 f ] arc converted into a 1-D vector u,n [k] of 
luminance samples: 

l}1n [k ] - .1J:w[111 , 11 , f] k = 111 + n · I- f . lvl. ( I ) 
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where l\l , arc respecti ve ly number o f co lumn , and 
rows in each frame, and F is the number or analysed 
frames, rn = 0, ... , A1. - 1, 77 = 0, . .. , N - 1 are 
respecti ve ly co lumn and row indexes, .f - 0, F - l is 
frame index, /,; - 0, ... , F · lv.f · N - l is a luminance 
sample index in the 1-D vector, 

2) ca lcul alc es timati on J? [i] or the auto-covari ance function 
using FfT /I FFT 

Ji' [;J = IFFT { FFT (!!llJ [) - vw[·if} (2) 

3) the resulting functi on is sca led by di viding the pixel 
di splacemcnl i by numhcr or pi xe ls in each fra me Al· 
to bcltcr visuali se inter fra me correlati on 

The video tes l sequence Football or C IF resoluti on (Fig. I .a) 
has heen used as an example or a standard video Lest sequence. 
T he eslimation of its auto-covari ance functi on is shown m 
f ig. I .b. The max ima at every rramc arc clearl y visible. 
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The structured light video sequences represent scene illu­
minated hy sequentially repeated stripe pattern. (Fig. 1.c). 
The sequences used in the experiment have hccn captured 
with the acquisition system presented in Fig. 2. It consists or 
the projector-camera units, the proce. sing unit and the mea-
urcment vo lume. The projection and detection units works 

with crossed axis configuration . Projection module perform the 
Gray Code ba. ed pattern projection. It is composed or an light 
ource, a DMD (Digital Mirror Device) and a DMD controller. 

DMD is used to generate variahle patterns and to project 
the patterns. DMD is a sem iconductor hascd optical switch 
integrated with micro mirrors. A pattern image consisting 
or I and O could he obtained by swi tching each mirror to 
on/off state. The the DMD LightBEAM 4500 device is used to 
display the structured light patterns. This device provides XGA 
( I 024x768) resolution with frame rates or 61 lz-5000Hz for 
binary patterns. For the second component, image acqui sition, 
a Pattern Camera fast CCD camera model Pike AVT 032F 
i used. Thi s is an D monochrome camera, capable or 
capturing up to 200 fp., with VG (640x480) resolution, and 
FireWire interface. The camera is synchronized by signal from 
DMD device. The second camera in detection module capture 
color images with FullHD ( 1920x l080) resolution. A sequence 
or Gray Code patterns was selected for thi s implementation . 
The 8 binary patterns are generated and uploaded into pro­
jection unit memory. With all the files loaded in the DMD 
memory, the system is ready to start projecting and capturing 
the patterns. The pattern camera working in tri gger mode. Each 
projected pattern activates image acquis ition operation. 

The repeating scene illumination introduces additional cor­
relation to the video sequence. The estimation or the structured 
light video sequence auto-covariance function (Fig. 1.d) has 
additional maxima at every eight frame, hesidcs maxima at 
every frame. The former max ima arc much higher than the 
latter ones. 

Ill. EXPERIME TAL RESULT. 

The structured li ght video sequence has been split into 8 
subsequenccs to exploit its properties discussed in the prev ious 
section. Every eight frame, related to one or the eight stripe 
patterns, has been moved into its corresponding suhsequcnce 
(Fig. 3.a). The high temporal correlation has been expected 
with each suhsequence, since it contains only images or the 
cene illuminated only with the one stripe pattern . Additionally 

inter sequence correlation caused by the same scene compos i­
tion has been ex pected. The temporal correlation within each 
subsequence and correlation between subsequences is similar 
to the corre lations observed in the multiview sequences. The 
subsequences have been processed by the MV encoder to 
check if these correlations can be effectively utili zed. The 
bit treams representing each suhsequence have heen then 
a · emhlcd into one MVC hitstrcam, which has been decoded 
by the MV decoder. Reconstructed subsequences have heen 
joined maintaining proper frames order into one sequence. For 
compari son the entire structured light video sequence has heen 

Visualisatioo vdume 

Pattern camera 

l HO camera 

Projector OMO 

l __ 
(::I) 

(h) 

Fig. 2. General scheme (a) and prototype (h) of the prnposcd 31) aquisition 
sctup. 

processed with the use or standard, single-v iew, non-scalahlc 
encoder and decoder (I 'ig. 3.b). 

The MVC reference software JSVM 8.5 1171 and the 
MPEG-4 AVC/H .264 reference software .JM - 18.2 I 18J have 
been used in the encoding experiment. The structured li ght 
video sequence shown in Fi g. 1.c with 328 frames has been 
used. ll has been split into 8 subsequences (4 1 frames in each 
one) for the MVC encod ing. GOP composed or 8 frames with 
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Fig. 3. Structured light video sequence encoding with the use of a) MYC, b) AYC 

an anchor frame at the beginning has been used. The following 
inter-view prediction structures have been used: 

• inter-view prediction disabled 
• inter-view prediction enabled only for anchor frame 
• all frames encoded with the inter-view prediction enabled 

In the AVC encoding only first frame has been encoded in the 
IDR mode, different number of B frames between P frames 
has been used. The PSNR have been used as a quality measure. 
The experimental results are presented in Fig. 4. 

Generally the better results have been achieved with the 
MYC encoder than with the AVC one. However there are 
almost no differences between inter-view prediction structures 
used in the MVC encoding: the PSNR with inter-view pre­
diction enabled for all frames (MVC ALL) are minimally 
better the the results for the inter-view prediction enabled 
only for anchor frames (MVC ANCHOR), which are in turn 
minimally better than the results with inter-view prediction 
disabled. The best performance of the AVC encoder has been 
achieved in configuration with one B frame between I/P frames 
(AVC IBP). The results with two B frames (AVC IBBP) has 
been slightly worse, whereas with no B frames (AVC IPPP) 
significantly worse with respect to the best AYC configuration. 

IV. CONCLUSIONS 

The structural light video sequences encoding options have 
been examined in this paper. It has been observed that se­
quential illumination patter introduces additional correlation to 
these sequences. This correlation is similar to the one observed 
in multiview sequences. The experimental results have shown 
that significantly better coding efficiency can be achieved if 
the structured light video sequence is split into subsequences 
and MVC encoded with respect to the results obtained with 
the entire sequence processed with the standard H.264/AVC 
encoder. However the efficiency gain has been ensured mainly 
by the temporal correlation within each subsequence. The 
inter subsequence prediction minimally affects the overall 
efficiency. 
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The PSNR based on global image statistics has been used as 
a quality measure in all experiments. It will he replaced with 
a measure related to the stripes detection precision in further 
work . 

Another area of the future work will be development of the 
more efficient representation of the structured light video se­
quences. The preliminary results show that 8 consecutive stripe 
pattern images can be combined into one code image also 
known as an index image. This image has similar properties to 
the depth image. It is expected that code images representation 
of the structured light video sequence will better preserve the 
3-D scene geometry information than analysed in this paper 
compressed structured light video 
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ABSTRACT - 'Ihe article deals with the thermal optimization of an 
electronic device board containing the video-and-sound interface 
for an electronic travel aid (ETA) for assisting the blind in inde­
pendent mobility. Because the device would be worn as a pair of 
eyeglasses, the heat should cause as little discomfort to the wearer 
as possible. In order to optimize the placement of the electronics 
components on the defined PCB, a special evolutionary, two-step 
calculation algorithm was developed by the authors. 

KEYWORDS - placement optimization, heat conduction, convec­
tion, stereovision, blindness 

I. INTRODUCTION 

Optimum placement or devices on a PCB plays a very 
important role for heat dissipation to the ambient. Each 
electronic component, as a heat source, thermally interacts with 
the others. This makes electronic component arrangement 
important for heat dissipation and reliable operation of 
electronic systems. Apart from that, decreasing the housing 
temperature even by a single Celsius degree considerably 
increases the comfort of using any wearable interface. 

A lot of methods for optimisation of the positioning of 
electronic components on PCBs can be found in the literature. 
The most frequently used assessment criterion is certainly the 
maximum circuit temperature, but the optimal reliability has 
been used as well [21[31. Kos applies heuristic methods for 
hybrid modules [31. Electronic devices of this type usually 
have a well conducting thermal substrate. The author compares 
the heuristic method with the gradient one. The first one is 
more suitable for CAD applications than second which has 
large computational requirements. For the thermal coupling 
between the components several papers took into account the 
thermal wake frmction[4 J-l 6 ], i.e. calculating the innucncc of 
hot air flow on downstream placed components. In order to 
optimize an electronic devices' position TFPA (thermal force­
directed placement algorithm) was also used [ 7]. Each chip in 
the MCM (multi-chip module) pushes other ones to find 
equilibrium. Forces used for chips arc based on heat 
conduction analogy. For the problem of optimal placement or 
power chips on the MCMs the modified fuzzy force-directed 
placement method has also been proposed [9J. Some authors 
perform permutations of electronic devices on PWBs (printed 

wiring board) [8]. The aim is to optimize reliability and wire 
ability or a considered electronic system using Ordered bcst­
lirst search algorithm, which builds up the linear permutation 
from front to rear of one module. 

In this paper a genetic algorithm will be presented, 
which is a different approach to the methods published in the 
literature. A numerical model for electronic component 
placement optimization on a PCB includes a genetic algorithm 
and a thermal solver. The genetic algorithm searches 
arrangements that will be checked by the thermal solver, if they 
satisfy the requirements of the designer VII. A genetic 
algorithm is a technique of a solution search based on natural 
evolution. This kind of solution search is recommended when a 
function describing an analysed problem is not known, but the 
solution space can be determined. The genetic algorithms have 
been described in many textbooks [ 11 ]-[ 14 J. 

11. TI IE PROTOTYPE OF AN ELECTRONIC TRAVEL-AID 

SYSTEM FOR TIIE VISUALLY IMPAIRED 

Institute of Electronics at the Technical University of Lodz 
for several years has been conducting research and 
development of various Electronic Travel Aid (ETA) systems, 
i.e. devices for assisting the visually impaired in safe and 
independent mobility (www.naviton.pl). One of the research 
projects was the development of special glasses equipped with 
stcrcovision cameras, inertial sensors and audio playback 
capability. 

The working principle of the constructed device is to 
acquire a sequence of stcrcovision images that arc on-line 
transmitted to a computer. An especially designed application 
determines the so called depth maps (2.5D images) that arc 
further used for detecting scene objects identified as obstacles. 
Each detected obstacle, depending on its location in the scene, 
its size and type, is characterized by a unique audio stream. 
Those audio signals arc being transmitted to the sound module 
device and played back in stereo headphones. By these means 
the blind user receives a stream of "auditory pictures" of the 
environment. The sound generating algorithm combines the 
data obtained form the segmentation algorithm and the data 
computed form signals recorded from a linear acceleration 
sensors and an angular velocity sensor that arc located on 
user's head 
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The T !\ glasses consist or: 

• 

• 

• 

• 

• 

Two VRm -3 digital cameras from VRMagic that arc 
equipped with separate U B serial buses 

microprocc sor that counts the time interval elapsed 
from the interruption cau cd by image acquisition 
module till the ampling of a signal from linear 
acceleration sensor , 

A sound card with a U B bu , headphone and 
microphone ports, which arc used for communication 
between the user and the system, 

fi ur-port U B 2.0 hub that allows to connect to a 
computer u ing a single cable. (Figure I) 

Stereo headphones integrated with the casing (Figure 
2.) 

-

PCB 
(g lasses ) 

Fi gure I . Block dia!,rram. 

With the information collected from the end users , we were 
ab le to dctcnninc the izc and shape, which should characterize 
the device so that it is genera lly accepted by the blind . It was 
determined that the device should have a simi lar shape to large 
unglasscs, low weight and should not cau ' C discomfort to the 

wearer. 

Figure 2. Environmental sound imag ing g lasses prototype 

II I. THERM A PROBLEM ' IDE TYFICATIO 

It has been found that heat dissipated from the vtston­
acoustic interface can cause di scomfort for a person u ing the 
system. The device draw · its energy from a U B computer 
port. De pile the small current which is taken , during the 
system operation, about 3. 1 W of power is converted into heat. 

I· or the placement optimization only the devices which 
di ss ipate the highest heat quantities were used. 
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TABLE I. I I LA r SOURCES 

Lo. Name PlmWI size Imm! 
I Le fi camera 625 6 X 14 
2 Right ca mera 625 6 X 14 
3 US B Concentrator 1300 8x8 
4 Microprocessor 150 8 X 8 
5 Sound card module 425 7 X 7 

In order to decrease the time con umption by the 
optimizing algorithm, the elements used in the thermal model 
have izc equal to Ix I mm. Apari from that, the PCB area u ed 
for optimization is limited to a discrete grid Fig. 3ab. 

a ) 

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii:;:;::::::::::;:::;;;:::;:;;;iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii 
b ) 

Figure 3. Net raster or PCB a) actual , used while thermal si mulations 
b) limit ed, used for c lement placement 

In the model thermal conduction throught th substrate i 
included. The optimization i done for the FR-4 laminate which 
is typical material used in electronic app lications (thickness 
1.5mm, thermal conductivity A- 0.25 W Im· K). It is assumed 
that the amb ient temperature is equa l to 20° . In the 
optimiza tion proccs on ly elemen ts 3,4 and 5 cou ld chang the 
position. Elemen ts I and 2 arc the digital camera', the po ition 
of which on the P B can not he changed. This re ·ult from a 
fixed camera base (the distance between the optical axes of the 
camera ) set to 80mm for the project). 

IV. THERMAL PTIMI ATI N OF LECTR 
COMPO ENTPLACEMENT 

As it is mentioned in the Introduction for the optimization 
process a genetic algorithm has been used. For that goal pccial 
program written in Delphi 7 has been created. For numerical 
simulation of temperature distribution ANSY 11 has been 
used . 

/\ genetic algorithm cons isting of two levels wa 
proposed. First, a preliminary optimization which a sumcd 
that there arc twenty- ·ix positions on the P B where electronic 
devices can be placed. The aim of this part of optimization was 
to place the devices in near optimal positions, which scr c as 
the starting position for the second level of optimization 
(pcrmutational coding has been used [2]-[4]). In the second 
level , the electronic components can be placed on nodes of a 
I mm grid (Fig. 3). 

In the preliminary part of the algorithm pcrmutational 
coding is used . Each individual consists of one chromosome 
that describes the positions of the electronic components. The 
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algorithm using an objective function pcrfonns the adaptation 
a cssmcnt. In order to ge t the va lue of the temperatures the 
thermal sol er is used. The thermal model is created in the 

NSY R. program in batch mode. The infonnation concerning 
the electronic component positions i end in a tex t file to 
A Y "- which sol cs the Kirch hoff- Fourier equation 
(thermal conduction in the ub tratc and the devices) and 

a icr Stocke ' equation (forced con cctivc cooling) [15] 
u ing the finite clement method [ 16]. Temperature values arc 
returned in a text file to the main program written in DELPHI 
7. Using ranking method [ 17], individual adaptation 
a cs mcnt i · performed. Two the best indi viduals are crossed. 
If there is no improvemen t individuals are mutated . The 
preliminary optimization is finished after = 200 generations 
or if there is no solution improvement during M = I 00 last 
generations, then the second level of optimization is started. 

The algorithm searches the device positions near those 
found in the first part. At this level of the optimization, change 
of the de ices position is coded (not the position itself) as a 
binary seq uence (27 bits). ach devices position is represented 
by 3 bit . The most signifi cant bit (of each 3 bits) decides if 
any change of the dev ice position is done (I) or not (0) , while 
two the last significant bits decide about direction change n + 
I, m(OO), n - I, m(OI) , n, m + 1(11) and n, m - 1(10) (Fig. 2.) . 
The optimiza tion is conducted using the previously described 
algorithm and the objective function f(T max, Tavg). At thi s level 
two the best individuals arc chosen u ing ranking method and 
then crossed. If there is no improvement individuals arc 
mutated (values of two randomly chosen genes arc negated) . 

V . R ESU T OF IT ~RATION 

The opllm1zat ion gave the placement with average 
temperature equa l to 2 l.67°C and maximum temperature equal 
to 24.04°C. The result was found after 186 iterations. 

Fi gure 4 . Temperature di stribution on PC B and heat sources after optimal 
component placement 

TABLE II. R ESUI.TS OF Ol'TIMl/'.AT ION ITl::RATIONS 

Iteration Maximum temperature I "C I Average temperature I °C I 
number 

sta rt 27.03 22.56 
24 25.35 2 1.93 
13 1 24.28 2 1.85 
186 24.04 2 1.67 

The proposed algorithm enabled to obtain quite easy and 
fast positions of components for which average temperature is 
equal to 2 I .67°C and the max imum temperature equals to 
24.04°C. These values are good enough for the user to feel 
comfortably during the use of the system, which is designed for 
aiding the visually impaired in independent travel people. 

It is also possible to model and thermally optimize various 
electronic ystcms using the so ftware prepared during the 
research . 

In the future , the authors plan to compare the obtained 
results with the Forced Directed Method [7]. 
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Ans·rnACT - 'Ihe issue of effective learning specific neural net­
works capable of creating symbolic description of rules gov­
erning a set of empirical data is considered. In the field of our 
interests arc atypical pcrccptrons suitable for implementing 
partial-rational or polynomial functions that describe the data 
set. A novel factor of the presented approach is an attempt to im­
prove effectiveness of the perceptron learning by making proper 
transformations of the partial-rational or polynomial functions. 
'Ihcsc transformations enable to eliminate from the learning 
process operations on complex numbers as well as time consum­
ing operations connected with using activation functions of the 
In(.) and exp(.) type. Such an approach has proved to he a suc­
cessful way to improve efficiency of the network training in the 
sense of increasing the learning speed and robustness. 'Ihe pa­
per presents the proposed transformations used to modify one­
dimensional partial-rational as well as one-dimensional poly­
nomial expressions. Perccptron schemes resulting from these 
expressions arc also shown. Moreover, we discuss the applied 
method suitable for learning the networks and demonstrate the 
achieved training effects. 

KEYWORDS - neural networks, perceptron training, rules govern­
ing numerical data, symbolic description methods 

I. I NTRODlJCTION 

In some situations, information ahout an object of our 
interests is available only in the form of empirical data. In 
such cases, there is sometimes a need to create a symbolic 
description of rules governing the given data set. Creating 
description of this type is frequently called law discovery 
approach. So far, the law discovery is hascd mainly on 
using partial-rational or polynomial expressions as tools 
describing relations between elements of a given data set. 

For a long time, expressions of this type arc applied in 
different fields of our life. As an example, one can mention 
mathematical operations of interpolation. Another example 

Ryszard Wojtyna 
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relates to measuring physical quantities in the presence of 
many environmental factors influencing the measurements. 
In the latter case, the question of a proper calibration of the 
used measurement instruments appears. This is connected 
with a complex character of relationships describing the 
considered empirical data. One of possible solutions of this 
problem is applying atypical neural networks to determine 
parameters of complex multidimensional partial-rational or 
polynomial forms used to describe relations between the 
measured quantities and the unwanted affecting factors. In 
the paper, we present a method hascd on applying the 
ahovc mentioned technique. Novel neural networks and 
ideas of more effective learning the networks arc 
presented. 

Using neural networks to find rules governing the 
considered empirical data creates new possibilities to solve 
this problem and one observes a growing interest in 
applying such a technique. The role of the neural network 
is to determine coefficients of the partial-rational or 
polynomial expressions used as mathematical models of 
rules governing the data set. One of the main advantages 
of using neural networks to solve the law discovery 
problem is a possibility to determine the partial-rational­
function or polynomial coefficients while learning the 
network. 

However, to realize the law discovery task, specific 
neural networks, in our case pcrccptrons, must be 
developed to implement the used description of the data 
rules. The type of the resulting pcrccptrons depends on the 
form, in which the function describing the given empirical 
data set is expressed f 11, [3-6 J, l 10-131, 1151. Moreover, 
proper methods have to he applied to train the network. In 
general, the network learning is not an easy task. A lot of 
problems appear in networks with activation functions of 
an In(.) type. This results, among others, from difficulties 
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connected with calculations of the In(.) functions when 
dealing with negative arguments. Furthermore, in many 
cases there is a need to perform operations on complex 
numbers during the learning process. The problem with the 
complex numbers is critical when using partial-rational 
expressions with complex nodes (zeros of denominators) 
to describe rules governing the data set. 

In this paper we propose, as already mentioned, a new 
way to solve the problem under consideration. Our method 
is based on proper function transformations and results in 
proper forms of the used partial-rational or polynomial 
expressions describing a given data set. The proposed 
transformations lead to eliminating the In(.) type activation 
functions as well as operations on complex numbers from 
the perceptron training procedure. As a consequence, it is 
possible to avoid the above discussed difficulties with the 
perceptron learning and make the training process more 
effective. 

Analytical description of the proposed transformation 
technique applied to both the partial-rational and 
polynomial expressions is given in section 2. Section 3 
presents the resulting special type pcrccptrons. The applied 
training algorithm used to determine cocflicicnts of the 
given relationships describing the data set is discussed in 
section 4. Examples of the achieved learning results 
concerning one-dimensional functions arc shown in 
section 5 whereas section 6 includes concluding remarks. 

II. TRANSFORMATIONS OF RATIONAL-FUNCTION 

AND POLYNOMIAL FORMS LEADING TO THE 

PROPOSEDPERCEPTRONS 

Our considerations concerning the proper partial­
rational relationship form arc aimed at obtaining 
perceptrons whose learning efficiency could be better than 
that achievable in the previously published neural 
networks [3-6], fl 1-131, [15], applied to solve the law 
discovery task. Start with the expression: 

(I) 

where the following condition holds: 

q ~ p ~ 2h + I (2) 

In ( 1 ), x and y arc independent and dependent 
variables, respectively, and all parameters take real values. 
The relationship (I), as well as the resulting pcrccptron, 
was proposed in [ 11 ]. Its disadvantage is a necessity to use 
activation functions of exp(.) and In(.) type, which creates 
the problem of arithmetic operations with negative 
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arguments of the In(.) activation functions, appcanng 
during the network learning. 

To eliminate this drawback, we propose to convert ( 1) 
to the form given by: 

!, 

+ ~ W; + 
~ h , 2 
i-1 R - + h, 

X+2hR, + ' -' 
X 

1, w a +I I I 

i I (x + hR, )2 + h,, 
2 

where the below given condition has to be fulfilled 

p-1 
h'2--

2 

(3) 

(4) 

One can show that ( 3) is another form of ( 1) if the new 
parameters introduced to (3) arc connected with the 
parameters of (I) by: 

(5) 

The performed conversion is based on replacing the real 
coefficients h; in ( 1) by complex numbers with the real part 
denoted by hR; and the imaginary by hfi. The expressions 
(I) and (3) concern the partial-rational functions and can 
be implemented by a proper pcrccptron presented in the 
next section. The superiority of the form (3) over the form 
(I) is that we avoid the In(.) operations on negative values 
of their arguments. 

As shown in [ 15], using reciprocal operators we can 
express polynomial expressions by means of the partial­
rational relationships. In our case, this means that (3) can 
be converted to a polynomial form and can be 
implemented by another perccptron including reciprocal 
activation functions, which is presented in the next section. 
Assuming that the a0 in (3) is equal to zero, i.e. that order 
of the denominator of (I) is higher than order of the 
numerator of (I), the polynomial form resulting from 
inverting (3) is given by: 

~--------------------~= 
Wo 

x+b0 

I, W· 
+ L I 

i=l bR
2

+b1
2 

X + 2h R + - I -- I 

I X 

p . 
'\' I = e0 + L..eix 
i=I 

where the following inequality holds: 

p ~ 2h+ I 

(6) 

(7) 
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Learning perceptrons implementing the expressions 
(3) and (6) we observed that it is reasonable to increase the 
number the parameters of these functions that are the 
subject of changes during the learning process. This is 
because in this way a chance of finding the best solution of 
the training increases. Even though for this reason the 
network learning may get longer, we have decided to make 
step towards enlarging the number of the variable 
parameters in the training process. The proposed forms , 
with the increased parameter number, concerning the 
partial-rational and polynomial expressions arc given be 
(8) and (9) , respectively. 

Z =-------------------A 
/, 

Co Wo 

c0 x + c0 b0 

+ 
~ c 1, w; 
~ 2 2 + 
, 1 c1 c2 b11 + b1 

c1,x+ 2c1.b11 , + · · · - · 
C X 2, 

Ill. THE PERCEPTRON SCHEMES 

(8) 

(9) 

The proposed new perceptrons implementing the 
expressions (8) and (9) are shown in Fig. I and Fig. 2, 
respectively. For clarity reasons, in both figures a more 

Fig. I. Simple perccptron-type neural network 
implementing the partial-rational expression of (8) 

Fig. 2. Simple perceptron implementing the polynomial 
form given by (9) 

compact notations have been introduced. These notations 
are related to that of (8) and (9) as follows: 

lo = co Wo, 
2 

Si = C3i Wi ai, 

gi = C3ibRi, 

ki = 2c Ii bRi, 

mo = coho, 
/. = C3 ·2 b, ·2 I I I , 

ri = CfiWi, 

ni = CtiC2i (bR? + b/ ). 

The presented perccptrons differ only in the applied 
activation function at their outputs. In case of the scheme 
of Fig. I, at the network output node only a summation 
operation is performed, while in that of Fig. 2, an 
additional reciprocal operator is placed. 

IV. LEARNING ALGORITHM 

The law discovery realized by means of the proposed 
perceptrons shown in Figs. I and 2 needs the coefficients 
of the underlying partial-rational or polynomial functions 
to be determined in the way of training the networks. The 
algorithm applied to train our perceptrons, denoted by BP­
CM-BFGS, is based on the idea presented in [ 14]. This is a 
Back-Propagation (BP) version of the curvilinear line­
search memory-less BFGS algorithm proposed by four 
authors, i.e. Broyden, Fletcher, Goldfarb and Shanno. The 
abbreviation BFGS is from first letters of names of the 
four authors. The BP-CM-BFGS method combines the 
main advantage of second-order algorithms, i.e. fast 
convergence, with high scalability characteristic of BP 
algorithms. Due to these highly desirable features , the 
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method is well suited for learning different types of neural 
networks. As a result, there is no need to reconstruct the 
algorithm when dealing with networks of different sizes or 
different activation functions. The curvilinear line-search 
feature improves the algorithm convergence while the 
memory-less feature reduces the required capacity of the 
computer memory applied to learn the network. 

V. LEARNING EXAMPLE 

To verify practical operation of the BP-CM-BFGS 
algorithm with the use of the transformations proposed in 
section 2, a one-dimensional example of learning the 
perceptron of Fig. 1 is demonstrated. A subject of our 
demonstration is the partial-rational function described by: 

I. ) 2 2 
y = (x = + = 

· x 2 
- 4x + 8 x 2 

- I Ox+ 30 
4x 2 -28x+76 (JO) 

x 4 
- l 4x3 + 78x2 

- 200x + 240 

The coefficients of ( I 0) present values that should be 
achieved in the way of training our perceptron, able to 
implement the general expression of the form ( 1 ). 

The considered 4-th order function given by ( I 0) has 
four complex nodes (denominator zeros). These nodes 
create two pairs of complex conjugate poles of the form: 

In the training procedure, the expression given by (8), 
being the modified form of (I), is used. The form (8) 
results from the proposed function transformations 
discussed in section 2. In (8), the coefficients a0, m0, c0, t0 

arc set to be zero because in the target function ( I 0) the 
corresponding coefficients arc equal to zero as well. 

The prepared training vector includes 16 pairs of 
numbers ( x, y=f(x) ), where the x variable takes values in 
the range from 0.3 to 10. 

The established value of a training error was 0.000003. 
This value was used as indictor of the end of our learning 
process. The calculated weights resulting from the 
performed training arc: 
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g, = -1.1543, 
k, = 0.2950, 
,, = 1.3135, 
n, =0.2147, 
r, = -0.0046, 
s, = 0.6570, 
C11 = 1.2350, 
C21 = 1.4381, 
C31 = 0.5740, 

g2 = 2.6438, 
k2=-l.1352, 
'2 = 1.3956, 
n2 = 1.2304, 
r2 = 0.0014, 
S2 = 0.5580, 
c, 2 = 0.8325, 
C22 = 0.8885, 
C32 = -0.5281. 

The obtained training results require certain comments. 
In the presented training example, the coctlicicnts h11 and 
b12 of (8), related to the achieved weights /1 and c31 and 
also weights /2 and c32 , take, for instance, the values 
b11 = 1.9967 and b12 = 2.2372. The same coctlicicnts, 
however, related to the got in the way of training k,, n, and 
c 11 and also k2, n2 and c 12 weights, take considerably 
different values, equal to b11 ' = 0.3265 and h12 ' = 1.0948, 
respectively. A similar situation, i.e. a great difference is 
observed between parameter values of bR, and bR2 of (8) 
calculated on the basis of g, and c31 and also g 2 and c32 as 
well as values worked out on the basis of k1 and c 11 and 
also k2 and c 12 parameters resulting from the training. In 
the first case, the obtained values arc hR, = -2.0110 and 
hR2 = -5.0068 while in the second case arc hR,' = 0.1194 
and hR2'= -0.6818. 

The discussed differences may be caused by two 
reasons. The first one is low precision of the obtained 
training results and the second an excess of paths in the 
trained network. Because in our case the network learning 
error is very low (high learning precision), the second 
possibility is much more likely than the first one. This 
conclusion is additionally confirmed by the fact that the 
weights r,, r2, being the final ones relating to two paths in 
our network, are much lower than weights of the 
remaining paths, i.e. s,, s2 . Eliminating from the obtained 
final results of the training the paths connected with r,, r2 

implies that as correctly calculated values we can accept 
only the ones concerning the coefficients hn, h12, hR,, hR2• 

The other coefficients, whose values were also modified 
while learning the pcrccptron, should be interpreted and 
regarded as excess parameters, useless as final results but 
needed in the training process to improve its effectiveness. 

Table 1 presents both target (left column) and trained 
values (right column) of poles of the function ( 10). In 
Table 2, the target function (first row) and that obtained as 
a result of the performed training (second row) are shown. 

TABLE 1. POLES OF THE FUNCTION ( 10) 

Target poles 

5 1 = -2 I j2 

Received poles 

h, = bR, + jh1, = -2.0110 + jl.9967 

h2 =hR -jh, =-2.01 JO-jl.9967 
I I 

<)', = -5 + j,Js = -5 + j2.236) b3 = bR, + jh,, = -5.0068+ j2.2372 

6
4 

= -5 + j.Js = -5- j2.236) h4 = hR, - jf\ = -5.0068 - j2.2372 

TAHLE 2. TIIE EXAMPLE FUNCTION ( I 0) 

Target and trained function 

2 2 
y = ') + 2 

X ~ - 4x + 8 X - 10 X + 30 
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_ 1.9944 2.0011 
Yr- 2 +-----;;-7~~~~~~~~~ 

x -4.0221x+8.0312 x~-10.0135x+30.0728 

VI. CONCLUSIONS 

The paper is devoted to the problem of learning 
perceptron-type neural networks that can implement 
partial-rational or polynomial functions creating 
a symbolic model of data, knowledge of which we have 
only in an empirical form. Novel perceptrons (Fig. 1 and 
Fig. 2) and proper transformations (section 2) of the 
rational-function and polynomial forms leading to the 
proposed perceptrons have been shown. A new step 
towards simplification and improving effectiveness of 
learning our perceptrons, which are capable of discovering 
laws governing the empirical data, have been carried out in 
the paper. The achieved effectiveness improvement means, 
among others, extending the space of functions whose 
parameters can be determined in the process of learning 
the networks. The obtained simplification of the learning 
procedure results from the possibility of changing complex 
values of the function coefficients, while training the 
network, without performing calculations on complex 
numbers. Unlike in the case published in [ 11 ], the 
approach described in this paper a11ows also to avoid ln(.) 
operations on negative numbers. Our further work in this 
area is oriented at solving problems connected with 
infinite-value effects, which sometimes appear during the 
network training, especia11y when the order of the used 
functions is high. 
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AnsTRACT - Nowadays database management systems arc one of 
the most critical resources in every company. Despite advanced 
possibilities of SQL, relational database management systems do 
not support flexible query conditions. 'Jhc problem of extending 
database systems with natural language expressions is a matter of 
many research centers. lhe basic idea of presented research is to 
extend an existing query language and make database systems able 
to satisfy user needs more closely. lhis paper mostly deals with 
gaining imprecise information from relational database systems. 
Presented concept is based on fuzzy sets and automatic clustering 
techniques that allow built membership function and fuzzy que­
ries processing. Implementation of fuzzy logic on database systems 
extends traditional SQL language with new mechanisms and new 
features, so the existing relational database systems will be more 
flexible, queries more intelligent and similar to ordinary commu­
nication methods. 

KEYWORDS - fuzzy logic; fuzzy set; fuzzy clustering; FSQL; fuzzy 
queries; imprecise queries; FCM; FCMdd; mountain clustering 

I. INTRODUCTION 

The second half of the twentieth century ushered in rapid 
development of technology, especially in information 
technology. The growing demand for storing and processing 
huge data sets has resulted in evolution of database 
management systems, that currently represent a critical 
resource of most companies. Those systems arc designed to 
ensure the cohesion and safety of stored data and their principal 
objective is to search large data sets efficiently. Arter years of 
research in the seventies and eighties, IHM developed Standard 
Query Language called briefly SQL. Despite advanced 
possibilities of SQL, it is restricted to the precise 
communication only. In most business applications, querying 
precise values or using standard sharp relationships and 
traditional methods of data aggregation is absolutely sufficient. 
However, in some cases a standard SQL language, which is 
based on three-value logic, is not flexible enough. For example, 
if one is looking for cheap accommodation, or wish to buy a 
house that costs around f I 00 OOO, it is impossible to get results 

Adam Pelikant 
lnslilule of Mechalronics and Information Systems 

Technical University of Lodz 

Lodz, Poland 

adam.pclikant(fllp.lodz.p 

that will satisfy him, hy means of traditional precise query 
language. Hoth of presented queries use natural language 
features that arc used in everyday life. Traditional SQL is not 
feasible to build a query that supports such imprecise 
expressions. Imprecision in such context should not he seen as 
a drawback, hut on the contrary, it allows expressing true 
needs, preferences and evaluation. 

Query results for apartment for about f I 00.000 can he 
interpreted as entirely satisfactory, if the price for the 
apartment is located between f90.000 and f I I 0.000, 
acceptable to some extent, when the price is not far away from 
this range and others totally unacceptable. The acceptable 
range is flexible, so that we get information about houses 
which cost f85.000. Those examples present that the traditional 
database query language needs to he extended with natural 
language elements. The main point for modcling imprecise 
queries is fuzzy logic and fuzzy sets theory proposed in 1965 
hy Lotfi A. Zadeh! I I. 

II. THE CURRENT STATE OF KNOWLED<iE AND 

RELEVANCE OF RESEARCH. 

Over the years, traditional methods of searching 
information based on the precise conditions arc more often 
replaced by methods hascd on fuzzy logic elements. The lirst 
fuzzy query language was presented hy Takahashi in I 991121. 
Two years later Takahashi puhlishcd the full theory of two 
languages: calculus query language and fuzzy algebra query 
language f3 I. In the eighties the problem of fuzzy database 
were investigated hy: Zamenkowal 41, Chang Kel 51, Hucklcs 
and Petry! 61171. 

In the early nineties, thanks to the rapid information 
technology development, we could notice first implementations 
of fuzzy query systems. In France, P.Hosc and 0. Pivert 
designed SQLf - fuzzy language which allows getting 
imprecise information from database 18 J. 

Almost at the same time, in Poland professor S. Zadrozny 
and professor .J. Kasprzyk from Systems Research Institute at 
Polish Academy of Science (PAS), presented FQUERY system 
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for Access database. FQUER Y consists of tools that enable 
user building queries with fuzzy values, relations, linguistic 
modifiers and quantifiers. Currently, mentioned scientists from 
PAS work on linguistic summaries of databases problem and 
publish their achievements together with P.Bosc and 0. Pivert 
from Malagal9]. 

After the year 2000, there were presented newer solutions 
based on today's leading database management systems. For 
example, the research team led by Dr. Jose Gomes Galino of 
the University of Malaga, has developed a system FSQL for 
Oracle 7/8, available on the Internet [ I OJ. In Poland, Technical 
University of Poznan [ 111 and Silesian University of 
Technology [ 12] designed their own fuzzy systems SQLf and 
Fuzzy Logic Management System. 

Despite many implemented systems for query languages, 
this branch of science is still being investigated and requires 
extensions to cope with the growing demands. So far, solutions 
based on the fuzzy sets theory contain strong constraints on the 
design stage of fuzzy sets. The developed systems are based on 
rigidly defined membership functions, and therefore require 
cooperation with expert's knowledge. 

The basic idea of our research is to redesign a fuzzy 
structured query language system by extending traditional SQL 
(Oracle l lg) with natural language expressions. Due to the fact 
that few fuzzy query systems already exist in Polish as well as 
foreign research centers, it is worth to emphasize that the 
innovative element of this work is development of universal, 
multi-dimensional algorithms, which automatically generate 
fuzzy sets, based on the real data distribution. There is no need 
to use expert knowledge while original algorithms based on 
fuzzy clustering methods are implemented. ln addition, 
conducting a comprehensive analysis of standardization issues 
and the labeling process enabled implementation of an 
intelligent module responsible for the allocation of labels 
according to the automatically generated fuzzy sets. There are 
some arguments to build such solution. The work of branch 
experts generates additional high costs. ln many cases the 
meaning of label changes as a result of data distribution 
changes. For example prices of apartments usually grow up, so 
that meaning of cheap and expensive flat changes as well. 
Additionally in times of crisis praises can rapidly drop. Any of 
these states requires the help of experts, which can be avoided 
if the proposed solution is used. The approach (in more detail 
discussed in Chapters V-VJU) is a completely new idea in the 
fuzzy SQL language issues. 

HI. Fuzzy CLUSTERING ALGORITHMS 

Data clustering is a process of assigning a set of objects 
into groups (called clusters) so that the objects in the same 
cluster arc more similar (in some sense or another) to each 
other than to those in other clusters. Each data point belongs to 
a cluster to a degree of membership grade. This paper reviews 
three of the most representative clustering techniques: 
Fuzzy C-Means, Fuzzy C-Medoids clustering and Mountain 
clustering. All techniques were implemented and tested against 
automatic fuzzy sets generation problem. Fuzzy clustering 
methods together with the author's algorithm and the 
trapezoidal membership function allowed generating fuzzy sets 
based on the actual data distribution. 
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A. Fuzzy C-means Clustering (FCM) 

Let X be a set of n patterns described by 
X = {x1,x2 , ... ,xnJ. Let c be an assumed number of clusters. 
C = { c j 11 < j s c} is the set of centers. The notation 
uij(l s i s n, l < j s c) indicates the degree of membership 
of the i-th sample to the j-th prototype. The membership matrix 
U is limited to values between O and I. However, the 
summation of degrees of belongingness of a data point to all 
clusters is always equal to unity (I). 

C 

L uiJ = l; 1 < i < n 

J=l 

(1) 

The Fuzzy C-means method was proposed in 1973 by 
Dunnll3J and modified in 1981 by Bezdek [14J. The algorithm 
is based on clusters search in a data set, such that an objective 
function (2) of distance measure is minimized. The squared 
distance is weighted by the m-th power of the membership in 
cluster j. 

n C 

lm(U, c) = L L uIJllxi - cjll 2 

i=l j=l {2) 

lsm<oo 

In most cases, this distance measure is chosen as the 
Euclidean norm (4), but it can be Manhatan (3), Chebyshev (5), 
Minkowski (6) presented in the paper [ 15]. One should 
remember that the result of clustering depends on kind of 
selected metric. 

As an exemplary distance measures we can mention: 
Manhattan distance defined as (3): 

d 

d1 (xi, xii) = L lxi,k - xJ,k I (3) 
k=l 

Euclidian distance defined as (4): 

(4) 

Chebyshev distance defined as (5): 

The Minkowski distance (6) is a metric at Euclidean space 
which can be considered as a generalization of both the 
Euclidean distance and the Manhattan distance. 

(6) 
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The (7) and (8) arc mandatory conditions for equation (2) Lo 
reach i ts minimum. 

U ·· lJ 

C­J 

1 

"'111 m 
L.. i=l Uij Xj 

"'1 11 m 
L.. i=l uii 

(7) 

(8) 

T he algorithm works i teratively through the preceding two 
condi tions until there is no more improvemen t noticed. FCM 
calcu lates cluster centers and the mcmhership matri x U using 
the steps presented at Figure I. 

Initialize the membership matrix U with random 
values between O and 1 such that the constraints in 

equation (1) are satisfied. 

Calculate c fuzzy cluster centers using 
equation (8). 

Compute the objective function according to 
equation (5). Stop if either it is below a certain 
tolerance value or improvement over previous 

iteration is below a certain threshold. 

Compute new U using Equation (7). 

Goto step 2. 

Figure I. FC M - process ing steps. 

The main advantage of the FCM algorithm is high 
performance and low hardware requirements. Unfortunate ly, 
this algorithm has three major drawbacks. First, the final 
distribution or objects between clusters strongly depends on the 
assumed number or cluster .. Second, the performance of FCM 
depends on the initial membership matri x values. It is advised 
to run the algorithm for several times, every time starting with 
new va lues of membership grades for data points. Third, the 
algorithm is sensiti ve to disrupted data (e.g. singular point). 

In order Lo solve thi s problem, instead of ca lculating mean 
we can search the most centrally located cluster point ca lled 
medoid. ln this way, the occurrence of the singular point in the 
cluster will not cause significant disruptions. 

B. Fuzzy C-M edoids Clustering (FCMdd) 

Fuzzy C-M edoids Clustering, re lics on the basic idea or 
Fuzzy C-means clustering (FCM) with the difference or 
calculating cl uster centers. T he change has a signifi cant 
influence on the effi ciency or the algorithm. Instead or 
searching means (calculated as a simple arithmeti c formula) we 
need to process several steps over the neighbor points to find 
medoids. T he improvement (minimization) or the criterion 
functi on (9) is much more complex and expensive. The 
notati on r( Xj, va indicates diss imilarity between the Xi Sample 
and vj mcdoid . 

n C 

Jm(V; X) = L Luff r(xi, vi) 
i=l j=l 

(9) 

M emhership matrix (u) is calculated according to equation 
( 10): 

U ·· IJ 

f igure 2 presents basic steps of the FCMdd algorithm. 

Make the initial random selection of c 
medoids. Calculate the degree of 
membership (10) of each object to each 

cluster using the chosen measure of distance. 

In the next iterations, replace the cluster 
medoids to improve the criterion function (9) . 

Figure 2. FCMdd - process ing steps. 

C. Mountain Clustering 

(10) 

T he mountain clustering approach is a method to find 
cluster ccnters hascd on a density measure called the mountain 
functi on. It is based on three main steps. The first one involves 
forming a grid on the data space, where the intersections of the 
grid lines constitute the potential cl uster centers. T he second 
step entai ls construction o f a mountain functi on representing 
data density measure. The height of the mountain function at a 
point v E V is equal to ( I 1 ): 

N ( llv-xdl 2
) 

m(v ) =Le - 2 cr
2 (11) 

i=l 

where xi is the i-th data point and CJ is an application speci fi c 
constant. T he third step invol ves selection or the cl uster centers 
by sequentially reducing the mountain function. T hi s is done 
by modificati on o f the mountain function to the form 
represented hy equation ( 12): 

(IIV- C1112) 
mnew(v) = m(v) - m (c1 )e - 2{]

2 (12) 

IV. CLUSTER VALIDATION PROBLEM 

The problem of data cl ustering is quite complex, what is 
main ly caused by wide potential o f methods usage. Depending 
on the si tuation there is a need Lo use di fferent types of 
algorithms, so it is di fficult to impose a un iversal method. One 
or the main subjects in data clustering is evaluati on or the resul t 
of clustering algorithms (cluster validation). M ore precisely, 
the cluster va lidati on problem is to fi nd an objective criterion 
to determine how good a partition generated by a clustering 
algorithm is. Since most clustering algori thms require a pre­
assumed number of clusters, a val idation criterion to find an 
optimal number o f cl usters would be very beneficial. 
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The first validation was associated with the FCM partition 
coefficient proposed by Bezdekl 14 J, defined by the equation 
( 13): 

_lLc Ln 2 
/pc - - U· . n i; (13} 

i=l J=l 

To produce a better clustering performance we find optimal 
cluster numbers for max 2 $c$n - i Ire-

Partition entropy was also proposed by Bezdek for the 
Fuzzy C-Means algorithm and it is defined by the following 
equation (14): 

C n 

Ip£= - :L L uiJ log2 uiJ 
i=l J=l 

(14} 

To produce better clustering performance we find optimal 
cluster numbers for min2$c$n - i IPE· 

[n 1991 Xie and Benif 161 proposed a validation index 
based on compactness and separation defined as ( 15): 

(15} 

In 20 I I Rubio, Castillo and Melin I 17 J compared the most 
commonly used indices such as !pc, Ip£, lx8 and proposed its 
own ( 18) proving its greatest effectiveness. 

C n 

IMPE = L Lui/ log 2 uiJ 
i=l J=l 

(16} 

(17} 

(18} 

During the research all presented above validity indexes 
were implemented and used in the process of fuzzy sets 
generation. 

V. Fuzzy SQL SYSTEM DESIGN 

The main idea of our research was to design and implement 
system, which extends traditional SQL with natural language 
expressions. The great difference between proposed solution 
and already existing similar systems is fully automated 
generation of membership functions and fuzzy sets [ 181. In 
addition to this, the automatic labeling module is also 
novelty! I 911201. The project consists of three main modules. 

First one concerns gathering an input data, and preparing 
database model for the main processing (Figure 3). 

The second one is a set of tools responsible for fuzzy query 
process mg: 
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• query parser, which decomposes the fuzzy query into 
understandable by the system and database elements ; 

• fuzzy sets generator - a complex module using fuzzy 
clustering methods, novel fuzzy sets algorithms, 
validity indexes, T/S norms implementations etc. ; 

• labels assignment process - each fuzzy set is 
addressed by appropriate label or labels; 

• fuzzy conditions, operators and aggregate functions 
executor. 

The third element of the project - the client application is 
responsible for construction fuzzy queries (tree view and text) 
and presentation of the results. 

A. Data preparation 

In order to collect a sufficient data set, there was a need to 
prepare (design, implement and publish) an exemplary website 
which provides tutorials for web graphics (3dStudioMax, After 
Effects, Photoshop). Website traffic statistics are a good source 
of natural input data. In our project the Google Analytics (GA) 
was used as a statistical data warehouse. GA is a free, online 
tool mainly used to analyze websites statistics. GA is a 
powerful tool with variety of functionalities accessible via web 
browser and what was very useful via Java APL 

One of the most important elements of the research was to 
prepare software in order to communicate easily with the GA. 
By use Java programming language, Java GA API (JGA), and 
JDBC the integration with the Oracle database was provided. 
Figure 3 presents basic GA integration steps. 

lmple~ntation of a separate module of the data 
integration using : · 

·· Java 6 and Java Clit!9l~~ Google 

Database schema design for use in the target data 
· processing 

Dynamic creation of tables based on data from the 
GA queries (n-dimensions, m-metrics) 

Data normalization 

Figure 3. Data preparation diagram. 

It is worth to emphasize that data prepared for fuzzy 
clustering algorithms is normalized to the <0, I 00> range in 
order to eliminate the problem of scale, negative values and to 
ensure the integrity of the generated fuzzy sets. Standardization 
refers to both input data as well as a range of labels. In this 
way, it is possible to assign labels by percentage match in order 
to avoid context dependency. For example query using "high 
temperature" expression in context of the weather, boiling 
water or melting metals is completely different. Data 
normalization eliminates this problem. 

GA enables lots of important statistics about website traffic. 
It is impossible to discuss all of them, so we focused on most 
commonly used like metrics: visits, pageviews, visit duration, 
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avg time on page, bounce rate, %new visits. Such data can 
be analyzed in the following dimensions: the date (hour, day, 
month , year), location - source of visits (continent, country , 
c ity), the type, version and parameters of a web browser 
(IE, FF,) language etc. 

VI. LABELING M ODULE 

Our fuzzy SQL interpre ter e nables natural language 
expressions, so labe ling module was designed and 
implemented . Firstl y, it was necessary to define labe ls with the 
gradation of "strength " of each label (appropriate thresholds 
was required). Labels of the same type (e.g. short, average, tall ) 
are combined into sets. Each label set is ass igned to the 
attribute e.g. the attribute " time on site" can be short or long 
ant the attribute " number of visits" can be small , average or 
bi g. The process of ass igning labe ls to fu zzy set causes some 
diffi culties connected to following issues : 

• Each a ttribute may have different number of labels; 

• Each clustering process can generate different number 
of clusters. 

Presented issues were coped in the implemented algorithm. 

VII. Fuzzy QU ERY PROCESSING 

In order to process the fuzzy query and generate fuzzy sets 
automatically, the fuzzy clustering methods, label-attribute and 
operator logic were implemented. For each distinct attribute to 
get most relevant results, the algorithms run several times, each 
time starting with new clustering parameters (different number 
of clusters, di stance measures and start points). After that the 
validity indexes (discussed in paragraph TY) are calculated and 
the best result is chosen for selected attribute/attributes. Next, 
the results of clustering method are processed by novel 
algorithms based on membership function s in order to 
generated fuzzy sets with triangle and trapezoid membership 
functions. 

With such prepared data the intelli gent module responsible 
for labe l allocation according to the automatically generated 
fuzzy sets and labcling criteria, generates a set of pair-value 
assignments. Finally generated data collection contains fuzzy 
set to label matches cg. labcl_small » fuzzy _set_# 1, 
Iabel_medium » { fuzzy_set_#2 and fu zzy_set_#3} etc. 

Use mulJi<lill!ellsional fuzzy clustering me1th~rtsn 
. > FCM, FCMdd, MC 

aluttte'fluster validity indexes a · 
until the best parameters resmt 

~ Generate fuzzy sets using noye! al···g·····.··.o···.·· ·.n.·.· .. ·•.ffi1t1s based on 
~ trapezoids <. i"' 

1101• 
Process fuzzy elements 

conditions/operators/aggregations 

Present the results with fulfiUmentdegrees 

Figure 4. Multidimensional data processing. 

After that all the operations for current attribute based on 
T-Norms and S-Norrns arc processed according to query logic 
with respect to supplied order and operators pri oriti es. In case 
of query with multiple arguments, output of process ing of 
s ingle arguments are joined with respect to order and operators 
and the final result is built from the composi tion of each 
attributes output. The mid results arc combined by the use of 
primary keys or ROWID from primary flat SQL query. F inall y 
the client application presents query results ordered by 
me mbership degree (Figure 5). 

·;·zaP'ft~~--.-0-i~~(' ·· 
t. t- QUE~ T ~ owe ft,py!MI(' I 
! • QIJ£RY• r es,ov.~ z~~ie 2 
J· ,t QUEtr~·: 1Qt;t(Jt.·ffl 1{ttl}'ttl!'lM!] 
t. ,,. OUE~ Te<,;towe rctpytame.: 
t i, QUER): I e.srowe ! ~Mi.> s 

i. (lW#iil$lWJ;,:®.\li.\\l'J11 
- } \.'!S:fS 

""" OR 

.<, A'..'.C.f !M( O~l'"; I~[ 

t:,;;. Sl'<!dnl 
CR 
\:"lk•tr 

IMii-.iMillm&!ii:Rillim~aID1~~ 
50.ECT 

\\.'H{RE 

"' 
191 .., 

' 193 
' 194 

i.9!i 
·1 .. ,., 
193 
·1#· 
123 

' 111 
-i~---
·11J. 

QTV 

lo..,-iN'fh 
lrwa!"'.drum 
_winni_paj·· 
'.Be_ii~ 
:Chi:t1c.ll' 

i~i:«izon.~ 
·liafKlOl.'<!f 

j,l~~­
.""9<>" _. 
Johor Sl!hn1 

.:..1~~,;;;;.;;.;;.1,~··-

rl'I\OP• 
I 
I 

:: 
- ·i-·· 

'1 
·1_ 

.' 
l 

·o 980769JJI 
--.(i..%l5)fWij 

0.94 2.)()76,92 

Figure 5. Query builder with exemplay result. 

Vlil. EXA MPLES 

SQL queries conta111111g impreci se conditions look quite 
s imilar to traditional queries. SQL query is ex tended by 
FuzzyWhere , FuzzyHaving clauses. Figure 6 present fuzzy 
query syntax, containing standard and fuzzy conditions, logical 
operators (or/and/not) and fuzzy aggregation conditions. 

SELECT {EXPRESSIONS, AGGREGATE FUNCTIONS AGG ) 
FROM {TABLENAME / S, VIEW/ SI 
WHERE {CONDITIONS) 

lVATf.!_,R...1iL LAN(;f.JAGE: >; 

F'UZ Z YvJI-iF~.RE 

FUZZYLABELl (ATTRIBUTEl) AND FUZZYLABEL2( ATTRIBUTE1 ) 
08 FUZZYLABELl(ATTRIBUTE2) AND NOT 
FUZZYLABELJ(ATTRIBUTEJ) 
GROUP BY {GROUP CONDITION) 
HAVING <CO NDITIONS ~ 
FUZZYHAVING FUZZYLABELl(AGG) 

Figure 6. Imprecise query syntax .. 

In thi s section , the autors present the difference between 
traditional SQL queries and imprecise FSQL. For example if 
one is searching countries with new visitors interested in web, 
the query may look like li sted on Figure 7. 

SEI..F.'.CT COU NTRY , 
AVG (P ERCENTNEWVISITS), AVG (AVGTIMEONPAGE ) 
F80M ;,JE'.T; __ L..'\Tl\ ·;-:~·-
~VHERE PERCENTNEWVISITS > 90 AND AVGTIMEONPAGE > 200 

GROUP BY COUNTRY 

Figure 7. Traditi onal query. 
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The result for query is presented on Figure 8. 

COUNTRY AVG(PERCENTNEWVISITS) AVG(AVGTIMEONPAGE)) 

USA 97 225 
India 96 325 
Philippines 93 218 
United 92 308 
Germany 92 243 
Romania 90 224 

Figure 8. TradiLi onal query 's resulLs . 

Similar query in FSQL language may look like listed on ... 

SSLECT COU NT RY , 
AVG (PERC ENTNEWVISI TS) , AVG (AVGTIMEONPAGE) 
PROM WFB_U.;.T,\ .. , .~-~ 

FUZ ZYvJ"ERE 
:,AR,~E' (PERCENTNEWVISITS ) At D ·,or-;,; (AVGTIMEONPAGE ) 
GROUP BY COU NTRY 

Figure 9. Imprecise query. 

The result set is not restricted by crisp conditions so it 
contains more values presented on 

COUNTRY AVG(PERCENTNEWVISI AVG(AVGTIMEONPAGE) SATIS 

USA 225 97 0.97 
India 325 96 0.96 
Romania 224 90 0.95 
Philippines 207 96 0.95 

Germany 217 92 0.94 
UK Kingdom 216 95 0.94 
Brazil 198 94 0.94 

Myanmar 196 90 0.93 
Poland 196 94 0.93 
Argentina 211 90 0.92 

Canada 209 89 0.90 
Tanzania 186 90 0.82 

Figure I 0. Imprecise query 's resulls. 

SUMMARY 

This paper, presents a novel approach to the problem or 
impreci se information retrieval from database systems. SQL 
standard does not provide any mechanism for solving such 
task. Recently, fuzzy SQL languages have become a very 
interesting scope of research. Most of current implementations 
arc based on strictly defined membership function and require 
expert knowledge about threshold degree for specific data type. 
This article presents an idea of gaining imprecise and 
incomplete information from database by novel algorithms. 
Most important points of the carried out research arc: natural 
data set preparation based on real website traffic ; fuzzy query 
processing algorithms located on database server 
implementation and frontcnd application implementation. 

Main idea of the proposed algorithms is fuzzy clustering 
mechanisms with automatically generated fuzzy sets . All the 
processing is done hy use of smart clustering combined with 
validity indexes to reach the best results. The process of 
generation membership function can be executed on demand , 
triggered by events or executed hy scheduler. That feature 
gives opportunity to adopt to data distribution changes 
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dynamically. In addition to this , the intelligent labeling 
mechanism together with own parser assigns labe ls defined in 
natural language to generated fuzzy sets. The designed system 
is able to execute fuzzy conditions and aggregations and can be 
combined with standard SQL. Currently the integration with 
SQL is based on Java frontend client application but in future it 
can be provided as an extension of standard SQL. As a 
summary it can be said that presented idea of fuzzy sets 
generator together with query parser and intelligent labcling 
mechanism enables retrieval of data for query written in meta­
natural language (fuzzy query with smart labels). 

R EFER ENCES 

[ll Lotfi A. Zadeh, "Fuzzy sets, " Information and Control, vol. 8, no. 3, pp. 338-353, 

1965. 

(21 Y. Takahashi, "A fuzzy query language for relational databases," IEEE Transactions 

on Systems, Man and Cybernetics, vol. 21, pp. 1576-1579, 1991. 

(3] Y. Takahashi, "Fuzzy database query languages and their relational completeness 

theorem," IEEE Transactions on Knowledge and Data Engineering, vol. 5, pp. 122· 

125, 1993. 

[4) M Zamenkova and A Kendel, "Implementing imprecision in information systems," 

Information Sciences, no. 37(1-3), pp. 107-141, 1985. 

[5] S.K. Chang and J.S. Ke, "Translation of fuzzy queries for relational database 

systems," IEEE Transactions on Pattern Analysis and Machine lnteligence PAMl· l, 

pp. 281-294, 1979. 

[6] B. P. Buckles and F. E. Petry, "A fu zzy reprezentation of data fo relational 

database," Fuzzy Sets and Systems, no. 7, pp. 213-226, 1982. 

[7] B. P. Buckles, F. E. Petry, and H. S. Sachar, "A domain calculus for fu zzy relational 

databases," Fuzzy Sets and Systems, no. 29, pp. 327-340, 1989. 

[8] P. Bose and 0 . Pivert, "SQLf: A Relational Database Language for Fuzzy Querying," 

IEEE Transactions on Fuzzy Systems, vol. 3, no. 1, pp. 1-17, luty 1995. 

[9] P. Bose et al., "On advances in soft computing applied to databases and 

information systems.," Fuzzy Sets and Systems 196: 1-3, 2012. 

[10] Jose Galindo. A Fuzzy Query Language. [Online] . 

http://www.lcc.uma.es/-ppgg/FSQL/ 

[11] Krzysztof Dembczynski, Dominik Przybyl, and Piotr Kalinowski. (2006) SQLf_j . 

[Online]. h ltp://ca lypso. cs . put. poznan. pi/projects/ sq If j/pl/index. ph p? page= intro 

(12] Bartosz Dziedzic, Bozena Malysiak, and Dariusz Mrozek, "Interpreter wyrazen 

rozmytych stosowanych w skladni j~zyka SQL," in BOAS, Ustron, 2008 . 

(13] J.C. Dunn, "A Fuzzy Relative of the ISODATA Process and Its Use in Detecting 

Compact Well-Separated Clusters," Journal of Cybernetics, vol. 3, pp. 32-57, 1973. 

(14] J.C. Bezdek, "Pattern Recognition with Fuzzy Objective Function Algoritms," Plenum 

Press, 1981. 

(15] Hui Xiong, Guoxing Zhan, Junjie Wu, and Zhongzhi Shi, "Distance Measures for 

Clustering Validation : Generalization and Normalization.," Knowledge and Data 

Engineering, vol. 21, no. 9, pp. 1249-1262, September 2009. 

(16] X. L. Xie and G. Beni, "A validity measure for fuzzy clustering," Pattern Analysis and 

Machine Intelligence, IEEE Transactions on, no. 13, 8, pp. 841-847, Aug 1991. 

[17) E. Rubio, 0 . Castillo, and P. Melin, "A new validation index for fuzzy clustering and 

its comparisons with other methods., " in Systems, Man, and Cybernetics (SMC), 

2011 IEEE International Conference., Anchorage, AK, 2011, pp. 301-306. 

(18] Adam Pelikant and Anna Kowalczyk, "lmplemntation of automatically generated 

membership functions based on grouping algorithms ," in The International 

Conference on "Computer as a Tool", Warsaw, 2007. 

[19] Adam Pelikant and Anna Kowalczyk-Niewiadomy, "Fuzzy queries in relational 

databases. ," in System Modelling and Control, 2009. 

[20] Adam Pelikant and Anna Kowalczyk-Niewiadomy, "Algorytm etykietowania 

analizujqcy rozmyte za pytania w metaj~zyku naturalnym.," in Bazy Danych 

Aplikacje i Systemy, Ustron, 2011 . 



NTAV /SPA 2012 
27-29TH SEPTEMBER, 20l2, l.002, ?OLAND 

NEW TRENDS IN AUDIO AND VIDEO / SIGNAL PROCESSING ALGORITHMS, ARCHITECTURES, ARRANGEMENTS AND APPLICATIONS 

Route to Chaos Due to Power Source Frequency 

Valentin Stefanescu 
Electronique et Commande des Systcmes Lahoratoire, 

EA 3649 (ECS-Lah/ENSEA), Cergy-Pontoise, France and 

Faculty of Electronics, Telecommunications 

and Information Technology, 

Politehnica University of Bucharest, Romania 

Jean-Pierre Barbot 
Faculty of Electronics, 'Ielecommunications 

and Information Technology, 

Politehnica University of Bucharest, Romania and 

ALIEN-INRIA 

ABSTRACT - In this paper, the behaviour of an electric hybrid 
dynamical circuit that can exhibit chaotic behaviour under the in­
fluence of the power source sampling is studied. A simple oscillat­
ing circuit that incorporates a nonlinear element is selected and 
a switch in the power source that will act as the discrete component 
is added. The variance of the chaotic behaviour throughout the fre­
quency spectrum was observed; based on this, a method of deter­
mining low usable frequencies that will keep the systems stability is 
proposed. The study is done via numerical analysis and computer 
simulations. 

INDEX TERMS - multi-cell chopper, alpazur oscillator, route to cha­
os, sampling 

I. INTRODUCTION 

Electronic circuits have been studied throughout time 
from many aspects like communication I'! I, cryptography 
l'?I, control theory I?], music l'!I, meteorology and so on. 
Their behaviour is usually easily simulated and understood. 
There arc situations though when the circuit behaviour is 
chaotic in real life given a certain set of circumstances. 
When studying a chaos related problem, you can take 
several approaches. One would he to identify the source 
causing chaotic behaviour, then either eliminate the chaos 
by adjusting parameters or avoiding chaotic behaviour by 
limiting certain parameters that can lead to chaos. Another 
approach would he to mathematically remodel the system in 
such way that it docs not present any possibility of having 
bifurcations and not worry about chaos at all. 

Since the system cannot always be remodelled and not all 
parameters arc easily reachable and modifiable, the simplest 
course of action would be to avoid the problem areas. This 
paper proposes a solution to avoid a specific type of chaotic 
behaviour that appears in a simple electronic circuit with two 
choppers as power sources. 

The second section is presenting the goal of the paper 
and the theoretical aspects necessary to better understand 
what has been done. After this, the analysis method, known 
as route to chaos, has been described and presented in the 

Madalin f runzete 
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EA 3649 (ECS-Lab/ENSEA), Cergy-Pontoise, France and 
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and Information Technology, 

Politehnica University of Bucharest, Romania 

Bogdan Florea 
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third section for this particular case; also some simulation 
results arc presented. finally some conclusions and ideas for 
further research arc given. 

II. PROBLEM STATEMENT AND THEORETICAL 
BACKGROUND 

II-A. Problem statement 

The study starts with a given circuit model running in a 
stability point (the circuit presents no chaotic behaviour at 
all) with all parameters considered ideal (ideal components, 
ideal power source). Than, one will notice that by replacing 
the ideal sources with a model resembling the output signal 
given by a chopper, the whole system can run into chaos 
at certain frequencies. The goal is to eliminate chaotic 
behaviour. There arc many approaches that can be applied: 
either use a classical power engineer's solution - increase the 
frequency of the chopper (power source) which will generate 
a more stable output signal and thus reduce the possibility of 
chaos [?I (which can he proven not to he entirely true), or a 
more physics related approach may he used by tweaking the 
internal components of the load in such way that chaos is 
avoided. The second solution is viable hut only in certain 
situations where the internal parameters of the load can 
actually he tuned. 

What this paper suggests is a third solution: a correlation 
between the frequency of the power source sampling and 
the chaotic behaviour of the whole system is determined and 
than applied to select the frequencies for the power source 
in order to avoid chaotic behaviour. 

II-B. Theoretical model 

The model used was an alpazur oscillator. This was 
selected because it is a 2-statc piecewise-smooth [? I system 
and because it's simple in structure which makes it easier 
to analyse chaotic behaviour. This system has been studied 
throughout time I'! I, I? I. It was proven that it can he chaotic 
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throughout time l?I, l?I. It was proven that it can be chaotic 
in certain theoretical situations even if all the signals and 
components used arc ideal. The system can be described by 
Fig. I: 

G(v) 
Ro 

SW 

b 

Fig. I. 2-state alpazur oscilator circuit 

The system in Fig. I is composed by 3 elements: the 
resonant elements, inductor and capacitor, the non-linearity 
that gives us the chaotic behaviour and the power source and 
command area (switch). The process relics on the balance 
or energy between the energy given by the power source 
(energy variation achieved by activating the switch) and 
the energy that is first accumulated than released by the 
non-linear clement (the non-linearity acts as both resistance 
and power source - negative resistance). Since the analysis 
is done on a theoretical model , the non-linearity has been 
mathematically modelled by the equation: 

The chaotic behaviour of the system in Fig. I is deter­
mined by the switching law applied to the switch SW that 
controls the passing from one state to another. Once set, this 
law cannot be modified throughout the experiment. 

The whole system can be described than by the following 
set of equations: 

{ 
L ~1 = - ri - v 
c dv · () t-,-;j - V With.} = 1, 2 

dt = '/, - g 'I) + R11 + R, 

The modelling of the system requires a set of variable 
changes and notations. Also, the main interest is to properly 
determine i and v as the parameters that define the state of 
the system at a given time. Therefore the following notation 
and variable changes define the state of the system: 

X = ( : ) , where x = i L and y = v-Jc 

The rest of the variable changes are: 

b = a1 
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In order to further simplify the equations, one can select 
a 1 = 1 and a3 = - 1/ 3. After applying the transformations 
and replacing the above the following set of equations is 
obtained: 

{ 
j~ = - rx - y where i = 1, 2 
dy - , . ( 1 A ) i 3 B dT - :L + - i Y - 3Y + i 

The two positions of the switch take the system into two 
different states . The states arc shown in the schematic on 
Fig . 2. 

X 

Fig. 2. System state based on selected source 

The sources have been replaced with signal generators 
that produce a square signal at different frequencies. The 
amplitude of the oscillation is bewteen - U and U of the 
respective source as shown by the equation: 

E .i( gcn rated ) = Ei( i dea l ) + V8 qar e 
_ E t1 "°"' s i11 (2k - 1 )21r JT 

Vs qar - i(idea l )i L.., k = O 2k - 1 

where: 
T - signal period 
f - applied frequency 

T and f represent in fact parameters of the simulation. 
They arc configured as symulink environment variables that 
control the square signal generator.These values do not 
influence in any way the way the switching law of SW (Fig. 
I) . The simulation itself being numerical , has an internal 
frequency given by the simulation step parameter in Matlab 
environment. It is very important that the source frequency .f 
is not greater than the ! of the simulation internal frequency 
to respect the Nyquist condition. 

11-C. Behaviour of the ideal model 

The model described above, exhibits a chaotic behaviour 
in certain situations. If all the elements arc considered to 
be ideal , for a specific set of component values in the 
system and for two specific switching thresholds l?I , [?] , 
f?l , bifurcations l?I, [?] appear and the system will exhibit 
chaotic behaviour. In order to show this chaotic behaviour, a 
dependency between v - the tension applied to the capacitive 
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clement and i - the current through the inductive clement 

will he plotted. Hy doing this, one or two situations can be 
encountered: 

a stahle system (sec Fig. ](a)) 
a chaotic system (sec Fig. ](h)) 

I 5 I 5 

- ----
---- "-

05 

~ 01 

-05 

05 0 05 I 5 ·OS O 0.5 15 

(a) Stable system (b) Chaotic system 

Fig. 3. System behaviour 

f n order to achieve the desired results, the following set 

or va lues arc proposed for the components in the circuit: 

E1 = 14:3V 
Ro = 400 
L = lniH 

E 2 = - lOOV 
R 1 = 4GOO 
C = lrnF 

R2 = 100 
1· = 10n 

These values arc used Lo obtain the stab le circuit. Also, 

the two power sources arc considered idea l ( infinite sampling 

f requency). 
The only aspect not described in the ci rcuit schema is the 

command or the switch . The command i. done based on two 
thresholds with respect to the capacitor voltage. The inferior 
threshold is set at - 1 V and it is used as a commutation level 
when the circuit is driven by the source E 1 and it reaches this 

level , the switch moves on to the other source, E 2 . It stays 
there until the voltage level rises lo 0.1 V (the superior 
threshold) and then it goes back to the first source again. If 

the circuit is stab le, the switches will always take place in 
the same spot on the graphic thus appearing as one cons tant 

path but when chaos appears, the result will he represented 
by multiple paths on the plotted dependency between i and 
V. 

III. ROUTE TO CHAOS DUE TO CHOPPER 
FREQUENCY 

A method is required that allows for a helter analysis or 
the degree or chaos of the system. It is known that the 
system starts in a stabi lity point but the variation or the 

, ource frequency will generate chaos. One can observe that 
the behaviour of the circuit is modified drastically when 

the frequency is changed even with a small amount. Tn 
order to observe the evolution throughout the spectrum, a 

representation ca lled route to chaos !?I, !?I, !?I is needed. 
Such an example o f route Lo chaos is given in Fig. 4. This 
will help determine al what frequencies the system is stab le 
and where chaos appears. 

0.2 

0 

-0.2 
> 

-0.4 

-0.6 

-0.8 

Route to chaos 3kH; 

2900 3000 
frequency 

3100 

Fig. 4. Route to chaos 

3200 

It is known that the route to chaos has been used in liter­
ature before with some very well wrillcn studies published 
by Mario di Bernardo !?I hut all those studies were focused 
on either continuous systems or on discrete time systems. 

The proposed sy tern is a hybrid dynamical system and so 
none of the existing methods in literature are applicable 
in the given situation. Therefore, a new method or chaos 
quantification is suggested and applied. The idea is to record 

the swi tching points on the higher level. Then , these points 
are placed on a vertica l bar according to the current at which 
the switch wa. recorded (each 'i wil l have multiple u values). 

This way, the same number of points wilJ be plotted for 
each simulation (each frequency step wi ll have an identical 
number or switching points) hut the dispersal or the points 
wil l differ based on the chaotic behaviour of the circuit. 
A stable system will have all the points overlapped (the 
multiple I values corresponding to the given 'i will have 
the same value or very close to each other) and they will 
appear as one single point in the graph ical rcprcscnlalion. 

Tn the above example (sec Fig. 4) one can observe that we 
have some areas of stable behaviour around ~~kl{ z . The same 
phenomena happens at other rrcquencies as well (similar 
results were recorded for frequencies or 4.6kH z and GkH z 
- Fig. 5). This is the first indication that there arc usable 

lower frequencies that allow the given system to he stable. 
Tn order to clarify how the above graphics have been 

obtained, the systems behaviour in the designated areas will 

be analysed (sec Fig. 6). 
Here, one can observe the pass from a stable cycle Lo a 

chaotic one in a gradual manner. Variations show that it is 

possible to make adjustments quite easi ly because the system 
is not too sensible to the frequency (a variation or up to a few 
hertz is allowed) and so this frequency area can he used as 

a guide line for determining an optimal working frequency. 
It is also noticeab le that in the graphics displaying the route 

to chaos some regions of particular interest arc found: si ngle 
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Fig. 5. Route Lo chaos - other reg ions or interest 
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Fig. 6. :{k/, z Valley 

period reg ions - one cont inuous thin line going from left lo 

right ; period doubl ing I? I region. - two thi n lines that either 
converge when coming from a chaotic region or di verge 
when lo ing towards chaos regions; chaos regions that va ry 
in dimension. 

A t higher rrequcncics ( 4.6kl-I z) the area or usahle rrc­
qucncies is w ider Lhal al :3kfl z and it keeps growing 
w ith the frequencies . Thi s docs not mean Lhal chaos w ill 

eventuall y disappear. Chaos can he noticed at some very 
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high frequencies so Lhal proves you cannot _ju st increase Lhe 

rrequcncy Lo el iminate chaos. 

Ill-A. Preliminary analysis and a possible solution 

Just pro ing, in numerica l si mulations, Lhal lower frequen­

cies can he used to achieve stabi l i ty or a system i not 
enough from an engineering point o f view. The main goal, 
in thi s section, i. to figure out a way lo d ~termi ne these 

frcq ucncie without prior testing. It is also mandatory lo be 
able Lo prov ide the correc t frequency areas w ithout heavy 
compulalion. Any adjustment needed should not require 
a drasti c increase in Lhc control system's load Lhal could 

prevent il from working properl y in real Lime. 
To do so, one could suggest computing the FFT or the 

voltage on our load using an idea l source model ( lrea l il as a 
simple signal source) . Thi s w ill he used as a guideline for the 
proposed determinati on process. To helter understand how 
the va lues of the FFT were ohtained, we must imagine Lhal 
the square signal generators were replaced w ith constants 
in the simu lation and the voltage va lue on the alpazur 

load was recorded as a waveform for a period or Lime. 
Thi s waveform was obtained for the ideal source case via 
numeri ca l simu lation (no actual physica l measurements were 

done). Thi s would suggest that, in the ruture, if thi s method 
is lo be appl ied i t i. necessary to have some prior knowledge 

or the circuit we want Lo set in order to build a v irtual model. 
T hi s method was selected because, in the end, thi s resumes 

to the study of a frequency behav iour and a Fl-<T analysis is 
usual ly the hesl way to do il (Pig. 7) . 

X 1 0 '
1 

(5 

5 

4 

2 

o _a 

3 

2 . 5 

2 

-, . s 

05 

X 1 0 ""' 

- 4 2 0 2 4 6 
f r que ,--.cy /'f 
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1 

(a) Ft-,T Output 

I 1 1 I 
I 2 3 4 5 G 

fre qL1 e n c y /f . 

(b) Ft-,T Spectrum detail 

Fig. 7. Output Fl-<T zoom 

I t is eas il y noticed that the 1-'l-<T analys is prov ides us 
w ith some areas or interest that, for the purpose of better 
understanding the phenomena, shall he ca lled valley areas 
( they presen t no impulses). These arc the areas w here the 
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method suggests to look for the stahlc frequencies. In theory, 
the system should he stahlc in all the areas hetween impulses. 
In fact a frequency can he found lower than :{k I l z (in this 
case) that will work hut determining that frequency and using 
it it will he very difficult if not impossihle as the system will 
he very sensihle to variations making adjustments very hard 
and not usahle in a real life scenario. 

The advantage of using the FJ-<T is that the calculus is done 
quite fast and it can he done hefore setting up the system. 
So that the regions of interest will he known prior to the 
determination process. 

IV. CONCLUSIONS 

The proposed method proves that there is a quick and 
simple solution in solving the chaos prohlems due to source 
frequency in situations similar to the one presented. This 
may not he the only solution hut the results arc convincing. 

Further research is necessary to observe the behaviour 
of the circuit from other aspects like: if the two sources 
work at different frequencies - docs this reduce or augment 
the chaotic behaviour? A study of the behaviour of this 
method in a real life environment is also necessary to further 
acknowledge the validity of the numerical analysis. During 
the simulations there were assumed a limited amount of 
parameters for the components that may not cover all real 
life situations (for example, a thermal analysis can he done). 
Perhaps a self adapting control mechanism is necessary to 
compensate for minor imperfections in a real life model. 
As future development goes, this is a starting point that, in 
theory, should improve the stability of a system that can he 
affected hy chaos and keep the costs of the devices used to 
a mm1mum. 
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Transforn1 (DTT) Wavelet-Like 
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ABSTRACT - In the paper the results of investigations indicating 
computational efficiency of Discrete Trigonometric Transforms 
(DTTs) used to design filters by means of the complete wavelet-like 
decomposition/reconstruction procedure, are presented. lhe study 
indicates flexibility when comparing DTT selection from the set of 
16 transforms, and the sampling type used. The results, obtained for 
the block length up to N=1024, should encourage applications of the 
suggested solutions to all areas where the classical wavelet filters are 
utilized, while the reconstruction error at the Peak Signal to Noise 
Ratio (PSNR) level of 37.5 dB can be accepted to balance the benefit 
of reduction of computations up to 68 times, obtained after includ­
ing the Hamming window in the filtering process. lhe comparisons 
are based on the error measure derived from the signal covariance 
matrix. 

KEYWORDS - trigonometric transforms; downsampling; upsampling; 
haljband filtering; generalized convolution 

I. INTRODUCTION 

A filtering scheme commonly known as the Mallat 
decomposition and reconstruction procedure l 15] is particularly 
well suited to approximate the Discrete Wavelet Transform 
along with its inverse [23, 24], which is often described as the 
time-frequency analysis tool. The frequency part of such 
approach is typically interpreted with the Discrete Fourier 
Transform [ 19, 21 ]. However, the DFT domain for real signals 
is symmetric and as such, for a given block length, say N, 
offers only half of N independent frequency values. The 
Discrete Trigonometric Transforms (DTTs) [ l, 3] do not need 
to preserve such symmetry and therefore they have all N values 
to be used independently. However, the DTTs do not have the 
classical shifting property [ 16, 201, which makes filtering in the 
time domain not as straightforwardly represented as in the case 
of the OFT. Therefore, in [ 16] a concept of symmetric 
convolution was presented and described in detail, introducing 
relevant formulas for all 16 DDTs, and in [20] the profound 
overview of the developed solutions, also referring to the 
multiplication-convolution property, was provided. Regarding 
the presented study, the consecutive efforts leading to the 
possibility of using the DTTs interpretation for the Mallat 
scheme may be found in the series of publications. In [4] the 
generalized convolution was suggested, further developed in 
[ 6, 7, 8, 9], and in [ I 0, 11] some introductory results indicating 

Adam Dqbrowski 
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of Signal Processing and Electronic Systems, 

Chair of Control and System Engineering, racult y of Computing 

11 Strzclecka, 60-965 Poznan, Poznan, Poland 

e-mail: adam.dabrowski@put.poznan.pl 

possible OTT-based approach, but with filtering performed in 
the transform domain, to the discussed scheme were presented. 
In [ 12] the efficiency of only decomposition stage of the 
procedure with the use of the OTT-based time domain 
windowed filters was positively verified. In this paper, the 
results indicating a possible efficient application of the OTT­
based wavelet-like complete scheme, arc presented. The study 
is a natural extension of the work described in [ 13]. 

II. OTTS AND THE GENERALIZED CONVOLUTION 

In total, there are 16 DTTs: eight cosine (i.e., DCTs) and 
eight sine (i.e., DSTs). Among them there arc eight even (c) 
and eight odd (o) transforms [I, 3, 6]. For simplicity, all of 
these transform versions arc henceforth referred according to 
the numbers listed in Table l. 

TABLE I. NUMBERING OF TIIE DTTS 

DTT number DTT Number 
DCT le I DST le 9 

DCT lie 2 DST lie 10 

DCT Ille 3 DST Ille 11 
DCTIVe 4 DSTIVe 12 
DCT lo 5 DST lo 13 
OCT llo 6 DST llo 14 
DCT lllo 7 DST lllo 15 
DCTIVo 8 DSTIVo 16 

In case of the DTTs the convolution-multiplication property 
of the DFT [ 17, 18] can be replaced by a somehow generalized 
form in such a way that the multiplication of the transform 
domain characteristics is equivalent to the so-called generalized 
convolution realized in the signal (time) domain [ 4, 5, 6], i.e. 

I y=A (AxoAh)=x®h=Hx (I) 

where x, h, and y arc vectors representing signal blocks of 
length N, A is the transform matrix, symbol o represents the 
element-by-clement multiplication of vectors or matrices and 
® is the generalized convolution operator. H is the matrix that 
depends on h and A. For the OFT this is known as the circular 
convolution matrix. However, for other linear transforms 
expression (I) represents the generalized convolution concept. 

On the part of the first author this work was supported by the AG H University of Science and Technology grant no. 11.11. 120. 766. 
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A described in [8 , 9, J 2] and particularly in [ 13] , the 
number of multiplications necessary to obtain the result of H 
time x can be con iderably reduced for the DTTs with the use 
of the relevant windowing technique, represented by the 
window matrix W 

y ~ (W o H)x. (2) 

However, as indicated in (2), for the DTTs and the ideal 
half-band filters such windowing inevitably introduces errors. 

Ill. D ECOMPOSIT ION- RECONSTRUCTION SCII EM E 

Figure shows the considered one-level decomposition-
reconstruction scheme, also known as the analysis-synthesis 
procedure. Here, Y1. and y 11 represent the low- and hi gh­
frequency halves of the transform coefficients, respectively. 

X Xrec 

Figure I . One leve l of the wavelet-like decomposi tion procedure used in the 
paper. 

Low-pass and high-pass filtering, represented by the quarc 
shaped blocks, can be either perfom1cd directly in the signa l 
(time) domain or, equivalently, in the transform domain 
[ I I, 12]. When realized in the time domain with the low-pass 
and high-pass half-band filters defined in the OTT domain, the 
genera lized convolution is involved. Important features of this 
scheme arc downsampling and upsampling operation , 
performed in the signal domain . Note, that a sim ilar scheme, 
but with the election of samples realized in the transform 
domain , were presented independently in [2] and [14] and in 
the preceding authors' papers. However, the difference of our 
approach is important as explained in [ I O] . 

The whole procedure depicted in Figure I can be formall y 
described by a matrix , comprising all necessary operations 
[ I 0, I I J. 

IV. ERROR MEAS RE 

Apart from windowing as described by (2), there might be 
some other sources of errors. The complete procedure, as 
depicted in Figure I, docs not guarantee perfect reconstruction, 
bccau c uch feature depends on selection of decomposition 
and rccon truction filters. The wavelet filters [21 , 22, 23, 24] 
arc precise ly designed to preserve the signal. In the presented 
approach, the only assumption arc: a) the filters have the ideal 
half-band charac teri stics defined in the given OTT domain, b) 
the rccon truction and decomposition filters are the sa me. 
Therefore, to compare efficiencies of variou options the 
introduced root mean square error (RMS s) evaluated with 
the following formula [3] 

RM SE = _I tracc(( X - Y)Rp(X - Y{) (3) 
N 
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have been compared. In (3) X and Y arc matrix operators, 
which are the subject of comparison, and R,, is the covariance 
matrix computed for the signal , that is as umcd to be the first 
order Markov process with zero mean (p=O), unit standard 
deviation ( - 1 ), and the intcrsymbol correlation p [3 J 

. - lm-nl R p. R(m,n)-p . (4) 

In this paper, in some comparisons, the RM SE is repl aced 
with the Peak Signal to Noise Ratio (PSN R), expressed in dB 
and computed with the assumption that the span of the signal 
range is 6a [ 12]. 

V. V ARY ! G TI IE OTT AND SA MPLING TYLE SELECTION 

A fac t that only four out of the sixteen DTTs offer perfect 
reconstruction with the use of the considered procedure has 
already been indicated in [ I 0, JI]. However, similar shapes of 
the basis functions for various DTTs prompted investigation of 
the introduced errors, if the rccon, truction filters arc defined 
with some other transform than the decomposition filters. 
Another question is rel ated to the manner of the ampling, 
which may be performed in four po iblc ways: even-even, 
odd-even , even-odd, odd-odd (for the low-pass and the high­
pass paths, respectively). Figure 2 present the obtained results 
showing that the transforms No. I, 3, 9, and I I, i.e., DCT le, 
OCT I I le, DST le and DST Ill e form close relationships, and 
may be used interchangeab ly to define the decomposition and 
reconstruction filters. However, the RMS E values are also 
pretty small for the remaining pairs of the DTTs. Note, that on 
diagonals of the patterns in Figure 2, there arc results for the 
same transfonn used in both stages of the procedure. In 
genera l, in spite of the fact that some differences arc visible, 
selection of the sampling type docs not affect the results 
considerably. 
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Figure 2. Theoretical RM E resu lt · ( for assumed /F 0.95 and =256), 
presented in the gray leve ls fom1, ob tai ned for cross-se lection o r the DTTs and 

four poss ible opti ons or down-sampling: a) even-even, b) odd-even. c) even­
odd, d) odd-odd (rirst is the low-pass pa th) . In each case, the up-sampling was 

the same as the down-sampling. 
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VI. THI-:: HASIS F CTIO S 

To provide comparisons with the well known wavelet 
functions , an example of the basis functions set was computed 
as described in [ 12] for the 4-lcvcl scheme, but only the low 
frequency transform coefficients were processed in deeper 
levels. The results arc presented in Figure 3, Figure 4 , and 
Figure 5. Figure 6 shows the basis functions indicating the 
con ·equcnccs of us ing the Hamming window at all leve ls 
except the last one. 

0.5 

0 

-0.5 

-1 

0 

60 

Figure 3. Complete set of bas is functions for the 4-lcvcl ana lysis-synthes is 
procedure computed for the OCT Ille (OTT no. 3), N=64, n is the index in the 

primary domain . 
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Figure 4 . Selected bas is functions from Figure 3. 
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Fi gure 5. Selected basis runctions from Fi gure 3. 
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Figure 6. Se lected bas is functions for the same procedure as for Figure 3, but 
with additionally used Hamming window wi th length W=5 - compare with 

Figure 5. 

The length of the window was selected to be very short, to 
provide hard conditions for the reconstruction and to exploit 
the windowing in lower levels, where the length of the signal 
block is reduced by the factor of 2 at each level. Note, that all 
functions exhibit local preferences, as one typically expects in 
case of the wavelet-like analysis, and the harsh windowing did 
not affect such feature. 

VI I. COM PAR ATIV E RESULTS FOR SELECTED OPTIONS 

To provide some overview of the procedure performance, 
the RMS E values were computed for different N values and all 
OTTs, corresponding to the diagonal s of the patterns in Figure 
2. In [ 12] one can find the equivalent results obtained for the 
decomposition stage only. Figures 7 to 15 make it poss ibl e to 
compare the following results : obtained without windowing, 
for the rectangular window, and for the Hamming window, 
used as described in [ 12], and for two assumed correlation 
values: for p=0.95 and p=0.80. 

0.25 

0.2 

0.15 

0.1 

0 .05 

0 
16 

64 

• • • • : - ~' l -

_ ... _ . 

128 . 

N 256 
512 

1024 1 OTT number 

Figure 7. RM SE, compari ng the orig inal and reconstructed signal, computed 
from theore ti ca l formu la (3) for p=0 .95 , for a l I 16 DTTs and the range of block 

length va lues, N. 

Figures 16, 17, and 18 compare reconstruction accuracy for 
the se lected transforms: OCT I I le, which guarantees the perfect 
reconstruction without windowing, and OCT I le, which docs 
not. Level and type of distortions with windowing arc similar 
for both transforms. Note also the hardly noticeable distortions 
for the OCT lie used without windowing - Figure J 7 . 
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Fi gure 8 . RM SE comparing the o ri g ina l and reconstructed signal , computed 
from theo reti ca l formula (3) for p=0 .80 , for a ll 16 DTTs and the range o f block 

leng th values, N. 
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Fi gure 9. Comparative se lection o f the theore tically computed RMS E va lues 
(3), presented in Fi gure 8 and Figure 9 , for p=0 .95 and p=0 .80, whil e N= 128. 

Figure I 0 . RM SE comparing the o rig ina l and reconstructed s igna l, computed 
from theoreti ca l form ula (3) for p=0.95 , fo r a ll 16 DTTs and the ra nge o f block 

leng th va lues, N, while us ing the rectang ula r window o f leng th W= 15. 
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Figure I I. RMS E comparing the ori g inal and reconstructed s igna l, computed 
from theoreti ca l formula (3) fo r p =0 .80, for a ll 16 DTTs and the range o f block 

leng th values, N, whi le us ing the rectangular window o f leng th W= l 5. 
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Figure 12. Comparati ve se lection of the theore ti ca ll y computed RM SF: va lue 
(3), presented in Fig ure I O and Fi gure 11 , for p=0.95 and p =0 .80, while N= 128. 
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Figure 13. RM SF: comparing the ori g ina l and reconstructed sig na l, computed 
from theoreti ca l fo nnula (3) fo r p=0.95 , fo r a ll 16 DTTs and the range o r block 

leng th values, N, whil e us ing the Hamming window o f leng th W= l 5. 
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Figure 14. RM SE comparing the original and reconstructed s ignal , computed 
l"rom theoretical formula (3) for p =0.80, for all 16 DTTs and the range of block 

leng th va lues, , while using the I lamming window of length W= 15. 
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Figure 15. Comparative selection of the theoretically computed RM E va lue 
(3 ), presented in Figure 13 and Figure 14, for p=O. 95 and p - 0.80, while N= 128. 
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Figure 16. The original test signal (N=256, p =0 .954, /1=0, rr= I) and the 
reconstructed signal, a Iler using the wavelet-like procedure des igned for the 

DCT II le (DTT no. 3) with use of the I lamming window, W~ l 5. 
RM E(thcory)=0 .0642, RM SE(signa l)=0 .05 73, PSNR 40.4d8 . 
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Figure 17 . The original test signa l (N=256, p=0.954, /1=0, er l) and the 
reconstructed s ignal , artcr us ing the wavelet-like procedure des igned for the 

OCT li e (OTT no. 2), without windowing. RMS E(thcory)=0.0542, 
RM E(s ignal) 0.0 I 12, PS R=54.6dB. 
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Figure 18 . The orig ina l test signa l (N=256, p=0.954, p=O, o= I) and the 
reconstructed s igna l, after usi ng the wavelet-like procedure designed for the 

OCT li e (OTT no. 2) with use of'thc Hammin g window, W= l 5. 
RMSE(thcory)=0.0800, RMS E(s igna l)=0.0581 , PSN R=40.3d8 . 

VJ 11. CONCLUDING COMM ENTS 

The presented results, even if being on ly examples obtained 
for selected transforms, can be considered as general for the 
whole OTT fami ly, because simi lar graph arc obtainable for 
all relevant DTTs. Thi remark is valid for example for Figure 
2, in which the length of the block has a noticeable impact on 
the RMS level. Thus this becomes serious for short blocks but 
the hown patterns are very much alike. Note that Figures 9, 
12, and 15 provide the RMSE values computed along diagonal s 
of similar graphs to those presented in Figure 2, but for N= 128. 
Figure 16, 17, and 18 should be also considered as examples 
indicating that all DTTs can be used efficiently to provide 
filters for the decomposition-reconstruction scheme. According 
to the presented results, the signal intcrsymbol correlation 
value plays an important ro le when the Hamming window is 
applied , if compared with the rectangu lar window, and is 
hardly noticeable for the windowless application. For p=0.95 
and N= 128 or larger, the I lamming window with length W= 15 
makes it poss ible to reconstruct the signal with RMS E around 
0.08 for all DTTs, which i equivalent to PSNR=37.5 dB. l· or 
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N- I 024 such window means reduction by 68 times in the 
amount of computations as compared to the direct matrix based 
realization of the procedure. Such performance suggests 
possible applications in the areas of classical signal or image 
compression, watcnnarking, or feature extraction. 
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ABSTRACT - In this paper the authors show that for sequential 
processors the usage of lattice structures reduces almost by the fac­
tor of two the computational time of the filtering process performed 
by two-channel orthogonal filter bank with respect to the direct 
method of calculating the convolution. In addition authors give the 
derivation and perform the analysis of the lattice factorization of 
two-channel orthogonal filter banks, which can also be easily extend­
ed to more general biorthogonal filter banks' case. 

KEYWORDS - orthogonal filters; lattice structures; wavelet transform 

l. TNTRODUCTION 

Wavelet transform is widely used in data compression, 
system identification, signal approximation and interpolation, 
image processing and recognition, as well as in watermarking 
[ 1-4]. This makes the research on improvement of the 
algorithms of the wavelet transform calculation very intense [5-
8]. Construction of the wavelet transform relies on the 
successive repetition of the basis analysis stages for forward 
transformation or the basis synthesis stages for the inverse 
transformation in a pyramid or parallel scheme manner. The 
classical model of the single basis stage of the considered 
transformation is a two-channel biorthogonal filter bank, like 
the one shown in Fig. I. 

anaysis synthesis 

Q H z(n) 
.x(n) 

G R 

n=O,l, .. .,N-1 n=O,l, .. .,N/2-1 n=O, 1, .. .,N-1 

Figure 1. Scheme of a s ingle analysis and synthesis steps of the wavelet 
transfonnation 

Units //, G , Q and R represent finite-response linear filters 

H = ho, hi,· ··,hK-1 'G=go,gi,·· ·,gK-1 'Q= qo, qi, ··· ,qK-1 and 

R = r0,fj, ... ,rK_1, where K is a natural even number. Units J..2 

represent twofold element downsampling of the output signal 
after the filtering analysis stage and units i2 represent the 
corresponding twofold clement upsampling realized by proper 
insertion of zeros to the input signal of the filtering process' 
synthesis stage. Under the perfect reconstruction constraint i.e. 

Kamil Stokfiszewski 
Institute of Information Technology 

Technical University of t6dz 

l6dz, Poland 

kamil.stokfiszewski@p.lodz.pl 

z(n) = x(n) [9] , the considered filters fulfill a set of conditions 

given by the following system of (K - I) equations: 

K-1 
((-1/ hK-1+2m-kqk)= I(- J)k hK-1+2m-kqk =±O(m), 

k=O 

where '5(0) = I and J(m) = O for the remaining values of m, 

m = 0,±1,±2, ... ,±(K /2 -1) . Moreover the impulse responses 

of the Q and R filters constitute the modulated copies 

of II and G filters' responses: qk =±(-l)kgk , rk =+(-l)khk, 

k=O,l, .. , K - 1. 

An important class of biorthogonal filters consists of the 
filters, for which there is an additional relationship between the 
analysis and synthesis filter pairs: gk = (-J)k hk, k = O,l, ... K - 1. 

For the effective implementation of the two-channel orthogonal 
filter banks lattice structures are often used. There are two 
basic variants of such structures known. In the first variant for 
filters of length K, where K is a natural even number, there 
arc K 12 Dk vector rotation and unit delay operations, as well 

as one additional operation of two-point Haar transform 
calculation [3] , denoted below in Fig. 2 by H 

2
• 

x(n) ---- y(2n) 

Figure 2. Scheme of a first variant of lattice structure for two-channel 
orthogonal filter bank calculation 

For the second, the more effective, of the considered variants, 
the essential effectiveness improvement comes form the fact of 
reduction of the mentioned H

2 
operation [10, 11] , Fig. 3. 

x(2n) y(2n) 

DKl2 

x(2n+ I) y(2n+ I) 

Figure 3. Scheme of a second variant oflattice structure for two-channel 
orthogonal filter bank calculation 
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Here the blocks Dk and H 
2 

arc g iven by the foll owing 

re lationships: 

Taking into consideration the above di scussion it ' s 
justifi ed to undertake the research o f the computa tio nal and 
accuracy effecti veness of the lattice structure imple mentation 
o f two-channe l orthogonal filte r banks. 

n. FORWARD AND INVERSE LATTICE STRUCTU RES 

The forward lattice structure shown in Fig. 4 consists 
of K I 2 stages, where K is a natural even number. Each of 
those stages consists of N I 2 base operations Dk , where N 

is a natural even number which determines the structure length 
[ 11 ]. In the first stage the input of each Dk operation 

is made of a pa ir of the input s igna l samples x
2

; and x
2

i+l , 

i = 0,1, ... , N / 2 - I . Operations in a ll o f the successive stages 

are the structura l copies of the ir preceding stages. Each pair 
of the consecuti ve stages arc connected with each other by a 
cyc lic N - point downward shift. The outputs of the last 
stage constitute the output signal Y; , ; = 0,1, ... , N - I of the 

considered structure. Fig. 3 shows the example of the forward 
lattice structure for K = 6 and N = 8 . Here the auxiliary 
va riables t

1 
and ,

2 
are introduced in order to ma intain the 

structural consistency of the structure's downward shift. 

Xo D1 '1 

X1 

x .? 1· . 0 

x, 1· 
- 1 

X 4 Yi 

x, r - 3 

x6 Y.1 

X 7 Ys 

Y6 

Y7 

Figure 4. Data now d iagram o f the latti ce structure for K = 6 and N = 8. 

A fo rward la tti ce structure cons ists of two-po int operations 
denoted by Dk 

( I ) 

where k denotes the stage ' s index. 
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If det(Dk ) = akdk - bkck 1: O, then fo r each base operation Dk 

there ex ists its inverse counterpart Dk - l , 

(2) 

fo r which the following equa lity ho lds Dk Dk - l = Dk - l Dk = I , 

where I is 2 x 2 point identi ty matri x. From Fig. 4 and 5 one 
can conc lude that the transformation realized by the considered 
lattice structure can be described by the fo ll owing express ions: 

K - 1 

Y2; = LhK. K- 1- p X2;+p , 
,,=0 

K - 1 

Y2; +1 =Lg K.K- 1- p X 2;+" , 
p =O 

i = O,l, ... ,N / 2 - 1 

(3) 

where h., and g ., , p = 0,1, ... , K - I a re filters' HK and 
" . f' " .p 

GK impulse responses respecti ve ly, i. e. two convolutions with 

a decimation are being calculated. If each of the base 
operations Dk is o rthogona l, i.e. it' s inverse operation ' s 

matri x is equa l to the considered fo rward operation ' s matrix 

transpose: Dk - i = D/ , then the resulting structure is the 

orthogonal lattice structure . On the other hand, if one wo uld 
use non-orthogona l base operations then the resulting structure 
would become biorthogonal lattice structure. 

The simplest way to construct an inverse lattice str ucture 
can be realized by reversing the forward structure. This can be 
achieved by replacing a ll of the forward base operations 
by their respective inverse counterparts, and performing 
calculations in accordance to the forward structure, but in a 
reverse direction. 

IIL F ACTORIZATION OF THE TWO-CHANN EL ORTHOGONAL 

FILTER BAN K 

Let ' s consider two-channel filter bank /-/ ,.: = { h K.k } and 

GK = { gK .k } , which fulfill s the orthogonality condition (perfec t 

reconstruction condition for two-channe l orthogona l filte r 
bank), 

gK .p = (- 1)'1 h K.K - 1- ,, ' p = 0,1, ... , K _ , ' (4) 
K - 1 

(h . h . ) = °"' h , h , = t5(m) , m = 0,1, .. . , K I 2 - I (5) 
I<. ,I' I<. .p+2 m L_. X .p X .p+2111 

p=O 

where '5(0) = t and t5(m) = O fo rm 1' O [1 ,2]. It ' s known [1 2], 
that such a filt er pa ir can be fac torized into a fo rward lattice 
structure shown in Fig. 4 and 5. In order to that o ne may use 
symmetrical Ck and asymmetrica l Sk base operations. In the 

first case fo rward and inverse base opera tions are identi ca l 

(6) 
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In the second case forward base operation Sk and the inverse 

base operation S~ 1 have the following form 

s-1 = lak 
k h 

k 

dct(Sk) = dct(S~ 1
) =a;+ h} = 1 . 

(7) 

For the purposes of the filter bank factorization each of the 
mentioned orthogonal base operations, either ( 6) or (7), can be 
chosen. 1 lowevcr, taking into consideration implcmcntational 
issues of the analysis and synthesis stages of the considered 
filters, it's worth to choose the symmetrical variant (6). In such 
case directly from the form of the forward lattice structure the 
following equation results, which gives the recursive 
dependence between impulse responses for the filter pairs 

HM,GM and l/M-2'GM-2 

[ h.,,,,_, hM,M-2 hM,I h.,,,] 
(8) 

gM,M-1 g M,M-2 gM,I hM,O -

C [gM-2.<H g M-2,M-4 g M-2,M-5 gM-2,0 0 
h.,o,,,J , M/2 O 0 hM-2,M-3 hM-2,2 hM-2,I 

where M = K,K -2, ... ,4. 

Now the solution to the considered factorization problem 
can be formulated in the following way: for given orthogonal 
filters H M and GM one has to find the elements of the base 

operation cM,z, and also the elements of the filters H M-
2 

and 

G M-
2

, so that they fulfill equation (8). In order to do that let's 

multiply the equation (8) on the right hand side by C~
12 

[ g M-~M-) g M-2.M-4 g M -2,M-5 g M-2,0 0 

hM

0

2J= 0 hM-2.M-3 hM 2,2 hM-2,1 

[ aM/2 hM/2 ] [ hM M-, hM M-2 hM I huo] 
hM/2 -QM/2 gM,M-1 gM,M-2 gM,1 hM,O 

(9) 

After making proper multiplications on the right hand side 
of equation (9) one receives the following system of equations 

( 10) 

In order to reduce the number of equations in the system 
(10)-( 11) we will use the orthogonality condition (perfect 
reconstruction condition) (4), (5). Then from the condition (4) 
one receives the following set of equations: g = h , 

M,O M.M-1 

gM.1 =-hM.M-2' gM.M-2 =hM.1 and gM.M-1 =-hM.o · Plugging 

these equations into ( I 0)-( 11) leads to ( 12)-( 13) 

aM/2hM.I -hM12hM,M-2 = 0, aM/2hM,O +hM/2hM.M-I =0, (l 2) 

hM/2hM.M-I +aM/2hM.O =0, hM/2hM.M-2 -aM12hM,I =0. (I 3) 

It can be seen that the pairs of equalities ( 12) and (13) repeat. 
Therefore we can resign of one of the chosen pair e.g. ( 13 ). 
Continuing further, from the pair of equalities ( 12) we obtain 
the following dependencies 

aMl2 = hM,.\f-2 = hM.M-1 

h\112 hH,I h\f.O 

which show, that the only possible way of satisfying each of 
the equations in ( 12) is to make the following equalities hold 
hH,M_2hM.o = -hM,M-J,M.i. The last of these equalities holds 

automatically for orthogonal filters, because it is the 
component of the previously given condition (5). It's easy to 
verify this last statement, since fix K = M and m = MI 2 - I 
from (5) one obtains the following equality 
hM.M-2hM.o + hM.M-,hM.i = 0. Therefore one of the equations in 

( 12) can be eliminated. If we eliminate the second equation, 
then the first equation along with the dependency between the 
elements of the base operation given in ( 6) leads us to the final 
system of two simultaneous equations with two unknowns 

2 2 
aM/2 +bM/2 =] · (14) 

Solving the above system we find the desired elements of 
the C M/i operation 

hM/2 =±hM.I /~h~.I +h;f,M-2, aM/2 =hM/2hM.M-2/hM.I" (15) 

We then use operation C to reduce by two elements 
M/2 

the lengths of the considered filters with the help of (9). 
Continuing recursively this process of reduction of the lengths 
of the considered filters for M = K, K - 2, ... ,4, we finally find 

the base operations Ck for each of the stages, except for the 

first stage of the considered factorization. The elements of the 
base operation of the first stage can be obtained from the 
equality which holds for 0

1 

[~ (16) 
0 g2.0 0 

0 h2.1 

what completes the factorization. 

IV. EFFECTIVENESS COMPARISON 

If one performs the analysis stage directly with the use 
of (3), then he or she needs K multiplications and K - I 
additions in order to calculate a single output element. If on 
the other hand one uses the lattice structure with base 
operations (6) and (7), each consisting of four multiplications 
and two additions, then the calculation of a single output 
clement requires K multiplications and K I 2 additions. This 
means that the lattice structure reduces almost by a factor of 
two the number of additions without the change of the number 
of multiplications with respect to the direct convolution 
implementation, in which, additionally, the downsampled 
elements are still calculated. 
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The number of multiplications in the lattice structure can be 
further reduced by introducing simplified base operations on all 
of it's stages, except the first one [9]. Let's suppose we do that. 
In order to carry this out we divide Ck operations by a,. 

. l I Ck=Ck/a,.= 
b,. I a,. 

h; J 
-I 

, k = 2J, ... , K I 2 . 

Then, in the first stage we use the below base operation, 
which compensates the above divisions by a,. in the 

subsequent stages: 

, [a1 D -rD -r I - I -
(' 

I 

This leads to the possibility of the reduction of a number 
of multiplications made for a calculation of a single output 
element to the amount of K I 2 + I, preserving at the same time 
the desired number of K I 2 additions, which is equivalent to 
the computational complexity of a lifting scheme structure [7]. 
This leads to the conclusion that the lattice structure with 
simplified base operations allows for almost twofold reduction 
of the number of multiplications as well as additions in 
comparison to a process of calculation of all needed elements 
of the output signal with the use of convolution (3 ). The 
additional advantage of the lattice structure is the possibility to 
perform calculations in accordance with an in-place scheme, 
i.e. without using any additional memory resources. 

V. EXPERIMENT AL RESULTS 

In order to verify the effectiveness of the lattice structures 
three basic procedures for the realization of the synthesis step 
of the two-channel orthogonal filter banks were implemented. 
Namely: l) DBf (two-channel filter bank}, which uses 
formulas (3) directly; 2) L_ DBF which implements a 
symmetrical base operations lattice structure; 3) L_ DBF_2, 
which implements the lattice structure with simplified base 
operations. Moreover, additional auxiliary functions where 
implemented, intended for the realization of the mentioned 
synthesis filters and the calculation of the two-channel 
orthogonal filter bank in the form of a lattice structure. The 
tests were made for different types of orthogonal filters on a 
typical PC system. The obtained results are well 
represented on the example of the Daubeshies filters. Tab. l 
shows the impulse responses of the Daubeshies filters 
of length 6 (DB6) [2]. 

TAHLE I. IMPULSE RESPONSES OF DB6 FILTERS 

I 0 I 2 3 4 5 

h6.k 
0.332671 0.806892 0.459878 -0.135011 -0.0854413 0.0352263 

g6_k 
0.0352263 0.0854413 -0.13501 I -0.459878 0.806892 -0.332671 

The elements of the general and simplified base 
operations resulting form the considered factorizations with the 
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use of expressions (9), (15) and (16) are shown in Tab. 2 and 3 
respectively. 

TABLE II. THE ELEMENTS OF TIIE GENERAi. UASE OPERATIONS 

k u. h. Ck dk 

I 0.924508 0.381162 -0.38 I I 62 0.924508 

2 0.479286 0.877659 0.877659 -0.479286 

3 -0. I 0530 I 0.994440 0.994440 0.105301 

TAHLE 111. THE ELEMENTS OF TIIE SIMPLIFIED HASE OPERATIONS 

k llk hk C'k dk 

I -0.0466592 -0.019237 0.019237 -0.0466592 

2 1.00000 1.83118 1.831 18 -1.00000 

3 1.00000 -9.44381 -9.44381 -1.00000 

Tab. 4 contains the results of the performed effectiveness 
tests for the mentioned procedures. 

TABLE IV. PROCESSOR 's CALCULATION CYCLE COUNTS 
FOR A CHOSEN l)JMENSIONS N OF Tiff INPUT DATA 

N DBF L OBF I. DBF 2 OBF / L DBF/ OBF/ 

L DBF L DWT L DWT -
2 2 

256 19956 10553 9935 1.89 1.06 2.01 

1024 79707 41588 39659 1.92 1.05 2.01 

4096 319864 167128 159641 1.91 1.05 2.00 

As it can be seen the L DBF lattice structure has a 
significant advantage (almost twofold) over the trivial 
algorithm (3) DBF. The considered advantage is substantially 
greater than one might have expected, since in this case, form 
the theoretical point of view, reduction of the arithmetical 
operations is of the factor of one fourth. On the other hand the 
usage of the lattice structure L_ DBF _2 with simplified base 
operations did not match the expected result. This comes form 
the fact that in this case theoretical estimation indicates that 
L_DWT _2 procedure should have needed about one forth less 
cycles to execute than the L_ DBF procedure, while in fact 
both of these procedures have been executed in an almost equal 
number of processor's cycles (with a difference of about 5%). 
Such result is explicable, since the actual effectiveness of 
implementation of the considered algorithms is obviously 
influenced not only by the estimated number of arithmetical 
operations, but also by the way the auxilary implementational 
operations are performed, as well as by the way the data 
transfer is actually organized. 

In addition to efficiency, also the accuracy of the 
calculations has been investigated. The obtained results are 
perfectly consistent with the general principle stating that the 
reduction of the calculation accuracy error comes along with 
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the reduction of the number of arithmetical operations needed 
to perform a given task. Namely, in MSE terms sequential 
execution of the analysis and synthesis stages with the use of 
the lattice structure has had a substantially smaller ( over I 00 
times) calculation accuracy error in comparison to a method of 
direct computation. 

Vl. CONCLUSIONS 

The investigation was undertaken of the effectiveness of the 
lattice structure, which for filters of the impulse response of 
length K consists of K/2 vector rotation base operations and 
K/2-1 unit delay operations. The considered structure makes an 
almost twofold reduction of the number of arithmetical 
operations in comparison to a direct computation method using 
the convolution. In case of the lattice structure with simplified 
base operations it also makes an almost twofold reduction of 
the number of arithmetical operations in comparison to a direct 
computation of the convolution, and in terms of computational 
complexity, is equivalent to a lifting scheme structure. The 
performed experimental studies have shown the lattice 
structure reduces almost by the factor of two the computational 
time of the filtering process performed by two-channel 
orthogonal filter bank, and thus can be successfully used in 
construction of signal processing software for sequential 
processing systems, including PC ones. 
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ABSTRACT - The aim of the presented work was the design and 
realization of a mechatronic setup for measurements of dynamical 
properties of electronic gyroscopes. A motivation for the project was 
a need for identification of MEMS gyroscope parameters, not dis­
closed in their data sheets. The built setup is capable of producing 
controlled, angular excitations, necessary for measuring dynamical 
properties of MEMS gyroscopes. It registers gyroscope response syn­
chronized with the excitation. An example of identification of gyro­
scope parameters is also presented. Results of the measurements are 
used to calibrate a currently developed local navigation system for 
visually impaired pedestrians. 

KEYWORDS-COMPONENT - MEMS, gyroscope, angular rate, gyro fre ­
quency response, parameter identification 

I. lNTRODUCTION 

Accelerometers and gyroscopes are used 111 a number of 
speciali zed equipment and systems, for example in air 
navigation instruments l I J. They gained real popularity after a 
new technology of their realization , called Micro-Electro­
Mechanical Systems (MEMS) was developed. It allowed for 
cheap, massive scale production and opened new areas of 
applications. Initially MEMS accelerometers were mainly used 
as the sensors for impact in triggering automoti ve airbags. 
Soon, however, accelerometers and gyros, seized market of 
consumer electron ics. Today we can find them in everyday Ii re 
eq uipment, such as mobile phones, cameras, gaming consoles 
and in medical dev ices, and even in sports equipment. They 
provide signals for optical image stabili zation, proper 
positioning of image on the display, motion tracking or 
pedestri an step count 12 1. 

Gyroscopes arc generally divided into two groups: 
directional and angle rate gyros, but in MEMS technology 
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often the second type is realized. They measure the angular 
ve locity of the objects rotating around the ax is. They are 
vibrating sensors using the so-called Coriolis effect [ 11. They 
measure the change of vibration plane of the mass, caused by 
its rotation . The mass is etched in poly-si licon and placed in 
silicon framework in such a way, that it can move on ly in one 
direction. When the weight moves towards the outer edge, it is 
accelerated by Coriolis force. The resulting displacement is 
estimated with use of a capacitor, in which one electrode is 
attached to the ground, and the second is fitted on the mobile 
frame. As a result of the Coriolis force the elements of this 
structure are moving, which changes the capacity of the 
capacitor, which is then measured. 

Modern MEMS gyros arc fabricated as hybrid 
integrated circuits, containing complete measurement systems. 
An example of digital MEMS gyroscope is shown in Fig. I. It 
contains the following components: 

• M EMS sensor - vibrating mass with variable 
capacitors, 

• M EMS driver - generator of mass exc itation signal, 

• Signal conditioning and ADC - signal amplifier, 
demodulator, low-pass filter and analog-to-digital 
converter (ADC), 

• Temperature sensor - sensor used for proper device 
calibration and compensation of temperature drift, 

• Control logic - a logic used for signal processing, 
module ca libration and self-testing, 

• Serial bus interface an interface for data 
transmi ss ion, typically 12C or SPT serial interface. 

~------ --------- ----- ----- ------ ', 

I 

~ 

' ....----------, 
MEMS sensor 

,L!:::=======.l 
' 

T ernperature 
sensor 

Signal 
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and ADC 

MEMS 
driver 
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Control, interface 

callibration (12C, SPI} 
and test 

logic 

' ----------------------------- -- ------------------------ -
Figure I. Block diagram or the digital MHM S gyroscope. 
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Integrating more MEMS sensors for two or three axes rotation 
rate sens ing is a common case. 

Due to the dynamical properties of the vibrating mass and 
the delay introduced by an amplifier, filter, ADC and digital 
logic, an integrated gyroscope features specific frequency 
response, both in amplitude and in phase. Lt is rarely presented 
in the device data sheet. Most often the only cutoff frequency is 
done. There is a need to identify gyro dynamic properties for a 
number of specia lized appli cations. 

The motivation for furthermore gyro identification was a 
project of local nav igation system for the visuaJly impai red 
pedestri ans, carried out in the Institute of Electronics in the 
Technical University of L6dz [3]. The main role or a designed 
system is detection of obstacles and producing warning signals. 
Tracking egomotion parameters of a stereo camera, placed on a 
head of system user, helps lo rel iab ly track obstacles in the 
reference frame associated with it. Thi s task is known as the 
local navigation in the . o ca lled body frame (b-framc) [I]. 
Egomotion is estimated on the basis of visual information : 
scene depth obtained from stereoscopy and the optical flow in 
consecutive images of a sequence [41,[51. The readings of 
electronic gyroscopes help t.o predict the optical flow of image 
feature points reducing false estimations and lowering 
computational effort of image feature fitting 161. Tt requires 
perfect synchroni zation of gyroscope signals and images, 
which is not poss ible without the identification of gyro 
dynamical properti es l7 I. 

IT. DESIGN OF MEASUREMENT SETUP 

For measuring the dynamic properti es of gyroscopes a 
laboratory setup was designed and developed. Its functional 
diagram is shown in Fig. 2. The setup photo can be seen in 
Fig. 3. Buchler DC motor was used as a system for measuring 
static and dynamic parameters of gyroscope . . Il is connected 
with a planetary gear reducing its speed. The speed reduction 
ratio is 24,7: I. The engine is equipped with an incremental 
encoder with a resolution of 400 pul ses per revo lution. In 
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Fi gure 2. Schematic diagram of measurement set up. 

addition, the measurement is performed using quadrature 
counter that allows to multiply the number of pul ses to 1600 
and also measures the number of pul ses of the encoder. The 
motor is controlled via the mcIO-C3 servo produced by 
miControl. It allows to control the DC motor supply voltage to 
24 V . The encoder or H al I sensor can serve as a feedback 
information o f the position or velocity [8_1 . It has four 
additional, digital inputs, one digital output and a single analog 
input for a typica l industrial measuring range of± IOY. Built-in 
analog- to-digital converter with a reso lution of l O bits is 
capable of measurements with an accuracy of about 20mV at 
I LSB. The communicati on with the mcl0-C3 module is 
reali zed using the CAN 2.0A interface. CAN OPHN protocol, 
implemented inside the controller, allows to use it in various 
control systems. The maximum data transfer rate in thi s 
interface is I Mb/s. With a length of the identification field 
equal to I I bits and the maximum transmiss ion speed, it takes 
I I Oµs to send a frame of 8 bytes data. The implemented 
protocol requires handshake, which takes 3ms. Thi s ensures 
maximum speed of data exchange equa l Lo 330 frames per 
second. Direct readout of angular speed using a transmiss ion 
confirmation leads to an error, whose va lue can be determined 
from the equation ( I ): 

er ro r.'l'/01·/tv 

. [ rot J [ deg] motor _ velocity - . · 360 -
mm rot (1) 

k · 60 · I O·'[ m.s J 
mm 

where: k - motor reduction gear=24,7. 

For example, for a given angular speed of the engi ne equal to 

I 50J r~t J the error equals to 0,364[deg]. 
1m1n ms 

This necess itated the development of independent, parallel 
sys tem, coupled with the encoder engine, whose role was a 
measurement of both the velocity of the converter mounted on 
the motor shaft, as well as the angular ve locity w of a 
gyroscope under test at regular intervals 191. It is built on the 
basis of Atmel 's microcontroller - AT90CANl 28. It has the 
ability to work with low voltage in the range from 2.7 to 5.5 V 
and built- in 12C interface, so it cou ld be adapted to 
communicate with the gyroscope. 

Figure 3. View of the measurement selup. 
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A specialized 32-hit quadrature counter LS7366 was used for 
the motor encoder pul se counting. It communicates with the 
microcontroller via SPl interface. 

Communication with the master PC was made by tTDl 
J-<T245RL system. This is the USB to parallel port converter. 
Virtual Com Port (VCP) drivers have been applied on the PC 
ide, which allowed to ohtain transm is ion speed over 300kB/s, 

and simp lified access to incoming data. 

Ill. M EASUREMENTS REALU.1-.. D BY THE SETUP I3UILT 

The developed measurement setup allows to perform the 
following experiments investigating the static and dynamic 
properties of gyroscopes: 

• the answer to the linear increase of angular rate, 

• angular rate step response, 

• amplitude and phase frequency response of the 
gyroscope. 

During the estimation of the angular rate measurement error, 
the gyro is excited in the form of a slow linear ri se of angu lar 
velocity in the range 0-6501 °/sj. During the test the angu lar 
velocity of the motor shaft and the rotational speed of each 
gyroscope axis is recorded. The co llected data are used to 
determine gyro velocity e1Tor as a function of engine speed. 
The step response registration helps to determine the dynamics, 
the nature of the gyroscope response during rapid changes of 
the measured velocity. The gyro step response shape permits 
choice of an appropriate model of the inve. ligated system. It 
could be proportional model , inertial one with delay or 
oscillative. The excitation starts from zero shaft speed and 
reaches its maximum va lue equal to: 500, I OOO, 1500, 2000 or 
2500 I rot/minJ . The experiment includes hoth step from zero to 
a maximum value of angle rate, and the return to the initial , 
zero . late. 

More detailed information on the chosen model can he 
obtained by examining the amplitude and phase frequency 
response. In the constructed setup the excitation was a 
sinusoidal signal with an amplitude or the engine shaft velocity 
equal to: 500, 1000, 1500, 2000, 2500, 3000, 4000 lrot/min] 
and the frequency range was 0. I Hz to I OHz for each or the 
specified amplitude. 

lV. M EASUREME T OF MG 110 I GYROSCOPE PARAMETERS 

The developed test hench served to investi gate the 
properties of the MG I IOI B gyroscope produced by 
GYRATION r I Ol . Gyroscopes of thi s type arc characteri zed by 
small size and low power consumption (Fig. 4.). In addition, 
they ensure high measurement dynamic range of ± 500°/scc. 
They integrate analog- to-digital converters for two-ax is 
sensing. They are extremely lightweight and communicate with 
external system via 2-wire seri al interface (1 2C). Low drift, 
high temperature stability and internal shock mounting make 
them high accuracy angular measurement devices. 

Fi gure 4. Internal view and rotation axes of MG I IOI gyroscope (reprint 
from MG 110 I datasheet ). 

A. Estimation of the gyroscope response to the linear 
increase of angular rate 

The first stage of research was to determine the gyro 
response to a linear increase of angular rate. For this purpose 
the gyroscope has been mounted to the DC motor shaft, so that 
its ax is of rotation was parallel to the ax is of rotation of the 
motor. Linear increase of rotational speed was obtained by a 
series of speed setting commands, issued at intervals o f 0.0 I s. 
The obtained measurement result is shown in Fig. 5. ln the lirst 
plot a comparison of the et and measured velocity is shown. 
The second plot shows magnitude error of the measurement. 

The gyroscope features good linearity of the output value. For 
demanding applications, like the Kalman filtering in fusion or 
different data for navigation purposes I 11], 
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Fi gure 5. MG 1101 gyroscope answer to linear veloci ty increase a), and ils 
measurement error magnitude b). 
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the dependence of measurement error on the angular velocity 
can be approximated by linear or square function. For linear 
approximation the following dependence was found : 

error;,,10,.;,J,% j = 0.0094 · velocityl%' j+ 4.6338 (2) 

In the case of more precise, square approximation the 
following equation was found: 

error I . l0 l j = I. 9535 . I o-'J . velocitv2 + ,~o,·,ry ~ s . (3) 

- 0.005 1 · velocity + 6.604 

B. Estimation of gyroscope step response 

In order to determine the gyro response to a step change of 
angular ve locity an experiment was conducted in which the 
motor contro ller generated a rapid change of its angular rate 
from O up to the max imal value. After two seconds the engine 
was stopped, which returned the value to 0. A unit step 
excitation allows to identify the system transmittance model 
and to estimate its parameters. The tests were conducted for 
velocity va lues equal to 12 1, 243, 364, 500, 607 I 0 /s]. An 
example of sample response waveform is shown in Fig. 6. The 
observation of a shape of MG 110 I gyroscope response to the 
signal change from zero to the maximal value did not give a 
definite answer about the type o f the system. The oscillation 
was observed, but it could be the effect of possible oscillations 
of the excitation. Due to thi s uncertainty a response to more 
reliable, rapid break of motor rotor was analyzed. Thi s 
excitation can be treated as almost ideal velocity step. The step 
response posed visible oscillations, that quickly di sappeared. 
They reached almost 4% of the overall step. Normali zed 
system step response of angular velocity is shown in Fig. 7. fn 
all the tests a slight delay in the gyro response signal could be 
seen. The measured delay is constant and does not exceed the 
value of 50ms. ft may be related to the time needed to convert 
the gyroscope response to the digital signal. The maximum 
sampling rate o f the gyroscope is 30Hz, which causes a 
minimum delay on data output about 33 ms. An additional 
delay could be introduced by some internal filtering o f the 
signal. The obtained results are with accordance with technical 
datasheet of the device l I 0]. 
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Figure 7. The nom1ali zed gyroscope response to a step change 
or angular ve loci ty. 

C. Estimation of amplitude and phase frequency response 
of the system 

M ore detailed information about the parameters o f 
investigated object is obtained on the basis o f the frequency 
characteri stics. In detennining the frequency amplitude 
response, the engine was subjected to sinusoidal voltage 
changes. The frequency range was from 0. I Hz to I OH z. The 
amplitude and phase delay o f the gyro answer were observed. 
The series of these measurements (Fig. 8.) deli vered data to 
estimate frequency response of the gyroscope. Amplitude and 
phase responses for different excitation amplitudes are shown 
in Fig. 9. When analyzing these characteri stics it can be seen, 
that in the range up to approx imately 2 Hz, 
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the ratio of the output signal amplitude to the input signal is at 
the level of unity. In this frequency range the system reliably 
measures the angular velocity. At a frequency of 5 Hz a small 
raise of the output can be observed. It is typical for the 
oscillatory system, which confirms the observations of the step 
response. The resonant frequency is about 5Hz. Estimated 
phase responses show the presence of delay, which is related to 
signal processing by internal gyroscope circuits. This 
introduces a rapidly increasing phase. For the frequency equal 
to I OHz, the measured signal was practically inverted with 
respect to the reference signal. 

D. The analysis of the gyroscope characteristics and 
parameters 

The investigation of static and dynamic properties of MG I IOI 
gyroscope shown that it has a wide velocity measurement 
range up to ±700[ 0 /sl, although with the increase of the 
measured value the error increases, as shown in Fig. 5.b). The 
measured values fluctuate around the true value, but the mean 
error is close to zero. The examination of the dynamic 
properties revealed the occurrence of osci I lations at the 
transient states. A thorough analysis of its frequency response 
confirms, that the studied gyroscope can be modeled using an 
oscillating block. 
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Figure 9. Magnitude a), and phase b) frequency response obtained for 
different amplitudes of excitation . 

An ARX model was identified for the gyroscope under test 
using the least sum of squares. The identification was 
performed using MATLAB computing environment with the 
MATLAB System Identification Toolbox. The dependence 
describing the behavior of the studied system is given by 
equation (4): 

A(q)· y(t)= B(q)·u(t)+e(t) (4) 

where the identified parameters take the values: 

A( ) - I _ 0.3429 0. I 414 _ 0.3566 0.2081 
q- + 2 3 + 4 

q q q q 
(5) 

B(q) = _ 0.1042 + 0.5 I 94 _ 0.673 + 0.9058 
q q2 q3 q4 

(6) 

To verify the identified model it was compared to the step 
response and frequency response of the gyro. The results are 
illustrated in the Fig. 10. and Fig. 11. Good representation of 
the device characteristics confirms the correctness of the 
applied mathematical description. 

V. CONCLUSIONS 

The design and realization of a mechatronic setup for 
measurements of dynamical properties of electronic gyroscopes 
was presented. It allows for identification of MEMS gyroscope 
parameters, not disclosed in their data sheets. The built setup is 
capable of producing controlled, angular excitations, and 
measuring step response, linear excitation response and 
frequency response. An example of an identification of 
MG 110 I gyroscope parameters was presented and discussed. 
The identification of this gyro was utilized in the project of 
local navigation system for visually impaired pedestrians, [12-
14]. 
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