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Abstract. The optimal shape design of the capacitor withlheg equation
of state and inverse problem solution in Electrichihpedance
Tomography using level set method are presentethénpaper. The
inverse problem solution determines the positiohsapacitor plates,
which were optimized to achieve required poterdiatribution, while the
inverse problem solution in EIT enables the ide#tfon of the size and
the position of internal areas with different coxtivity.

1. Introduction

The electromagnetic structures have been widelyshgated in recent
years. The most frequent approach to this probkero icome it down to the
problem of optimization and solve it by determiitigir stochastic methods. The
optimization problem solution deals with minimizitige objective function of
the problem [1, 2]. There are many different algons for this problem
solution: deterministic methods (e.g. back-profattiperturbation, and Newton-
Raphson, Conjugate Gradient method) [1,2,3], s&tahanethods (e.g. Genetic
Algorithms, Monte-Carlo method, Simulated Annea)ag?,3], and also
Artificial Neural Network (ANN). In the first caseglthough the number of
function evaluations needed to be reached is gineraall, the risk of being
stopped in local minima is very high. Stochastgoathms deal with finding the
global minimum. In this case the continuity andetiéntiability of the objective
function are not required. Main disadvantages as¢h methods are weak
convergence and high time complexity. In order dtves the inverse problem
using iterative optimization method it is necess@ryepeat forward problem
solution many times — to determine the distributtdpotential [4].
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In Electrical Impedance Tomography (EIT) the retarddion algorithm
uses the knowledge of applied current patternsnagalsured electrode voltages
to solve the inverse problem, computing electrimahductivity distribution in
the object. The inverse problem in EIT is nonlindaecause the current flow
strongly depends on the unknown conductivity witthie object. The solution of
the inverse problem in EIT is significantly mordfidult than in case of e.g. X-
ray computed tomography, where the photon pathgssentially straight lines.
Furthermore, the problem is ill-posed due to ittability — small errors in the
measurements can produce large errors in recotietriaf conductivity.

In our case the level set method approach to therse problem solution
was used. The solution determines the positionthefcapacitor plates, which
were optimized to achieve required potential distiibn. The inverse problem
solution in EIT provides the identification of teze and the position of internal
areas with different conductivity.

The level set method is chosen to describe moviages, since this method
is able to simplify model topological changes o tboundaries. In this
technique, the shapes are given as the zero levedfsa higher dimensional
level set function.

The level set methods approach in optimal shap&mésvolving partial
differential equation has received little attentigntill now.

The method, that uses both level set for determirtire shape of the
domains and essentially nonoscilatory schemes lice dbe Hamilton-Jacobi
equation is known as an efficient method for witksss of shape optimization
problems involving partial differential equation§57].

2. Level Set Method

Level set methods were proposed as a versatilefdookpresenting moving
fronts in a variety of physical processes, invajvitow phenomena, crystal growth
and phase changes among others. The use of levanetbods for shape
optimization involving partial differential equatis apparently received little
attention so far [10].

Given an interfac€ and regioQ its subsequent motion under a velocity field

was analyzed and computed. The level set fundgtitias the following properties
(see Fig. 1) [6,7]:

$(x,t)>0 x0Q,
p(xt)<0 x0Q, (1)
#(xt)=0 x00Q
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Fig.1. Considered regions — convex functions

The level set method allows to move the interfacalong the directiorvV
within a neighborhood df. To derive the equation for level set functiom, g¢t,)
denote a family of functions fronR*> to R. If x - ¢(t,x) is perturbed to
X - g(t,x+th(x)) then differentiating level contourgx: @(t,x+th(x)) = const
with respect ta we obtain [8]:

¢, +hOg =0 2)

This leads to the Hamilton-Jacobi equation forlleeefunction.

99 g = j. =V 22
5 +VO¢ =0, whereVy V|D¢| ()

The updating of level set is possible using Hamillacobi equation (3) in
which velocity field is the function of the diremti of the unit normal [7,8]:

The first step in the solution of a problem usingt $vel method is
determination of zero-level set (Fig. &) = ¢(x,0) for t=0 [6].

Do the following steps in the numerical algorithntikits convergence:

— solve the Laplace equation

10( ou)_ . .. u(@=1
?E(r E) =0 with boundary cond|t|onﬁ(b) o 4)

- determine the potential distributiag [6];
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compute the difference of the observed value apda&d value: -u,;
solve the Poisson equation:

—-Ap =u-ug )
evaluate the normal velocity:
Vi = Upy Muy (6)

update the level set functiog(xt) by solving the Hamilton-Jacobi
equation:
ot +vi g =0 (7
= g _Ath‘D¢k‘ 8

check the convergence; options include repeatiagptbcess, stopping if
convergence criteria are satisfied [6].

o(x, y, t=2)

Fig.2. Zero-level set
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The stability of received solution is guaranteed Ggurant-Friedreichs-Levy
condition, which asserts, that the numerical wahesild propagate at least as fast
as the physical waves. The CFL time step restniétialescribed as:

AX

t S
“max{ul} ®)
Equation is usually enforced by choosing a CFL remab with [6]:
At(%j =¢ and0<a <1 (10)
X

An optimum value ofa that provides best stability and convergence is 0.9
and a common conservative choiceris 05.

2.1 Hamilton-Jacobi ENO

The scheme ENO - essentially nonoscillatory polyabmnterpolation was
used to determine the function of level set grac*iéyﬁk‘ in the following iterations.,

The zeroth divided differences @f, as a standard with Newton polynomial
interpolation are defined at the grid nodes anohdéfby [6]:

Dio¢ = ¢ (11)

at each grid node The first divided differences of defined midwaytveeen grid
nodes as:

D¢ - D’
Di/of = 1¢Ax 4 (12)
The divided differences are used to reconstructympmial of the form:

P(x) = Qo (x) + Qu(x) (13)

that can be differentiated and evaluated ab find (¢X+ )i and (¢; )i . That is, we use
B () = Qo (9 + Qu(¥) (14)

to define(¢x+ )i and (¢X‘ )i :
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3. Boundary Element Method

Integral equations are used to the solution tofdheard problems (analysis)
and the inverse problems (synthesis and identdica{3, 4]. The function and
Green’s formulas are used to the transformatiorthef integral equations. The
Green'’s function satisfies the Laplace’s equation:

02G=0 (15)

and for 2D domain is:
G(M,P) = ——In(r) (16)
' 21

where: r —the distance between M and P

r(M,P)= \/(XM _XP)2 +(Y|v| _YP)2 17)

The second Green's identity (symmetrical), whiclswaed in transformation of
the integral equation, is described as follows:

26 —an2ula = 619G _g U
gjz(uDG GO2udQ i(u o Gan]ds

where:u — the potential in 2D domaiq.

To solve this problem numerically, the surface hasbe discretized into
elements. The element, which was modeled as aatnsilue were used in this
case.

4. Numerical experiments and results

4.1 Cylindrical capacitor

The cylindrical capacitor (Fig. 3) with the potetilistribution described by
Laplace equation (4) was considered [8, 9] withriatzury conditions.
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Fig.3. Cros-section of the capacit

The potential distribution is known in the originagionQ and defined as
Uo(r) =-0.721348n(0.714286).

The solution of considered problem is finding tegionQ,, where the function
U is the solution of Laplace equation with boundawgditions (4).

Potential distribution was evaluated using Boundalisment Method. Both
covers of the capacitor (two circles) were diseesti into 32 segments
(boundary elements). In the next step the inversblem was calculated on the
basis of the potential values obtained by using BE&Vel set method, shortly
described in section 2, was used to the solutionneérse problem. These
procedures were repeated until the values of patatistribution were equal to
Up.

The conjugate equation for Laplace equation iseeffias:

Ag=ulnr LI 1a +u Int;_lnbo
n% |2 n? in

b b b by

(18)

Figures 4 — 7 present the iteration process fordifferent values ofr . For
a=0.8 the functiornu, is the solution of Laplace equation for the radilues
a=0.349 an®=1.401 (Figs. 4 and 5) in 48 iterations. leor0.9 we got the radii
values of capacitor plates=0.35 and=1.40 in 29 iterations (Figs. 6 and 7). In
comparison, the material derivative (one of the thpmgpular method in shape
optimization) the approach to the solution gaveiliegust after 672 iterations
[10].
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Our experiments confirm that in this case, thecele of o value is very
important.
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Fig.4. Iteration process far =0.8
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Fig.5. The normal velocity in following iteratiofigr a=0.8
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4.2 Impedance Tomography

The solution of the forward problem in EIT is tot@lenine the distribution
of potential for a given conductivity geometry afwat a given set of current
injection electrodes (Fig. 8).
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Algebraic solution of the forward problem in 2D E¢&n be formulated as
follows:

0iy(x y)0g(xy)]=0in @ (19)

where:
E=-0¢(xy) — the vector of the electric field intensity;

y(x,y) —the conductivity.

With n being the unit outward normal vector to the boupdaurface,¢ is
subjected to the following boundary conditions:

#p — is known potential at the electrodes conneatethé voltage

source (20)
9 _o - at the rest of the boundary including the bottirihe
onn (21)

hemisphere

The model of the computer simulation consists gétavith 16 electrodes.
In all experiments, the protocol files so-calle@ fholar voltage excitation has
been used (Fig. 8).

Fig. 8. Configuration of electrode-to-electrodetagks — protocol file
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The solution to the inverse problem deals with ifigdthe position and
radius of the internal object with different contivity. The procedure of this
kind problem solution based on electrode-to-eleldreoltageobtained on the
surface of tested object.

In order to solve the EIT problem for the identfion of the size and the
position of the anomalies, the LSM was used.

Figures 9 and 10 present the iteration processnordifferent locations of
the region with different conductivity. In Fig. 84 solution after 25 iterations
and in Fig 10 — after 50 iterations are shown.

Fig. 9. Iteration process for central region witfiedent conductivity

Fig. 10. Iteration process for region with differennductivity located in the near
of outer boundary
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5. Conclusions

The presented experiments indicated the efficiedfoayombination level set
method with BEM to the solution of the forward anderse problems. Level set
formulation to describe the shapes of the domaombmed with essentially
nonoscilatory schemes to solve the Hamilton-Jaeqbation is efficient method
for optimal shape design involving partial diffeti@hequation.

The proposed method can be used in the inverselgpnobolution of
electromagnetic fields (e.g. image reconstructionimpedance or optical
tomography).

In the further experiments we are going to use WEN6ighted essentially
nonoscillatory polynomial interpolation) instead BNO and solve Poisson
equation by BEM.
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