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Krzysztof Grudzień2[0000−0003−4472−8100],
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Abstract. This article presents the results of an experiment performed on a
machine learning edge computing platform composed of a virtualized envi-
ronment with a K3s cluster and Kubeflow software. The study aimed to ana-
lyze the effectiveness of executing Kubeflow pipelines for simulated parallel
executions. A benchmarking environment was developed for the experiment
to allow system performance measurements based on parameters, including
the number of pipelines and nodes. The results demonstrate the impact of
the number of cluster nodes on computational time, revealing insights that
could inform future decisions regarding increasing the effectiveness of run-
ning machine learning pipelines on edge devices.
Keywords: Machine learning, Artificial intelligence, Cloud computing, Edge
computing, Internet of Things

1. Introduction

Machine learning (ML) and artificial intelligence (AI) on edge computing de-
vices are among the most dynamically developing research areas. The impor-
tance of the research results is directly related to the development of deep learning
methods, the architecture of data processing hardware modules and the increase
of large datasets availability. The scientific researches related to applied artificial
intelligence for every aspect of daily life and a growing number of sampling and
measuring IoT systems generate the possibility of creating many innovative so-
lutions [1]. Those can improve the experience, quality of life, and development
progress in many industry verticals, e.g. medical and manufacturing [2].
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For the sovereignty-constrained solution, it is essential that the machine learn-
ing models can be created and managed regardless of the underlying platform
(public cloud, data centre). Fig. 1 is presented a cloud-native solution, based
on the containerisation of machine learning pipelines, that brings in an abstraction
layer which allows running the machine learning model on hybrid and distributed
platforms. To coordinate the execution of machine learning pipelines, the cloud-
native platforms require so-called orchestrators that introduce overhead in resource
consumption, including memory and processor usage [3, 4].

An increase in the effectiveness of running machine learning pipelines without
extending the hardware capabilities of the edge device is critical for serving the
machine learning models in real time. Therefore, it is essential to research and
design the software elements of the solution that will minimise the overheads and
reduce the delays caused by the orchestrator for the cases where edge devices are
used to provide sovereignty for data processing and analysis. The state-of-the-art
technologies enabling machine learning (ML) on edge systems are K3s, MicroK8s
and Kubeflow [5].

Figure 1: Machine Learning Pipelines on Edge Devices Architecture. Source: own
work.

2. Scope of research

In the first phase of the research, the effectiveness of the existing software
solutions for managing the lifecycle of the machine learning pipelines is being
conducted. The long-term plan consists of several steps. The next phase of the
research of the critical elements related to the system’s effectiveness will be iden-
tified for the case of the platform that cannot use public cloud resources due to
data protection restrictions. Finally, we will pinpoint the bottlenecks and per-
form research to improve the effectiveness of the elements that introduce over-
heads and delays. The result of the study will include (i) identification of methods
of improving the effectiveness of running machine learning pipelines on edge de-
vices allowing protection of confidential data, (ii) a model of architecture based
on cloud-native technologies, (iii) a prototype for a particular industry use case
(iv) documented proof for improvement of the effectiveness of running machine
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learning pipelines on edge devices.

3. Laboratory environment setup

The experimental laboratory setup consisted of two layers – hardware and
software. Regarding hardware choices, a decision has been taken to build a lab
environment that will characterise itself with maximised stability for testing the
system. We virtualised all the Kubernetes cluster nodes and got the static con-
figuration to the nodes based on the Ubuntu Linux distribution, the environment
setup was defined in a code, and a rebuild of the virtualised environment could be
executed significantly faster. In the next step, based on testing of stability (fail-
ure like suspension, unexpected switch off, etc.) K3s was chosen as a Kubernetes
distribution.

The last stage of the laboratory environment study resulted in continuing ex-
periments with Kubeflow Pipelines components of Kubeflow. This element is cru-
cial to perform ML operations. Installing additional features of the Kubeflow pack-
age can only put overhead on the cluster and will not contribute to the experiment’s
candidate will perform. On each of the machines, there were K3s nodes installed.
All nodes hosted control planes and actual workloads and constituted a fully oper-
ational Kubernetes cluster. Finally, the Kubeflow Pipelines were deployed on that
cluster. The components of the Kubeflow pipelines were distributed to the node by
the Kubernetes Scheduler, and no affinity or anti-affinity rules have been applied.

4. Experiment description

The main research was focused on identifying how the number of nodes in an
edge Kubernetes cluster can affect the efficiency of executing the pipelines. We
decided to run simple arithmetical computations within containers and measure
the pipeline’s time to execute. A varying number of pipelines was run parallel.

The experiment started with a single execution, ending with k=30 pipelines
executed in parallel. These executions have been conducted on clusters with 1-3
nodes. This allowed analysing both how execution time increases when we in-
crease the number of parallel executions and what is the effect of increasing the
nodes number. Each execution was run at least ten times. For the experiment, a
benchmarking script was developed. The script allowed us to run multiple requests
to the Kubeflow API to create and execute computational pipelines. The time of
the execution of a container was measured directly by the Kubeflow software, so
any latency related to network connection or data generation could be avoided.
The scheme of the experiment environment setup is presented in Figure 2. The
hardware used for the experiment has not been used for any other computation
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at the time of the experiment to avoid interruptions. The number of nodes was
controlled by powering up and down virtual machines on a Qemu hypervisor.

Figure 2: Experiment environment setup. Source: own work.

5. Experiment results

The experiment results of the exaction for N=1-3 nodes are presented in 3. The
collected data are visualised on the plots, with the minimum, maximum and aver-
age of the executions values. The plotted results indicate that the execution times
display almost linear growth with an increase in the number of parallel executions.
The behaviour was expected as the load on the system increased. Additionally,
we observed that increasing the number of nodes in the system had a very low
impact on the execution time, with execution times being almost the same for up
to 10 parallel runs. Additionally, one can observe minimal performance increase
from 11 parallel runs when we compare 1 node system with 2 and 3 nodes. But it
isn’t essential. We also see that the difference between a 2 and 3 nodes system is
virtually indistinguishable.

6. Conclusions

Based on conducted experiments, it can be concluded that the simple compu-
tational tasks in the pipeline are not generating enough load on the nodes to justify
the increased effectiveness of the system with an increase in the number of nodes.
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Figure 3: Experiment results for N node systems. Source: own work.

The analyses of results show that increasing the number of nodes in the system had
a shallow impact on the execution time. However, such an effect was visible. It
is necessary to expand the laboratory environment regarding increased nodes and
prepare more demanding calculations. The future study will be focused on testing
the system with more computational power-demanding workloads and measuring
additional parameters like the pipeline creation time to reflect the system’s perfor-
mance indicators.
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