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Dear Conference Participants!

Welcome to the NTAV/SPA 2012 conference held in Lodz. This year’s scientific event joins two successful series of conferences:
the New Trends in Audio and Video (NTAV) conference - organized first by the Wroctaw University of Technology in 1994 and then
biannually by various major technical universities in Poland, and the IEEE Signal Processing: Algorithms, Architectures, Arrangements,
and Applications (SPA) conference - first held in 1993 and then organized yearly since 1999 by the Poznan University of Technology.
Credit for the initiation, sustained support and organization of the NTAV and SPA conferences goes to professors Andrzej Dobrucki
and Adam Dabrowski, respectively.

NTAV/SPA 2012 is the second time these two conferences are joined as one event, the first time being in 2008 at the Poznan University
of Technology. The aim of the NTAV/SPA 2008 was to gather researchers interested in various signal processing studies (including audio,
video and image analysis). Similarly, the aim of this year’s event, held four years later, is to bring together colleagues from a broad range
of research subjects related to audio, image and video processing, digital signal processing theory, techniques and various applications
including human-computer interaction systems and medicine.

An excellent introduction to the conference’s broad scope is given by the three invited lectures prepared by distinguished scientists from
Norway and Poland. Professor Arvid Lundervold from the University of Bergen presents an important image diagnostic technique
known as Functional Magnetic Resonance Imaging (fMRI) and highlights its applications in basic and clinical neurosciences. The lecture
by professor Andrzej Czyzewski from the Gdarnsk University of Technology is devoted to the dynamically developing field of human-
computer interaction and its novel applications in education and aids for persons with disabilities. Finally, professor Wtadystaw Skarbek
from the Warsaw University of Technology addresses the appealing concept of literal programming, i.e. the methodology of programming
in high level languages resembling natural language more than program code.

The 42 regular papers accepted for NTAV/SPA 2012 were reviewed by two (or in some cases three) reviewers — members of the Scientific
Committee. The contributions have been grouped into the following thematic fields: signal processing theory and algorithms, audio
processing and acoustics, image processing and analysis, and finally human-computer interaction. All the accepted submissions printed
in the conference proceedings will be indexed in the IEEE Xplore database. Selected papers pointed out by the Scientific Committee, after
suitable extension, are invited for a publication in peer reviewed journals. It is worth noting here that, thanks to the support of the Audio
Engineering Society, the abstracts of the NTAV/SPA 2012 papers devoted to audio and acoustics have been printed in the recent special
issue of the Archives of Acoustics, a magazine published by the Polish Academy of Sciences.

The NTAV/SPA 2012 Organizing Committee acknowledges the financial support of the Ministry of Science and Higher Education.
In this respect, special thanks are also due to the Dean of the Faculty of Electrical, Electronic, Computer and Control Engineering
prof. Stawomir Wiak and the Dean-Elect prof. Stawomir Hausman. The contribution of the Polish Section of the Audio Engineering
Society and the Polish Association of Theoretical and Applied Electrotechnics to the organization activities of the conference is also
highly appreciated. Finally, sincere thanks are extended to all conference participants who submitted their work to the NTAV/SPA 2012.

We do hope that a wide scope of this joint conference will offer a unique forum for stimulating interdisciplinary discussion on new trends
of all aspects of signal, image and video processing techniques and their widening important applications.

We wish you an enjoyable stay in LodZ!

On behalf of the Organizing Committee
Pawet Strumitto
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Functional magnetic resonance imaging (fMRI) investigations are
increasingly important for the in vivo study and modeling of integra-
tive brain functions in health and disease, where sophisticated math-
ematical and statistical algorithms for fMRI signal processing and
interpretation have come into play. Apart from neuroanatomical, neu-
rophysiological, and neuropsychological competence, the progress in
cognitive neuroscience and brain mapping is critically dependent on
expertise from other disciplines - such as statistics, computer science,
and electrical and electronic engineering dealing with signal process-
ing, circuits and systems. During the last years, there has also been
a trend towards funding of “open science” consortia, providing huge
and well-curated image data repositories together with advanced soft-
ware tools and processing pipelines to be used and further developed
by the research community.

In my talk, I will try to give glimpses from the big picture of this
exciting and fast progressing field of fMRI and brain mapping, with
the following outline:

BIBLIOTEKAPL /25222

The human brain and information processing, spatial and temporal
scales

The history and basic principles of BOLD fMRI

Signal, noise, and preprocessing of fMRI recordings

Statistical analysis of preprocessed fMRI data

- Voxel-wise analysis with the general linear model (GLM)

- Multi-voxel pattern analysis (MVPA)

- Independent component analysis (spatial and temporal ICA)
Applications of fMRI in basic and clinical neurosciences

- Neuronal encoding of sound and tonotopic maps

- Visual processing and object recognition

- Resting state fMRI and complex networks in health and disease
Conclusions and Perspectives
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ABSTRACT — Multimodal computer interfaces and examples of their
applications to education software and for the disabled people are
presented. The proposed interfaces include the interactive electronic
whiteboard based on video image analysis, application for control-
ling computers with gestures and the audio interface for speech
stretching for hearing impaired and stuttering people. Application
of the eye-gaze tracking system to awareness evaluation is demon-
strated. The proposed method assumes analysis of visual activity of
patients remaining in vegetative state. The scent emitting multimo-
dal computer interface is an important supplement of the polysen-
soric stimulation process, playing an essential role in education and
therapy of children with developmental disorders. A new approach
to diagnosing Parkinson’s disease is shown. The progression of the
disease can be measured by the UPDRS (Unified Parkinson Dis-
ease Rating Scale) scale which is used for evaluating motor and be-
havioral symptoms of Parkinson’s disease, employing the multimo-
dal interface called Virtual-Touchpad (VTP) to support medical di-
agnosis. The paper is concluded with some general remarks concern-
ing the role of multimodal computer interfaces applied to learning,
therapy and everyday usage of computerized devices.

Keyworps — multimodal interfaces, video processing, speech
processing

L. INTRODUCTION

The rescarch project entitled “Elaboration of a series of
multimodal interfaces and their implementation to educational,
medical, security and industrial applications™ is realized by the
authors of this paper. In this project, multimodal interfaces for
the application in the arca of medicine and of education
(therapy of children, disabled persons) are developed. The
proposed solutions arc based on the human interaction with the
computer using all five senses. Regarding the video analysis,
methods of controlling the computer with gestures  are
developed. More advanced video processing algorithms are
employed to tasks related to the Virtual Whiteboard and to
diagnostics of the Parkinson’s discase. The sound modality is
used for slowing down the speech for improving its perception,
and for training of the auditory and visual lateralization.
Morcover, the system of polysensory training, based on a
visual-auditory-kinesthetic — stimulation, 1s developed.  An
important innovation is a computer-controlled scent emitting
system. Additionally, a mecthod of assessing patients’
awareness in the locked-in syndrome, based on tracking of the
eyesight focal point and on analysis of brainwaves, is
developed. Ali above solutions are presented in the following
sections of this paper.

II.  VIRTUAL WHITEBOARD

The Virtual Whiteboard is a computer system allowing for
emulating an clectronic  whiteboard using a multimedia
projector, a screen, a computer and a camera connected to the
USB port (Fig. 1). The multimedia projector is mounted under
the ceiling. A camera can be attached directly to the
multimedia projector or placed on a stand at a distance from the
screen so that its ficld of view fits to the video frame. The user
is situated between the projector and the screen. An application
installed on the computer controls the mentioned components
and recognizes dynamic gestures, i.c. constituted by motion
trajectories, and static gestures, c.g. palm shapes. Apart from
the basic functionality of the whitcboard, which is entering the
content, the system enables the user to interact with objects,
¢.g. rotation, zooming in/out, cropping and shifting is possible.
A course of events during the work with the system can be
saved and recreated, preserving time dependencies. The Virtual
Whiteboard works with multimedia presentation browsers,
providing functionality of browsing slides and adding notes.
The solution has been implemented in 20 primary and high
schools located in the Polish Pomerania region and in Gdansk
Science & Technology Park in the education zone for children,
called EduPark.

The principle of its functioning lies in subtracting the
camera video stream from the stream displayed by the
multimedia projector. Gestures are recognized in the resulting
processed strecam. The utilized image processing algorithms

Fig. 1. Virtual Whiteboard components and user location
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have been presented in the earlier paper [1]. For dynamic
gesture recognition, an inference system based on fuzzy rules
has been applied. Fuzzy rules have been used for modeling
motion trajectories considering speed and direction of hand
movement. Four fuzzy sets for directions: north, east, south,
west, and four fuzzy sets for gesture speeds: very small, small,
medium, high, are distinguished. The membership functions
have triangular shape. Membership functions related to the
performed motion associated with gesture classes was designed
according to the Takagi-Sugeno zero order model. The output
of the system is the result of the rule fired with the maximum
membership degree. The decision threshold equal to 0.5 was
utilized in the inference method. A value below this threshold
means that the performed motion is associated with neither of
the gesture classes. Kalman filters were utilized to smooth the
motion trajectories, which enables to eliminate erroncous hand
position detections. Static gestures are recognized using
support vector machines of C-SVC type with RBF kernel. For
the purpose of the palm shape parameterization, PGH (Pairwise
Geometrical Histogram) histograms with 15 bins of height
equal to 10 units were used. The method ensures insensitivity
to hand rotation.

III.  POLYSENSORY STIMULATOR

The polysensory stimulator 1s a tool dedicated to
stimulating development of kinesthetic-perceptual functions in
children with moderate or severe mental retardation. The aim
of employing the system to the educational process is to help
developing the visual and auditory perception, to incrcase
duration of maintaining attention on stimuli, to improve visual-
auditory-kinesthetic coordination, to develop and to enhance
orientation in the body schema and space, to develop
kinesthetic functions, and to boost language skills. The
expected effect of the system application consists not only of
development of particular functions but also of their mutual
cooperation, 1.¢. perceptual-motor integration.

The system consists of a personal computer with the
application installed, two monitors, a therapeutic mat, two USB
cameras, 4 speakers of surround sound system, and a stand for
the speakers and one of the cameras. Such a hardware platform
has been also utilized during the development of the
Multimedia System of Polysensory Integration [2], providing
exercises for intellectually retarded pupils. The monitors are
placed back to back, with one of them displaying the exercise
screens to the pupil and the other displaying modified screens
and controls to the therapist. The therapeutic area is designated
by a stand construction with a square therapeutic mat lying in
its center on the floor. The therapeutic mat has 9 square arcas
scparated by straight lines. One of the cameras is placed on the
floor in such a location that the person walking on the
therapeutic mat 1s always visible in the image frame. The
seccond camera i1s placed over the middle position of the
therapeutic mat on such a height that the same requirement as
for the floor camera is met. The speakers are positioned in the
corners of the stand construction.

Interaction with the system is based on walking on the mat
and thus choosing one of the squares at the time and bouncing
to confirm the square choice. Occupying a particular square
causes displaying an image or generating a sound associated

20

with it. Bouncing produces image displaying and generating
sound as well.

The system contains 11 exercises diversified in terms of
difficulty level: simple ones for the intellectually developed
children but challenging for the mentally retarded ones. The
exercises involve various combinations of the task of searching
for the image associated with the particular therapeutic mat
square. By changing the location on the mat, the pupil changes
the displayed image and the generated sound. The scheme of
the exercises provided by the engineered software is fixed. A
therapist can, however, customize the images and sounds to
certain particular educational needs and age or interests of the
pupil.

The research on the effectiveness of the system has been
carried out for 8 weeks in the primary special school No. 26 in
the Polish city Torun. Eight pupils, aged 8-17, took part in the
therapy. Their high degree of motivation and interest in the
cquipment resulted in a relatively fast progress. It was
especially noticeable in two spheres: spatial orientation &
directions understanding and sense of causation, i.ec.
concentration of attention and understanding of cause and
effect relationship while interacting with the system.

The system bases on the processed video streams obtained
by subtracting the initial video streams that do not contain a
pupil, from the video streams retrieved during the training. This
principle regards both floor and overhead cameras. The
subtraction method is based on the absolute difference. After
subtraction, video streams are converted from RGB color space
to gray scale and binary thresholded with a default threshold
value. After the binarization, video streams are median filtered
with a mask of size equal to 9 pixels (Fig. 2). The detection of
pupil silhouettes i1s performed using a contour detection
algorithm implemented in the OpenCV library.

IV. 3D HAND MODEL FOR SUPPORTING PARKINSON’S
DISEASE OBJECTIVE DIAGNOSIS

Currently, more than 1% of the population aged over 60
suffers from the Parkinson’s Disease (PD). Despite many
conducted researches and various methods of treatment, the
discase still remains incurable. The main problem in searching
for new methods of treatment is lack of objective diagnosis
method of this illness development. The disease if often rated
in the so-called Unified Parkinson’s Discase Rating Scale
(UPDRS). During the examination, the patient is asked to
perform a series of tests. Each test is then rated from 0 to 4,
where 0 means that no symptoms were present and 4 that the
patient was unable to perform the task. Usually, two different
clinicians rate the same patient differently, therefore basing on

a) b)
Fig. 2. The processed image retrieved from the floor camera (a) and the
overhead camera (b)
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their diagnosis, thus it is impossible to assess deterioration or
improvement in the patient’s state. A development of new
methods for objective diagnosis is strongly desirable.

The authors are conducting the rescarch aiming to fill the
existing gap. The developed algorithm utilizes the captured
video strecam to the rating of the performance objectify
cmploying three UPDRS tests. These are: test 23 — finger
tapping, test 24 — fist opening and test 25 — alternating hand
movements. A web camera located on a special tripod captures
the top view of the hand, which is placed on a black rubber
pad. Due to such an approach, the separation of the object from
the background is smoother. Most of the currently developed
gesture recognition systems are based on the recognition of
static key frames in the dynamic video stream. Such an
approach would not guarantee, however, the needed
information for diagnosing PD, as no information about the
way the gesture performed is included. The algorithm
presented in this paper solves this problem by visualizing the
entire gesture on the motion curve (MC). First, a 3D hand
model based on a single captured frame is created and then the
reference animation of cach gesture is rendered. The dynamic
video stream is then compared with reference and the results
are stored on MC [3]. The obtained MC provides a fundament
for the objective classification. Additionally, in order to
provide knowledge about naturalness of the movement, the
classifier cooperates with the database of reference MCs
generated from Motion Capture recordings. The entire process
of the classification is depicted in Fig. 3.

In order to generate the reference animation, a single
captured frame of patient’s hand (neutral pose, fingers slightly
spread) is converted into a binary image. The binarization
threshold is dynamically computed, so the algorithm is
becoming robust against changes in lighting. First, the image is
split into R,GG,B components and the histogram is analyzed for
cach channel. Basing on this analysis, a binarization threshold
is computed. For a further computation, the image that
separates the hand from the background in a best way is
chosen. The objects in the image are searched with a chain
approximation algorithm. The biggest object is the hand image.
Then, a hand contour is created. The point cloud is inserted into
the contour and the hand mask. The modified Dclanuey
triangulation algorithm is applied to generate a 2D mesh, which
is then extruded into 3D. The bone structure is then added to
the mesh. By modifying the bone structure, a reference
animation is created.

Capture dsingle Hand mask 30 Motion Reference Feature
frame b detection > modeling $ mterpolation $ animation $ extraction
<7z
Classifier 4 Classifier
model ('_______ training
------—------——-----0-----—-"-'-"-"-"
Video Stream Hand mask Feature
detection extraction Classifiaction
7
Motion Curve
L
Reference curves UPDRS rate
{Motion Capture) D Classifier traming 2] (lassfication )
v

Fig. 3. The scheme of objective diagnosis algorithm for UPDRS test 23,2425

A simple subtraction classifier is used for comparing the
video stream to the animation. The MC is drawn. The
maximum amplitude is interpreted as the midpoint of the
performed gesture. An example of the MC is presented in Fig.
4. The presented methods allow for an casy distinction between
motion of healthy people and PD patients. The frequency of
extreme position crossing, smoothness of the MC and duration
of the performing excursive provide objective parameters for
the automatic classification.

V. SCENT EMITTING MULTIMODAL COMPUTER INTERFACE

The aim of the project was to create a new kind of a
computer interface, which could significantly enhance the
polysensory stimulation process. There are numerous methods
of trecatment based on simultancous inciting of diffcrent senses
(c.g. Morning Circle or Multimedia System of Polysensory
Integration [2]). The scent emitting computer interface should
be able to diffuse an aroma in the classroom not only quickly,
but also irrespectively of air humidity and temperature. To
achieve this goal, it was decided to use a technique called Cold
Air Diffusion. The advantage of this technique is very small
dimension of aroma molecules: their size remaining below |
micron (about 50 times smaller than molecules of deodorant).
Small molecules allow for easier filling even large rooms with
scent. In addition to that, small molecules easily combine with
air molecules, thus the scent resides in the room for a long
time.

Two versions of the scent emitting computer interface were
developed in the framework of the project: the extended and
the basic one. The extended version (Fig. 5) is able to emit four
scents independently and it is equipped with the following
sensors: gas, temperature, humidity and atmospheric pressure
[2,4]. The basic version is able to diffuse one scent only and it
has only the gas sensor built-in. However, it is possible to
connect more than one device to the PC simultancously. Both
developed devices use USB or Bluetooth interfaces and they
work with common PC computers.

The main use of the developed interface is extending
functionalities of the polysensory stimulation. In this way,
therapists will obtain a new tool that gives them opportunity to
diffuse scents according to the children needs. Furthermore, it
will be possible to correlate precisely the aromatherapy process
with images, movies and sounds presented by the therapist.
The interface can also be used as a vital complement of the
multimedia educational applications. Emission of specific
scents may cause e.g. encouraging inactive children or quieting
hyperactive or restless children. It should be also pointed out
that an appropriate choice of the aroma would make lectures on

0 » '
0 20 40 60

Fig. 4. An example result of comparison the MCs for healthy person (light
line) and PD patient (dark line)
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Fig. 5. Interior of the scent diffuser prototype (the extended version)

topics such as biology or materials science more attractive. The
interfacc may be also used to diagnose neurodegencrative
discascs in their carly stages.

VI.  SYSTEM SUPPORTING COMMUNICATION BETWEEN PUPIL
AND TEACHER

Problems with speech perception may cause an impairment
in the language learning. Often, difficulties in speech
perception are associated with peripheral auditory system
disorders. In such a situation, the usage of a typical hearing aid
(which works as a compressor) allows for climinating this
problem almost completely. However, not always speech
perception problems are related to the peripheral auditory
system. Chermak ct al. estimated that 2% of children of the age
between 6 and 10 years, suffer from the Central Auditory
Processing  Disorders (CAPD) manifesting  with  speech
perception  problems in complex acoustic  conditions,
difficultics in concentration, problems with perception of
speech spoken with a high rate, problems with reading and
speaking, ctc.

Onc¢ of the most known methods related to the problem of
children with CAPD is the so-called FM system. It was
designed in order to support speech perception during the
school classes. The idea of it is simple: a teacher uses a
wireless microphone located ncar his/her mouth; pupils listen
to teacher’s voice with their hecadphones. The audio signal
between the devices is transmitted using the FM connection.
This configuration allows one to reduce the reverberation and
noisc level related to classroom acoustics. The other group of
similar systems arce those that modify the time scale (TSM) of
the input speech (time-expansion of the speech). As it was
shown in the literature, in case of listencers with CAPD, time-
expanding of the speech improves its perception.

Based on the methods presented above, a system which
stretches (in real-time) teacher’s speech and reproduces it on
the pupils’ headphones was designed. The system consists of
two main parts: the speech stretching device and  the
workstation for performing hearing tests. In Fig. 6 the schema
of the proposed system is shown. At the beginning, cvery pupil
has to perform a series of hearing tests (the examination is
supervised by the specialist). The workstation 1s used for
performing peripheral auditory system tests (air conduction
tonal audiometer and loudness scaling test), and central
auditory system tests: Dichotic Digits Test (DDT), Duration
Pattern Scquence Test (DPST), Pitch Pattern Scquence Test
(PPST), Random Gap Detection Test (RGDT). Children with
detected CAPD may usc the proposed device.

The designed mobile device stretches the speech signal in
rcal-time. It was nccessary to design methods allowing to

(]
(]

perform this operation and to ensure as small as possible
difference in the duration of the input (original speech) and the
output (stretched) signal. In Fig. 7 the block diagram of the
designed algorithm is presented. The proposed algorithm is
bascd on the assumption that the input signal 1s redundant. The
noisc and the stutter are considered redundant parts of the
signal. In order to detect these events, the voice activity
detector (VAD) and the stutter detector were used. Redundant
parts of signal are removed and they are not stretched by the
TSM algorithm. Additionally, TSM is performed non-
uniformly, 1.c.: vowels (detected by the vowel detector VRD)
arc stretched using a higher value of the scale factor than the
consonants; dependently on the estimated rate of specch
(ROS), fast speech i1s stretched more than the slow one. The
TSM 1s performed using the SOLA algorithm (Synchronous
Overlap and Add). The presented algorithm was implemented
to the mobile phone.

VII. AUDITORY-VISUAL ATTENTION STIMULATOR

The proposed method of lateralization formation training
was designed using a dedicated software. There are several
scenarios in which it could be used. In the main scenario, a
typical PC with the headphones serves as the training tool. In
the extended version, some additional hardware is required, 1.c.
3D display or an eye-tracking system. In Fig. 8 the block
diagram of the proposed approach is presented. The main idea
is to perform parallel stimulation of the eyesight and the
hearing sense using digital signal processing techniques.
Modification of the visual and hearing stimuli 1s performed in
order to focus perception of those senses by the appropriate
hemisphere (by means of the lateralization profile).

Speech modification is performed in two separate domains:
TSM and signal amplitude variation. The TSM is obtained
using the non-uniform real-time speech stretching algorithm
[S]. The main purpose of the TSM algorithm is to modify
duration of different speech units using various time scaling
factors, in rcal time. Vowels, consonants and pauses are
analyzed as the most significant speech units. The recorded
speech and the assigned text are used during the training. The
whole wave file is manually labeled in order to determine time
stamps (LRC formatted) of the words. Image modification 1s

Teacher-pupil communication

<oy
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Mobile device
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Fig. 6. Schema of the proposed system supporting communication between
pupil and teacher
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Fig. 7. Block diagram of the designed real-time speech stretching algorithm



fully synchronized with the speech signal. It can be achieved
cither at the level of words or sentences.

The developed system allows for visual stimulation of the
cye using an appropriate adjustment of the following image
parameters: color, brightness, contrast, size of the letters
(including zoom profile - cach letter is enlarged with different
zoom factor). According to the classic Gestalt perceptual
theory, the authors decided to reject the text highlight
possibility. The user may not be able to distinguish the text
from the highlighted background which becomes a figure.

As it is well known, reading with dyslectic fonts does not

improve the rcading speed. However, some specific types of

rcading crrors are decrcased. Therefore, in the presented
system, it is possible to choose the appropriate font. In the
extended version of the system, paramcters associated with
vision and hearing modification algorithms may be controlled
by the eye-tracking system (Fig. 9). Such a system, developed
in the Multimedia Systems Department was  used  for
optimizing the training process [6,7].

CONSCIOUSNESS STUDY OF PATIENTS
IN VEGETATIVE STATE

VIII.

Evaluation of the consciousness level 1s the most important
stage of rchabilitation of patients in vegetative state. The
authors developed a consciousness test based on utilizing
different multimodal interfaces: an cye-gaze tracking system
and an EEG helmet. The research was conducted in the

cooperation with therapists of the Therapeutic Care Center of

“Light” Foundation in Torun, Poland.

First, hearing of cach patient was examined, cxploiting an
objective method ABR (Auditory Brainstem Response).
Estimation of the hearing threshold is reasonable because the
therapists have to be confident that patients can hear their
commands. It is worth mentioning that all 15 tested patients
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Fig. 8. Block diagram of the training system of the auditory-visual attention
stimulator

e
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Fig. 9. Sample text displayed on the screen - with feedback from the eye-
tracking system
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had normal hearing. The mean hearing threshold cqualed to ca.
25 dB nHL. Then, a patient was subjected to tests utilizing the
developed multimodal interfaces. Their interaction with the
content displayed on the computer screen was studied using the
eye-gaze tracking system. Also, the cmotional state of cach
patient was cxamined during the polysensory stimulation,
cmploying the EEG helmet [5]. When a therapist observed
repeatable awareness symptoms, patient’s clectrical activity
was analyzed in the context of intension of hand movement
detection. A diagnosis of the consciousness state is related to
comprchensive observation of the patient during scveral
months. Therefore, evaluation of the consciousness level
includes results obtained during sessions utilizing the cye-gaze
tracking system and the EEG helmet. The scheme of the
proposed mecthod of consciousness state  assessment 1S
presented in Fig. 10.

A.  Eye-gaze tracking

Employing the ecye-gaze tracking system in  the
consciousness study 1s an novative approach in research
conducted in this arca. The authors and the therapists of the
Therapeutic Care Center of “Light” Foundation carried out an
initial experiment in order to assess the uscfulness of the eye-
gaze tracking system 1in patients’ rchabilitation [7]. The
confirmation of its usefulness enabled the authors to develop
the so-called consciousness test including 12 exercises. Within
this test, tracking of moving object, remembering, orientation
in time and in place, understanding or logical thinking are
studied. The ratio of correct tasks performed with the eye-gaze
tracking system determines the cvaluation of consciousness
state. In case of several patients of the tested group, a repetitive
value of correctly performed tasks ratio was observed during
the six-month study period. The conducted experiment proved
that the consciousness level in most of the tested patients was
misdiagnosed.

B. EEG test

This section presents an attempt at determining the hand
movement intention by analyzing the clectric brain activity
(EEG). The movement-related cortical potential (MRCP) could
be noticed in the normalized EEG signal as the occurrence of
the negative phase in the signal lasting from 0.5 to 2 seconds
before the exact movement or its intention [1]. The detected
MRCP is shown in Fig. 11.

Features obtained in multiple stages of processing the EEG

Consciousness test utilizing

track 1: eye- .
an eye-gaze tracking system

gaze tracking

e gt | e
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patient’s emotional consciousness state
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Fig. 10. The developed method of consciousness state evaluation
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channels were the training input for the intelligent classifier.
The abilities of Random Forest (RF) classifier were utilized.
The experiment was conducted in the control group containing
15 healthy subject and 14 patients who were suspected to be in
the locked-in syndrome. First, the data from movement
execution for the control group were used to train the classifier
and then testing was performed with the cross-validation
method. The same experiment was then repeated for the
movement intention. Next, data from the ME stage were used
for training the classifier and the MI data were treated as the
test set. Also, the opposite situation was examined. Then, both
the ME and the MI models were tested with data obtained from
patients’ recordings. The obtained results proved that in all
cases, the accuracy of right hand movement detection is 100%.
The main reason for such a result is that during normal daily
activitics, activity of the left hemisphere of the brain
(responsible for controlling the right side of the body)
dominates, therefore additional changes in signal are simpler to
notice. High efficiency in movement intention detection could
also state about high rate of false positive values.

Fig. 11. Movement-related cortical potentials: a) b) MRCP, ¢) d) false
positive value

IX. CONCLUSIONS

The developed multimodal computer interfaces were
reviewed in this paper that enhance users’ interaction with the
computer by adding stimulation of senses that usually are not
used in computer interfaces. Applying and in certain cases
combining sound and video analysis with scent emission and
brainwaves analysis constitutes an innovative aspect of the
proposed solutions. A series of prototypes that were presented
to end users during the tests, is a tangible effect of the
described research.

It was proved that the proposed interfaces are positively
received by the users participating in tests. The cooperation
with schools and medical centers allows for assessing of the
developed interfaces outside the research laboratory. The test
results obtained from the end users prompted the authors to
enhance the interfaces and to adapt them to the users’ needs. In
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turn, constant technological developments encourage for
further development of the proposed solutions. A wide range of
possible end users prove that there is a need for this type of
interfaces in many different areas. The scientific project
“Elaboration of a series of multimodal interfaces and their
implementation to educational, medical, security and industrial
applications”, realized in years 2008-2013, aims to
commercialize the developed interfaces in the form of
technology demonstrators, usable devices, publications and
patents.
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ABSTRACT — Literate programming is a concept initially conceived
by Professor Donald Knuth who had applied it in practice while
developing his TEX formatting system. In my integrated approach
I advocate the concept of literate programming in a single book,
i.e. all levels of a created application (including the descriptions of
new algorithms) are joined together with all source codes in one
PDF document, which is created from a tree of Latex documents.
The code granularity can be of any detail. Even a single line of code
is possible, surrounded by necessary comments, if needed. Codes
can be composed sequentially and hierarchically. The presented
paper will discuss advantages of the proposed programming
methodology for developing software prototypes of applications
within digital media one the example of calibration algorithms for
a structured light camera system.

INDEX Terms — literate programming, software documentation,
structured light method, camera calibration

[. INTRODUCTION

The pioneer of litecrate programming is Donald
Knuth — the genius of Computer Science. In 1980’s,
he incorporated this concept in his wEB language
(an extension of Pascal) while implementing the
TeX formatting system. Actually, The TEXbook of
Knuth had been written using wes [12]. There is
also cweB — the C version of weB. Let us listen to
words of wisdom expressed by Knuth: The structure
of a software program may be thought of as a
"WEB” that is made up of many interconnected
pieces. To document such a program we want to
explain each individual part of the web and how
it relates to its neighbors. The typographic tools
provided by TpX give us an opportunity to explain
the local structure of each part by making that
structure visible, and the programming tools pro-
vided by languages like C make it possible for us to
specify the algorithms formally and unambiguously.

By combining the two, we can develop a style of

programming that maximizes our ability to perceive
the structure of a complex piece of software, and

This is the paper accompanying the invited lecture to NTAV/SPA 2012,

at the same time the documented programs can
be mechanically translated into a working software
system that matches the documentation.

Another excerpt is: Literate programming is a
methodology that combines a programming lan-
guage with a documentation language, thereby mak-
ing programs more robust, more portable, more
easily maintained, and arguably more fun to write
than programs that are written only in a high-level
language. The main idea is to treat a program as
a piece of literature, addressed to human beings
rather than to a computer. The program is also
viewed as a hypertext document, rather like the
World Wide Web.

More on Knuth’s original approach to literate
programming can be found at the web site [14].

It seems that therc were only few followers of
Knuth. One positive example of the technical text
written in literate programming style is the book on
computer graphics [4].

Just after encountering this book, I decided (in
September 2009) to write the 1ntegra application
(o join the literate programming concept to one-text-
many-views concept which was already used by me
for combining presentation slides with lecture notes.
Actually, the preprocessor for the latter approach
was written by the research assistant Marcin Morgos
in 2003, according to my requircments.

I implemented [ntegra in Python and the pro-
gram serves me well for flexible development of
lecture notes where Python and C/C++ code is ex-
tensively used for teaching multimedia algorithms.

In my integrated approach 1 advocate to the
concept ’system in a single book™, 1.e. all levels of
an application being created (including description
of new algorithms) are joined together with codes
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in one PDF document, which is created from a
tree of Latex documents. The code granularity can
be of any detail. Even the single code line is
possible, surrounded by necessary explanations, if
needed. Codes can be composed sequentially and
hierarchically.

In this paper 1 would like to share my expe-
rience how the literate programming works when
the algorithms are developed or tuned while a new
application scc is designed and implemented in
usual conditions of research uncertainty.

The application scc refers to calibration of struc-
tured light camera. Actually, our camera consists of
three cooperating components: high speed infrared
projector (200 fps), high speed infrared camera
(200 fps, 640x480), and HD camera (25 fps). It is
supposed that the calibration data is to be used by
a 3D viewer application, working in real time when
the system observes an arbitrary 3D scene.

Besides implementing and integrating of calibra-
tion algorithms the scc goal is to provide timed
information for its users on

1) actions to be performed in the given stage of
calibration,

2) data items to be updated in application con-
figuration files,

3) values of calibration parameters which have
been established,

4) quality measures for particular calibration
steps.

There are four channels for user interaction:

) log window with prompts and messages,

2) pop-up menus for selection of relevant steps,

3) interpreter console to show results,

4) configuration files to tune calibration setup
parameters.

There are two modes of scc activity:

1) simulation mode: stripes projector, stripes
camera, and video camera are simulated in
virtual environment using OpenGL 3D graph-
ics standard,

2) real mode: previewers windows of simulated
cameras are replaced by previewers windows
of real cameras.

II. INTRODUCTION TO INTEGRATED LITERATE
PROGRAMMING

The literary programming is a philosophy of
software creation, which follows from a belief that
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computer programs can be written by program-
mers similarly to literary texts which are always
addressed to potential readers. In this case there are
two groups of readers:

« computers reading the created source code to
execute it,

o programmers (including the primary software
author) interested in code maintenance and de-
veloping, focusing rather on the documentation
of the available software.

The Integrated Literate Programming is an at-
tempt to integrate in one Latex document or in a tree
of Latex documents content for both addressees.

Within the writer’s metaphor the software creator
should like a true writer enhance his/her literary
style in order for both the computer and the man
to benefit from reading his/her work.

1) Benefits for computers:

a) executing programs correctly,
b) using computing resources effectively.

2) Benefits for designers and programmers (usu-
ally the same persons):
a) understanding of design requirements
and decisions;
b) understanding of source code, i.e. he/she
can say: I can test the code, I can change
it, and I can develop it.

In the above philosophy of software build, the
source code and its documentation are equally im-
portant components. Fragments of documentation
and source code are interleaved like in novels, scene
and person description with monologue or dialog.

Let us observe that a change of application
requirements means the change of documentation
together with the relevant source code — like a new
person entrance means its participation in the next
dialog.

At the end, a document emerges in the form
of one or more Latex (textual) files with optional
inclusion of image, video, and audio materials.
From such manual, besides a comprehensive system
manual in PDF format, the source code files are
extracted and optionally multimedia presentation or
system web pages could be generated, too.

A. Integra directives — requirements

Integra is controlled by simple directives which
provide tools:
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) to specify values for attributes of integration
process,

2) to define textual fragments,

3) to compose textual fragments.

The basic requirements for Integra commands
include:

) Commands are embedded into Latex docu-
ment within Latex comments.

2) Types of commands:

a) specifying of Integra outputs,
b) embracing textual fragments,
c) assigning fragments to outputs,
d) assigning names to fragments,
e) fragments nesting,

f) fragments concatenation,

g) defining textual blocks.

3) Authors expectations: dircctives should be
intuitive for understanding and compact for
writing.

4) Machine expectation: directives should be
quickly interpreted by Python.

B. Important directives

keyword notation:

<attribute value>

[) Assignments in
<attribute name> =

2) Lists of attribute assignments are included in
the single linc of Latex comment.

3) Selected directive lines begin from:

a) sis if it identifies the output document,
b) % (s if it starts a textual fragment,
¢) %)% if it ends a textual fragment,

d) sn% if it stands for a textual fragment to
bc nested.
Example:

%$1%id=4, file='"hash.py’
$(%into=4

$n% name of nesting fragment

oe
o\

C. A simple example

Suppose that within a Software Engineering
course a problem of saving arbitrary precision inte-
ger numbers is considered.

BEGIN of EXAMPLE
Let us consider, for instance numbers produced by a

factorial function. For the argument n the factorial
value n! is to be saved to the file tname by the
function tactorialToFile

The Python source code file is st .py established
in default directory of sources.

Implementation is based on standard arithmetic
operations and functionalitics of file class.

def factorialToFile (n, fname):
s = 1
for 1 in xrange(2.,n): s = i
text = str(s)
p = open(fname, ’w’)
#< Formatting while saving to file >#
fp.closce ()

The result is subdivided into lines of 60 digit
cach:

ten(text)

for k in xrange(0,1s ,60):

Ip = min(ls ,k+60)
fp.write(text|k:Ipl+ \n")

ls =

In the source file, the implemented function pre-
cedes its conditional testing (e.g. by the way: fix

character coding in the first line of the module):
#o-x

coding : utf8 —*—

#< Computing factorial and saving

if _ _namce__=="__main__ " :
n = 1000:;: fname = " “+str(n)+’ .txt’
print "%d!otoofile Yeso ...’ % (n,fname)

factorialToFile (n,name)
The first four lines (out of 43) from the file
1000.t.xt are given below:

402387260077093773543702433923003985719374864210714632543799
910429938512398629020592044208486969404800479988610197196058
631666872991808558901323829669944590997424504087073759918823
62°7727188732519779505950995276120874974,462497043601418278094

END of EXAMPLE

Note, that while “the system manual™ includes
the text between the line BEGIN of EXAMPLE and
the linc END of EXAMPLE, the actual content of
integrated file sf.py corresponds to line numbers
in the manual:

# +- coding: utt8
def factorialToFile(n, tname) :
s =1
tor i in xrange(2,n): s » i
text str(s)
fp open (fname, " w’ )
Is = len(text)
tor k in xrange(0,1s,60):
Ip min(ls,kt60)
fp.write(text [k:lpl+/\n’)
tp.close ()

it  name main

n 1000; fname Trastr(n) b ot xt!’
print “%d! to file %5 ..." % (n, {name)
tactorialToFile (n, t name)
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[II. INTRODUCTION TO STRUCTURED LIGHT B. Plane of light rays
CAMERA CALIBRATION

Structured light is a method of light volumes w‘""”
forming which is useful in surface modeling when ,_ 9
projected on them [1], [2], [3], |S]. [6]. [7]. [8], [9], ' \ // o
[TOL, [TLL (131 [15]. T 3 ="

Stripe images are a mean of 3D space subdivision | Light plane

into sectors to which a unique code can be assigned. ;
The code can be detected (read out) in stripe cam- \}
cra image which acts with the same speed as the
projector while acquiring image of the illuminated
scene in the spectrum range.

Camera center

Projector center

« Plane of rays — curve I' on object’s surface:
) Emission of light plane y = y,,.

A. Beginning of light structuring: single ray : o _
2) Image registration for modeled object.

3) Detection of image curve v = the image
XY7Z) ~ 2]
s, ‘/',/'"' of I'.
= 4) Approximation of spatial curve 1.
! .
cameraray \ . .
pojectue 18 C. A systemic view
Camera centre . . .
Projector centre e 2D imaging as 2D system:

I) Input: the plane of light rays y = y,,.
2) State: the unknown curve [' on object’s
surface.
3) Qutput: the discrete curve .
« 3D Modeling as the identification problem:
) Given: image(s) of 3D object illuminated
by structured light.
2) Identification of system output: the de-
A 3D point registration: tection of discrete curve 7 in camera’s
image.
3) Identification of system output: the detec-
tion of light plane y = y,. generating ~.
4) Identification of system state: the approx-
imation of the curve I' on the object’s
surface.

o Single ray design: set a single pixel (i, y,) in
the graphics card frame buffer with adequate
RGB values.

e Project the ray on a surface: ensure that the
reflected ray from an unknown point (X, Y. 7)
differs in colour wrt to its spatial neighbours.

e Get an image of the surface: make a camera
single shot. D. Advancing light structuring — stripes

e Detect image (r;,y;) of (X.Y,Z) : apply
colour segmentation procedure.

o Compute an approximation (X.,Y .Z) of the
point (X,Y,7) = apply the Least Square
Mecthod to find a point of equal to minimal
distance from projector’s ray (.r,,.y,) and cam-
era’s pixel ray (r;,y;).

ll

l
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e Stripe: colour (in RGB), orientation (H or V),
location (first line index and width)

e Stripe pattern is the list of disjoint stripes of
the same orientation, covering the projector’s
image frame.

What is important, the stripe sector is a pyramid
with its apex located within the volume of the stripe
projector and with unspecified base. In the stripe
camera, for each pixel the sector’s code is readout
for the stripe sector with the view pyramid deter-
mined by the pixel. Such readout is possible if in
the intersection of both pyramids there is a surface
reflecting projected light. Finally, the combination
of pixel index and sector index determines the depth
of the surface.

3

5
g
]
10
e

« Two types of codes: sequential and parallel in
display time.

o n-sequential colour code of a pixel wrt a
sequence of n stripe patterns of the same
orientation: the sequence of n colour values of
the stripes, the pixel belongs to.

o n-sequential stripe code is a sequence of n
stripe patterns with the same orientation, such
that the pixels with the same n-sequential
colour code create a connected set of pixels.

L]

SRR LI I T LR VLU SN TV N R S
c

. »
s

o n-stripes neighbourhood of a pixel wrt a stripe
pattern is a stripe the pixel belongs to and the
next n — 1 stripes (in axis order with mod
warping for the trailing stripes).

e n-parallel colour code of a pixel wrt a stripe
pattern is the sequence of colors for its n-
stripes neighbourhood.

e n-parallel stripe code is a stripe pattern such

that the pixels with the same n-parallel colour
code create a connected set of pixels.

E. Gray patterns

o Gray code of length n over alphabet Y, =
{0,...,: s — 1} is a one-to-one mapping (i, :
[0, s™) — X" for which (7, (i) and G/, (i +
1 mod s") differ on exactly one position.

« Domain of (/_,, is the set of indexes for items
to be encoded.

o Item to be encoded — for instance a stripe of
light.

« Gray code of length one:
= The code (i (i) =1, 2 € ¥, is Gray code
of length one.

o Inverse Gray code: = Let (i, be an inverse
Gray code defined wrt to Gray code (g, as
follows:

GLo(1) = Gan(s" —1—1), i €0,s")

'S.H

Then
dls.
« Binary Gray codes in 2D tables:

is the Gray code over the alphabet

\n

— item index is array column index;
— code position is array row index.
o Example for s =2,n=1:

Gioy | [0] (1]
HURNE

o Example for s =2, n = 3:

5
oo o 0o o0 1 1 1 1
o o 1 1 1 1 0 0
2010 1 1 0 0 1 1 0

F. Departure from Gray codes for calibration and
modelling

In the next section we derive another code to
define stripes with better properties than Gray code
based patterns.

For our camera, pixel dependent thresholding is
more important for accurate camera image binarisa-
tion. The repetition factor € [1, 3] will characterize
the admissible code.

Another property is a balance between white
and black areas in the stripe pattern image. This
is achieved by symmetrical offset in the table of
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admissible codes. This leads us to valid codes used
for calibration and modeling.
There are two correspondences as the results of
the structured light camera calibration:
1) (stripe camera pixel, valid code index) +—
depth index,
2) (stripe camera pixel, valid code index)
video camera pixel.
Since optical distortions of cameras contribute with
high share, and projector with less impact, both
correspondences are highly nonlinear. Therefore, the
number of modeling parameters of both correspon-
dences is intractable. Hence they are approximated
by interpolation process using experimentally estab-
lished correspondence tables.

IV. CASE STUDY: STRIPES MODULE

As the implementation of the whole scc applica-
tion is too large to be shown here I have selected the
st ripes module to present literary programming in
details. It is more image processing oricnted than
other modules and it {its more to the conference
scope.

The stripes module handles all aspects of stripe
images handling including index images creation
and corner detection from them.

A. Stripe patterns — code image approach

Any sequence of A binary images defines a code
image including at most 2% different binary codes.
Since we want to use such coding to subdivide
the 3D space into identical parts, the corresponding
areas in code 1mage, so called level sets, should be
identical too. The simplest arcas of this kind are
horizontal or vertical stripes of equal height /., or
width [.,,. For structured light camera calibration,
we need more fine 3D space subdivision and then
square areas obtained as intersections of horizontal
and vertical stripes will fit.

High speed stripe projectors require saving all
stripe images in its memory. Then its capacity
determines the upper bound #,,,, for total number
of horizontal &, and vertical &, stripc images:

kn + ko < Koo

This 1s the limit used in the calibration application
and for the off-line 3D modeling of still objects. In
practice Ay, h, < 10, and k,,,, > 1000. Thereforc
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the above condition is satisfied in contemporary
technology state of art.

In 3D player we use only one-directional stripes,
and then the speed ,/',(,j:) of the stripe projector
and stripe camera and the speed ,/',(,,:.") of the vidco
(texture) camera, mcasured in actually registered
image frames per second, matter:

(5)
b < /’L
Y
where & = Ay, or b = k,,.
Obviously for the projector with resolution W' x
{1 the further constraints for A, and A, :

ky > log, I, k, > log, W

Here, we have assumed for the fincst stripes of one
pixel width. However, in practice, the registration
of borderline pixels is error prone. Since both sides
of border can be affected, the borderline could
be wider than onc pixel. Therctore, perfect codes
are expected at ratio at least 100(L — 2)/L%. For
instance for stripc width L 4,10,20 we get
50%, 89%, 90%, respectively.

For system calibration we need higher ratio of
code recognition and single line resolution of code
image. By trading effective code image resolution
with calibration time we display the same stripe
image L times. At i-th time each image is displayed
at offset ¢« rows (in case of horizontal stripes) and
at offset 2 columns (in case of vertical stripes).

Notec that the code index j + ¢/L for pixel with
wrong code at 2-th offset if the perfect code index
at offsets +' = 0,...,7— 1, is found and the perfect
code index j + 1 is detected at offsets ¢/ = i +
..., L =2

Since projector’s memory is large enough, we
can keep all original images and their offset images
together for stripe width /. :

Lk, + Lk, < kpor — 1. < —L"“—
l‘fh + kv
For &, <k, = 10, ke = 2000 we have L < 100.
With ,/',(,,f) = 200 we get not more than 10 seconds
to collect all calibration data at the fixed relative
position of the video camera and projector screen.
Therefore cven for such extreme case mechanical
movements of the devices determine the whole time
of calibration procedure.
In particular case if W = G40 = 5.27 /] =
480 = 3 -5 -2% then [, = 5, 10,20 arc feasible
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and the corresponding number of horizontal stripes
KNy = 11/l = 96,48,24 and the number of hori-
zontal stripes K, = W/ = 128,64, 32.

Since each stripe has a unique code, the number
of codes (', > K, and (", > K,. The number
of codes ()}, (V) will be determined by the con-
struction of code table which in turn will depend on
number of bits A;, (k,), and the zero-onc repetition
factor r. For instance = 2 means that in cach bit-
string of code table we have at least two zeros and
least two ones.

1) Code table construction: Let us follow the
following rcasoning:

1) The light emitted from the projector is always

an additional light in the 3D scene.

2) Therefore we cannot distinguish all zeros
from all ones.

3) Repetibility condition on the level 7 : gantity
of zeros > r, quantity of ones > 7.

4) For k = 4 stripe images the code ta-
ble (codebook) consists of the entries:
0011,0101,0110, 1001, 1010, 1100.

5) In general for k,r we get the number (', of
codes:

a) If =1 then () =28 — 2,
b) If r =2 then Cpy = 28 — 28k — 2,
c) If r=3then Chy =28 —k(k+1)—2:
Cps =28 =22k - (é) - (A:ﬁz) =
2" —2 -k — &
6) For r = 2, one of the reasonable binarisation

procedure is defined by thresholding with
regard to 1'(i, j):

g, Gg)+ar, ., (67)

T(’?/) - 2 ’

(/1()(1711) S g1, ('7/) S e S qi,. 1(’7/)
where ¢;(¢,j) jest [-th gray scale value in
sorted £ values at pixel (7, j)

7) Notation argsort:
[l()a ll) T ’lk—27 lk—l] -

argsorl[g(), Glyeons Gho, _(/A._,]

We begin from importing mathematical tools

! # —*~ coding: utf8 —x—
2 1mport numpy as np

image file reading and writing functions

?r(% Image . imagelO import imageFileToMatrix
irom Image . imagelO import matrixTolmageFile

O

7

and image filtering function
from mflilter. mfilter import)\
_ _filter2d__ as 12d

The module i1s built of class stripes, and
of the test part implemented by the function
testStripes.

The class stripes collects all functionalities we
connect to stripe image construction, processing,
and analysis.

B. Structure of stripes.py
1) Class stripes:

7 class Stripes:

9 #< Stripe constructor >#

¥ #< Code admissibility >#

o0 #< Code table size >#

75 #< Number of stripe images >#
82 #< Stripe image generator >#

120 #< Stripe images from file >#
135 #< Index image built >#

169 #< Corner extractor >#

2) Testing function:

wo def testStripes ():

208 #< Test generating of stripes >#

213 #< Test generating of index image >#
238 #< Test corner extractor >#

4 if __name__=="__main__": testStripes ()

C. Stripes constructor
It is rcasonable to make the stripe generating in-
dependent of the projector’se resolution. To achieve
this goal a single bit is assigned for cach stripc. Then
the color pixels in stripe are obtained by scaling and
copying the bit according the requircd resolution.
Therefore the constructor of object stripes de-
fines the list of valid codes tables — one table per
stripe image. In order to understand the process of
generating valid codes follow the definitions:
1) x — codeword length,
2) K max — the number of all possible codewords
of length &k : Ny, = ok
3) r — zero-one repetition factor (21 < k)
4) admissible codeword — it consists of at lcast
r zeros and r ones,
5) c_kr — the number of admissible codes of
length A, with repetition factor 7,
6) valid codeword — the admissible codeword
with index between the first (f) and the
last (/) in the sequence of admissible codes,
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7) K — the number of valid codes:

N=1-[+1,

23

24

KN < (), 25

26

8) Symmetric range of valid codes we get if: 7

e — I
fi[ui—%ylﬁf+K—l

2%

In our approach A is a compromise between pro-
jector image resolution and stripe width. Having A 29
we find the first and the last valid codes from the 0

above condition on symmetric range.
1) Constructor header:
a) start of method header:

o def _ _init__(

10 self

b) codeword length:
12 k,

c) number of valid codes:
3 K,

d) code repetition factor:
14 r=2,

e) end of method header:

15 )

2) Save all parameters for future usc:

k1l

12

C_kr = sclf
it (self . K>C_kr):
et = "Too_many.stripes!”
raise Exception(et)
first = (C_kr-K)/2
last = first+K—1

.countCodesNumber ()

5) Prepare a lookup table from arbitrary codes
on A bits to their indexes in the valid code
table — O stands for invalid code:

K_max = 2x*xk
sclf.code_index =\

np.zeros (K_max,dtype=np.int32)
#< Fill >#

index and code tables

6) Create index and code tables:

32
33
34
35
36
37
8
39
40
41
42
43
44
15

16

j_a = 0 # index

of valid code

j_b =0 # index of admissible code

for j in
i

range (0,K_max):
if not self.isAdmissible(j):
continue
if first<=j_b:
code = )
self.code_index|[jl=j_a+l
for i in range(k):
if code&l:
self.codes[i]]])_
code >>= 1
j_a += 1
j_b +=1
if j_b>last: break

al=1

D. Admissible codes

16 self.k = k; sclf . K = K; self.r =r
17 self.th = 1
3) Preparc codes — the list of byte tables of 48
size KW each to store bits of codewords. It 0

is column-wise representation of conceptual
I if and only if i-th

code table: code[i] [§]==

50
51

52

1) Counting ones and zeros for the codeword

code:

def

isAdmissible (self |, code):
n_zeros = 0; n_ones = 0
for i in range(sclf.k):
if codec&l: n_ones += 1
clse: n_zeros += |
code >>= 1
if (n_zceros>=self.r) and\
(n_ones>=sclf.r):
recturn True
clsce:

return False

2) Counting admissible codes:

bit of j-th codeword is equal to one. In other 5
words: the first byte table represents the least 54
significant bit of all codewords, the last byte s
table represents the most significant bit of all s6
codewords. ::
18 self.codes = ||
19 for i in range(k):
20 self.codes.append( o0
21 np.zcros(sclf . K, dtype=np.uint8) o1
2 ) o2

4) The valid codes are obtained from admissible

03

64

codes by skipping an equal number of lcading o

and trailing admissible codes:
32

66

@staticmethod

def

countCodes(k,r):

K_max = 2xxk

if r==1: return K_max—2

clif r==2: return K_max 2 -2xk
clif r==3: return K_max—-2-k—kxk
clse:
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67 ¢t = "Repeat.factor.r=1,2,3 92 D =H if orient=="—" else W
08 raisc Exception(et) 03 k = Stripes.matchCodeRank(D,L,r)
69 94 K = D/L
70 def countCodesNumber(self ): 05 self = Stripes(k,K,r=r)
71 nc = Stripes.countCodes(self .k, 9% self.L = L
7 self.r) 97 self.simages = []
73 return nc o8 prefix = "H” if orient=="—"\
. ; : 99 clse 7V”
3) Matching codeword length to stripe width ]
(height): 2) Next, for each image compose its stripes:
Having the stripe image resolution in the 100 for i in range(k):
given direction pp (horizontal or vertical) and 101 image = np.zeros ((HW),
stripe size T in the same direction we get in 102 dtype=np.uint8)
function matchCodeRank minimum possible 103 o=0"
codeword length of the given repeatability 7. " tor j In range(K): R
= 105 val = 255xself.codes[i][]]
75 @staticmethod 106 if orient=="—":
76 def matchCodeRank (DD,L,r): 107 imagelo:o+L,:| = val
77 for k in range(2,12): 108 clse:
78 C = Stripes.countCodes(k,r) 109 image [:,0:0+L] = val
79 if LxC>=DD: return k 10 0o += L
80 return 0 i self.simages.append (image)
2 il to_file:
13 name = prefix+7 _stripes_7
E. Stripe image generator 1 name += str(i)+7_
. . . L. 1S name += str(self . k)+” ”
Construction of stripe images is implemented by e ngme = SIF(SElf. T )
generateStripelmages static method. 17 matrixTolmageFile (image ,
Firstly, define its header. 18 7. ./image/"+name+” .png”)
19 return self

1) start of method header:

o @staticmethod 3) We verify generated stripe images by watch-

s3 def generateStripelmages ( ing them in the directory . ./image/:
2) image horizontul rcsolution: 208 SP_H = S[ripCS . gCI]CralCSlripCllnagCS(
200 800,600,6,0rient="—-")
i W, 20 sp_V = Stripes.generateStripelmages (

3) image vertical resolution: ! 800,600,7, orient="1]")

86 ll.
4) stripe size:
87 L,

5) code repetibility factor (with default):

=2, : .
" ' F. Index image definition
% orient="—", ) The 3D scene is illuminated in turn by £ stripe

images (patterns) of the same orientation.

7) 1if saving to file enabled (with default): : _ . :
2) Stripe camera images are registered in gray

" to_file=True scale for each illumination.
8) end of method header: 3) Binarisation is performed according the for-
0 ): mula (6)
4) For each pixel its codeword is converted to its
Generating stripe images is based on code tables. index, i.e. the position of the codeword in the
I) Firstly, prepare code tables: table of valid codes.
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S) For visualization the index could be scaled to o3 def toRGBImage(table ):
gray scale value or to an index of a pseudo 214 ntable = np.array (table .
colors table. 215 dtype=np. float32)
- .. ) 216 mx = np.min(table)
Building of index image: 217 Mx = np.max(table)
I) Verify compatibility of the number of camera 218 ntable —= mxsnp.ones(
images to code rank: 219 table . shape .
220 dtype=np.float32)
s def defineCodelndexImage (selfl [ cimages): 1 ntable /= (Mx-mx)
136 k = self.k; r = self.r 2 ntable %= 255.0
137 if Ten(cimages)!=k: 223 gray = np.array (ntable ,
138 et = Tlmagesoincompatible™ 224 dtype=np.uint8)
139 raisc Exception(et) 225 m,n=gray . shape
2) Store all images into 3D table: e FEN = T BRiGS L0, 15,15,
= 227 dtype=np.uint8)
141 H.W = cimages [0].shape 228 for 1 in range (3):
142 table = np.zeros ((H,W,k), 229 rgb[:,:,i] = gray
143 dtype=np.uintl6) 230 return rgb
:: o :uflwl;c ;“‘QL i ‘l\ ); cimages|i | b} bar festing s Siipe inges with 5 ==
7,r = 2, and check the result in the
3) Perform in-place sorting with regard to 3-rd directory . ./image:
dimension: s ci = Stripes.loadStripeFiles (7.2)
146 table.sort(axis=2) o ind_H =\ _
234 sp_H.defineCodelndexImage (ci)
4) Create the table of thresholds according one »s rgb_image = (oRGBImage(ind_H)
of four options: 26 matrixTolmageFile (rgb_image |
o i 2 7o/ image/index _test_image_H.png™)
147 if melf.th==l; N
148 thrs = (table[:,:,r—1]+\
149 table[:,:,k—-r])/2
150 elif self.th==2:
151 thrs = (table|[:,:,0]+)\
152 table[:,:,k—1])/2
153 elif self,ths==3;
154 thrs = np.zeros ((HW),\
i ~ dwype=np.uintl6) G. Importing stripe images from files
156 for 1 1n range(r): ’ ’
157 thrs += table[:,:,1] 20 @staticmethod
158 thrs += table[:.: k—i-1] 21 def loadStripeFiles(k,r,orient="—-"):
159 thrs /= (2xr1) 122 cimages = |[]
5 ; e, 123 prefix = "H” if orient==" "\
5) Build the code table: ey
124 else 7V
160 ctable = np.array ( 125 for 1 in range(k):
161 cimages|k—1]>thrs , 126 name = prefix+” _stripes_"
162 dtype=np.uint16) 127 name += str(i)+7_
163 for i in range(k—2,—-1,—1): 128 name += str(k)+7_ 7
164 ctable #= 2 120 name += str(r)+".png”
165 ctable += (cimagesli]>thrs) 130 image = tmagelileToMatrix (
. 131 "../image/ “+name)
6) Create index table: 132 cimages . append (image)
- index_table =\ 133 return cimages
67 sellf.code_index|ctable | H. Virtual corners extractor
168 return index _table

An overlay of vertical and horizontal index im-
ages registered by a stripe and video camera pro-
a) Define gray to rgb image convertor: duces a virtual quadrilateral mesh which can be used

7) Testing index image generator.

34



NTAV/SPA 2012

SATURDAY, SEPTEM\BER 29 = PLENARY LECTURES

either for the system calibration with regard to to
depth information or during on-line 3D free-point
views creation.

Therefore stripe detection in camera image for
illuminated scene is of crucial importance. For
calibration intersections of stripc edges, so called
corners are also useful.

For corners and stripe edge detection the popular
method is Harris filter which is a detector of abrupt
changes in a natural image. However, the index
image is a map of code image. The nature of
stripe code is its stability within the stripe. The
changes within the stripe mean error code detection
inside the stripe. Moreover, changes between stripes
in calibration planar scene are equal to one, and
small integer for natural scenes. Thercfore another
approach based on computing scaled variance in
3 x 3 window of index image seems more adequate,
as the variance within the stripe is equal to zero:

svar;(p) = 8 Z [(q)* — Z 1(q)

0<|lq-pll1 <3 0<|lg—pll1 <3

The following properties can be proved: If the
pixel p belongs to a stripe edge, its 3 X 3 neigh-
borhood there are k € [1,7] pixels indexed to i,
and 8 — k pixels has got the index 1 4+ 1 then the
scaled variance depends only on k accepting only
Jfour different values 56,96, 120, 128 :

svar;(p) =8k(8 — k), k=1,...,7

Relevant summation will be performed by the
function f2d, an alias of the function __ filter2d
from the module mfilter. There are two kernels
(masks) in the implementation:

11 I 11
mask=11 0 1 |, mask2=1|1 1 1
1 1 I 1 1

1) Parameters:
a) start of the header:

1w @staticmethod
70 def extractCorners (

b) index image for horizontal stripes:
172 ind_h,
c) index image for vertical stripes:

173 ind_v

d) end of the header:

174 )

2) Compute sums of indexes and their squares
for each pixel of index images:

175 mask = [[F,0,0),10,0,0),101,1,1]]
176 sum_h = 2d(ind_h, kerncl=mask,
177 dtype=np.int32)

178 sum_v = f2d(ind_v , kernel=mask,
179 dtype=np.int32)

180 sum2_h = 2d(ind_hxind_h,

181 kernel=mask,
182 dtype=np.int32)
183 sum2_v = (2d(ind_vx*ind_v ,

184 kerncl=mask,
185 dtype=np.int32)

3) Detect pixels with positive scaled variance
in both index images:

%0 J_O = np.array(

187 ((sum2_h<<3)>sum_hxsum_h)\
188 &((sum2_v<<3)>sum_v*sum_v) ,
189 dtype=np.uint8)

4) Leave only groups of pixels having
at least three eclements:

190 J_ 1 = f2d(J_0O, kernel=mask,
191 dtype=np.uint8)
192 J = np.array(J_1>2,

193 dtype=np.uint8)
194 y,x = np.where(])

5) Sum up indexes around detected elements:

195 mask2 = |1, 1,0 ),00,0,1],[t,1,1]]
196 sum_h = f2d(ind_h=xJ, kernel=mask?2,
197 dtype=np.int32)
198 sum_v = f2d(ind_v=J, kernel=mask?2 ,
199 dtype=np.int32)
20 sh = sum_h[y,x]; sv = sum_v|y, x]

6) Determine group centroids:

201 yres ,xres = ind_h.shape

202 X = np.outer(

203 np.ones(yres ,dtype=np.int32),
204 np.arange(xres ,dtype=np.int32))
205 Y = np.outer(

206 np.arange(yres ,dtype=np.int32),
207 np.ones(xres ,dtype=np.int32))
208 sum_X = (2d(XxJ, kerncl=mask?2,

200 dtype=np.int32)

210 sum_Y = 2d(YxJ), kernel=mask2,

211 dtype=np.int32)

212 sx = sum_X[y,x]; sy = sum_Y|[|y,x]|

7) Correct the number of pixels in the neighbor-
hood and rcturn mean values:
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244

249
250
251

252

253

213 nxy = J Ily.,x|+np.ones(len(y),
214 dtype=np.float32)
215 return sy/nxy.,sx/nxy,sh/nxy, sv/nxy

I. Testing corner extractor
To get vertical index image we define eight stripe
images with r» = 2 :

ci = Stripes.loadStripeFiles (8,2,
orient="1]")
ind_V = sp_V.defineCodelndexImage(ci)

reb_image = toRGBImage(ind _V)
matrixTolmageFile (rgb_image .

7./ image/index test_image_V .png™)
y.x,h,v = Stripes.

To watch the results, the detected corners are
indicated by red color in vertical index image:

y = np.array(y+0.5,dtype=np.int32)
X = np.array(x+0.5,dtype=np.int32)
print(y[:500],x[:500])

rgb_imagel|y.x,0] = 255
reb_imagely.,x,1] = 0
regb_imagely.x,2] = 0

matrixTolmageFile (rgb_image .,
T ../image/extractor_test_image .png’)

In the figure perfect corner extraction is observed.
This is possible only if perfect image binarization
takes place what in real camera images is not true.
Copying with imperfection is the main research

goal. In this case, we simply avoid detection of

stripe corners in favour of stripe inner pixels which
exhibit much higher success rate of detection.

V. CONCLUSIONS
The conclusions can be I divided into positive and
negative parts. On positive side we have:
[) Clear representation of top-down software de-

sign.
2) Full integration of design with implementa-
tion.

extractCorners(ind H.,ind_V)

Nonlinear track of code development.

Easy integration of main path of code design
with testing path.

5) Tutorial character of system manual which in-
cludes algorithms, formulas, resulting images,
and the system code, too.

~ W
N N—

On the negative part we get invisible (in the

paper) drawbacks:

I) In Latex editor there is no support for syntax
check of programming languages. Therefore,
the person who is both the programmer and
the designer has to have perfect knowledge of
the programming language and the libraries
used.

2) The unknown algorithms, just developed or
modified are hard to write as the cycle of
editing (in a Latex editor), integration (by
the Integra application), and testing (in a
development environment, e¢.g. IDLE) gives
the significant time overhead.
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ABSTRACT — In this paper two image processing methods for
use in medical image processing based on the level set method
are described. 'The theoretical basics are described and the meth-
ods are applied to a set of sample CT images. The results are then
compared.

KEYwORDS — image processing, level set, medical diagnosis

. INTRODUCTION

Image processing and recognition is an arca of interest
of many scicentists and has many applications. One of these 1s a
vital part of diagnosis of diflerent kinds of cancer. It is a
discase that manifests as a palpable growth in the body and as
such it can be discovered using processing of images from
many techniques. Examples are CT scans, MRI 1mages, X-rays
and skin lesion photography[10]. Those images carry a large
amount of valid information, making them a vital basc for
diagnoscs. Unfortunately, in most cases the diagnostic process
requires a skilled human operator to assess the data. Having in
mind that the images are often distorted by noise and that the
diagnosis itsclf is scldom based on fixed rules it is obvious, that
the process can sometimes give inconclusive results. Another
problem is that in many cases it is impcerative to administer the
paticnt with a contrast solution to acquire good quality imagcs,
which in some patients can cause negative effects depending
on their physiology. Successful treatment by removing the
growth cannot be performed without first knowing the exact
arca to operatc in. It makes the surgeon life casier and also
decreases the chance of leaving some discased cells that can
spread and regrow. The fact that it is one of the major causces of
death around the world[9] makes the rescarch in the field very
important. Also, first symptoms of the discase can be hard to
conncet to their actual cause, which makes the development of
tools for diagnostic aid a great benefit to medicine.

I LEVEL SETMETHODS
In the study we compared two image scgmentation
mcthods. Onc of these was the Distance-Regulated Level-Set
mcthod, the other one was the Chan-Vese method with and

Teresa Matecka-Massalska M.D PhD.
Department of Human Physiology
Medical University of Lublin
Radziwittowska 11, 20-080 Lublin

without implementing optimization for vector images. Both
mcthods are using the level set method as a base to describe the
transformation of the contour.

The level-set method 1s a well known and appreciated
technique for numerical description of shapes in the Cartesian
system. It's advantage over other methods is that it allows for
faster computation without parametrization of shapes, which in
turn improves cificiency. This makes the method suitable for
describing dynamic changes in objects, like contour evolution
in image scgmentation. In sequential itcrations new contours
arc being calculated, resulting in a level set[1]. The method
was first proposed and introduced by Osher and Sethian[2][3].
In the method we describe a certain arca €2 with an edge 1. The
velocity of the edge v between steps depends on the position,
shape, time and cxternal conditions. It is possible to conduct
calculation in the x domain after discretization. We are trying
to define a function ¢(x,t), where x is the position in Cartesian
space and t is time, describing the moving contour (fig.1). The
level set method can be used in different applications[4]. In
gencral, the algorithm can be described using a block diagram
like the onc in figurc 2. The contour stops moving when a
certain condition of minimal cnergy is met. It is possible to
choose the external energy functional to best fit the task. The
distance regulated level sct method utilizes a functional (1)
introduced in [4]:

E(¢)=uxR (¢)+ AxL (¢p)+ axd (¢) (1)

where:

E(¢) is the energy,

Rp(¢) 1s the level sct regulanization term,

Lg(d) 1s minimized when the zero level contour of 1s located at
the object boundarices,

Ag(d) is introduced to speed up the motion of the zero level
contour in the level set evolution process.

The Chan-Vese method diflers in the sense that it implements

another approach to defining and minimizing the encrgy
functional(2).
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Figure 1. The level set function [1].
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Figure 2. General image segmentation algorithm using the level set
function.
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Where:

E(F) is the energy,

First segment is the weighted term from the total contour
length, it's impact can be increased for smoother contour,

Second segment defines the total area inside the contour,
Third and the fourth segment arc proportional to the variance

of the pixel variance inside and outside the contour

respectively.

In figure 3 an example segmentation result 1s shown.

During the segmentation, the acceleration and velocity of the
contour arc varying depending on the moment. While the
contour ¢(x,t) is far from the solution, the velocity and the
acceleration increases. When the contour approaches the
desired arca, the acceleration and speed decrease. Acceleration
and velocity chart in an example segmentation is presented in
figure 4.

40

Figure 3. Example segmentation of an image of two cells[4]. The original
level set 1 and image 3 are transformed to the desired level set 2 and gives
contour function in the image 4.

—acceleration
/@O CILY

Figure 4. Velocity and acceleration during segmentation. We can see three
different areas
 to 2  far from the contour,
2 to 3 near the contour,
3to4 slowing down in the intermediate vicinity of the contour, approaching
end condition with zero velocity.

[II. DATA

In the course of research, we processed a set of medical
images using the two methods. The images were obtained from
the Second Radiology Department in Lublin. The images were
taken using CT scans. We have chosen 16 images representing
the scans of the patients' torso and two side views. The images
were all gray scale and their size was 600x600 pixels. On the
images, a few distortions in the form of markers and
descriptions were present. The images were delivered in JPG
format. The authors of the original algorithms in MATLAB
were Chunming Li[4] and Yue Wu. In the course of rescarch,
the codes were modified to allow for batch image processing,
casy result interpretation, evolution speed and acceleration
calculations. We applied the methods to both noisy and
Gaussian filtered 1mages, and both with and without the
markers. In some cases, artificial noise was added to test the
methods' robustness. Number of iterations was recorded for all
the cases and overall quality of segmentation versus time taken
was assessed. The accuracy of the segmentation was assessed
by a MR1 diagnostician.
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IV. RESULTS

The consequent curves are usually chosen from the set
calculated using the method of curve diffusion[4]. Proper
definition of end conditions has a large impact on the
segmentation results. When too many iterations arc performed,
some details of the image can be treated as noise and removed.
In the same way, alfter too little iterations the resulting mask
can be nonspecific. It is shown in figure S. Usually, the number
of iterations doesn't impact the center of mass position of the
objects. A major difference can be observed in the object's
longest diameter, it can decrease as soon as after 70 iterations.
This often results in another distance being chosen as the
longest diameter. It is shown in figure 6. The longest diameters
were calculated between two furthest pixels. The surface arcas
were calculated by counting the number of pixels in each
object. The Distance-Regulated method only gave good results
for noiseless images of low complexity. In some cases, it was
impossible to achieve good results despite using noise filters
and many iterations. The method used more resources for cach
calculation and was not preferable. In figure 7 example
segmentations of a noisy image using both methods are shown.
Due to the fact that the methods differ in calculating the ending
condition, the Chan-Vese method performed much faster.

Figure 5. Tomographic image of the liver. a) original image, b) image
processed by 50 iterations of curve diffusion, ¢) image processed by 150
iterations of curve diffusion.

Figure 6. An example transformed liver image with object center mass and
longest diameter shown. Segmentation with curve diffusion using a)20,
b)50 and ¢) 150 iterations. The blue arcas represent blood vessels. The
bottom two red arcas marked with “T” are tumor masses.

|

[4]

[5]

[6]

[7]

[8]
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[10]

Figure 7. Segmentation of a noisy image with salt-and-pepper noise. In the
top row, images with noise. In the middle row, the Distance-Regulated
method, in the bottom row the Chan-Vese method for vector images.
Segments 1, 2 and 3 correspond to 0.2, 0.5 and 1.0 SNR accordingly.

V. CONCLUSION

The Distance-Regulated method returns satisfactory results
only for simple and clean images and requires much more
resources. During the segmentation process the Chan-Vese
method performed faster and gave satisfactory results. All
the masks were accurate and the number of iterations never
exceeded 300. The method for vector images proved to be
insensitive to noise and performed well for Gaussian and
salt-and-pepper noise. The method can successfully be used
to obtain segmentation masks even from noisy images and
offers fast computation times. It has potential in the field of
medical 1maging and can be used to show significant
masses.
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ABSTRACT — Magnetic resonance imaging (MRI) is currently
widely used in medical image diagnosis. However, MR scanners
are extensively used in clinics and thus are rarely accessible for ex-
perimentation. In consequence, the number of images available for
image processing methods evaluation is too low and there appears
a need for a method to generate synthetic images. In their previous
works, the authors studied various methods for blood vessels seg-
mentation and tracking. Effectiveness of the designed algorithms
requires objective verification which implies repetition of experi-
ments for large number of images and comparing the results with
some ground truth models. Therefore, this study aims at designing
a computer system which implements numerical routines for gener-
ation of synthetic MRA images. In particular, in this paper we study
the performance of various configurations of assembled computer
grid and analyze their potential in angiographic image synthesis.

[. INTRODUCTION

Magnelic resonance imaging (MRI) is currently widely
used in medical image diagnosis. This non-invasive technique
allows acquisition of high-resolution volumetric images which
visualize cven small details of biological tissues precisely po-
sitioned relative to the interior of the whole body. On the other
hand, recent advances in the development of image processing

algorithms facilitates their usage in quantitative anlysis of

MR images. If conducted properly, such analysis can augment
objectivity and correctness of the medical diagnosis. However
statistically credible validation of the designed methods is
hampered by the significant cost of collecting MR images
solely for the research purposes. Additionally, MR scanners
are extensively used in clinics and thus are rarely accessible
for experimentation. In conscquence, the number of images
available for evaluation studics is too low and there appears
a need for a method to generate synthetic images. One of
the approaches that helps to overcome these impediments is
computer simulation of magnctic resonance imaging [1].

In particular, we put focus on magncetic resonance angiog-
raphy (MRA) dirccted at visualization of the human vesscl
system. In their previous works {2}, 3], the authors studied
various methods for blood vessels segmentation and tracking
in 3D MR images acquired using Time-Of-Flight ('Tok) or
Susceptibility Weighted Imaging (SW1) sequences. Effective-

ness of the designed algorithms requires objective verification
which implics repetition of” experiments for large number of
images and comparing the results with some ground truth
modecls.

Therefore, this study aims at designing a computer system
which implements numerical routines for generation of syn-
thetic MRA images. This general aim can be decomposed into
several subtasks which include:

1) definition of the virtual object containing synthetic ves-
scl branches and characterized not only by the magentic
propertics (such as spin-spin and spin-lattice relaxation
time constants, hydrogen proton density, tissue magnetic
susceptibility) but also by the hydrodynamic parameters
of a substance flowing through virtual vesscls;

2) blood flow simulation which gencrates information
about displacement of moving voxels during MR image
formation;

3) simulation of clectromagnetic phenomena which  take
place in rcal MR scanner spin sclective excitation,
precession, rclaxation, signal induction, ctc.

4) image formation k-space filling, filtering in the spatial-
frequency domain, application of the Fourier transform.

The above described tasks are computationally extensive,
especially it the target image is a 3D high-resolution data
structurec. Most existing MRI simulators are implemented
using various architecturec computer grids. Thus, for the need
of our project and as a first step towords the target system,
we designed our own parallel implemention of the core MRI
simulator, i.c. no flow cffects are taken into account. The
objective was to use the available resources and thus gain
guaranteed, flexible, on-demand access (o it in any future
excperiments and be independent from publicly available, but
of limited access, open grid projects. As a consequence, our
runtime environment is developed as a heterogeneous grid of
UNIX/LINUX machines which communicate with one another
over local ethernet network using the SSH protocol.

In this paper, we study the performance of various con-
figurations of our computer grid and analyze its potential in
angiographic image synthesis. In the reminder of this paper
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we describe the overall concept of the MRA simulator and
main parts of the system (Scct. II). Then in Scct. 111, we
provide here the description of how we plan to deal with
th¢ flow phenomena, so that angiographic images can be
simulated. In Scct. 1V we give technical specification of the
computer grid used in the experiments, as well as the details of
simulator parallel implementation based on the MPI standard.
The performance tests are reported in Sect. 'V oand finally
Sect. VI concludes.

I1. MRI SIMULATION

Difficultics in acquistion of large volumes of rcal MRI
images solely lor rescarch purposes constitute the main reason

why over the last two decades there appeared a number of

attempts to build computer MRI simulators. The proposed
solutions [4], [5], 6], [7] differ from onc another by the
approach to modelling tissue of imaged objects, the MR image
synthesis routines, and the degree to which different artifactual
or undesired phenomena (like noise, chemical shift, ringing or
Gibbs phenomenon, partial volume cffect ete.) are taken into
account.

In the approach proposed in [8], the imaged objects are
defined as parameter maps. These maps visualize distribution
of T1 (spin-lattice relaxation time constant), T2 (spin-spin
relaxation) and rho (proton density) values within the object.
These values are determined based on real images. Formation
of new ones is performed using different repetition and echo
times.

On the other hand, in paper [9], the virtual organ object
is modclled using the concept ol spin density. By the use
of inverse Fourier Transform, the simulator constructs the
image representation in the spatial-frequency domain (k-space
formalism). Simulation of the signal sampling phasc and spe-
cific imaging sequence is accomplished through appropriate
sclection of the k-space clements and their amplitude and
phase alteration. It is raised that this approach requires separate
simulation phases for cach of the modelled tissues. This
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Main software modules of the MRI simulator

introduces significant impediment if a voxel contains more
than onc tissue (i.c. partial volume cffect).

In comparison with other approaches, more realistic simula-
tion clfects are achieved by solutions proposed in |5], [6], |7].
Modecls of the 1tmaged objects used therein require for cach
object voxel and cvery tissue component definition of T1, T2,
and rho parameters, as well as value of the frequency offset
linked to chemical shift artefact. In order to deal with the
partial volume effect it is sufficient to determine how much of
particular tissuc material is present in a voxel.

The simulator used in our study is based on the SIMRI
(Ir. SIMulateur de MRI) project described in {S], due its
versatality and proven celfectiveness in producing realistic MR
images. Morcover, it secems to be best suited — after necessary
modifications — to our proposed angiography simulator. The
main softwarc modules of the originally proposed system —
reimplemented by our tcam — are presented in Fig. 1.

A. Digital phantom description

The input to the simulator is the virtual object composed
of 3D rasterized components, cach of which corresponds 1o a
different tissue type. Tissues are described by their spin-lattice
(T1) and spin-spin (T2) rclaxation times, as well as proton
density (p) values. Every component is also described by
the water-relative frequency shift which allows simulation of
the chemical shift artifact. This value is determined assuming
that the main magnetic ficld By = 1'T. Morcover, cach object
voxel is associated a 31> magneitzation vector, whose state at
subscquent stages of image formation is controlied by the MRI
simulation kernel. In addition to raster size (number of voxcls
in x, y and z coordinates), the object is characterized by its
physical dimensions. Thus, cvery object voxel accomodates
information about portion of the tissue component it contains,
(T1,T2,p)-tuples for cach component, and current magneti-
zation vector state being a sum of magnetization vectors
calculated for cvery tissuc.
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B. Sequence definition

The image synthesis procedure is controlled by the group
of paramaters which set up sequence type and output image
contents. The latter refers both to the image resolution which
can be lower or equal to the input virtuual object raster size
and to the position and size of the ficld of view (FOV). By
defualt FOV embraces whole object, but it can be reduced to
only a part of it and its center can be moved o any object
point. This is important to keep the record of the FOV center
offsct and its location relative to gradients isocenter, since it
affects the gradient value experienced by cach voxel.

The sequence definition is mainly determined by the se-
quence type, which cen be cither spin echo (SE) or gradient
echo (GE) imaging. In both cases, the program requires
specification of the echo and repetition times (TE and TR
accordingly). In the case of GE, it is also necessary to define
the flip angle (o). The sequence type also include information
whether the target image is 2- or 3-dimensional. For the 2D
image, onc has to specify the slice position (x coordinate).
Eventually, the signal sampling window is dctermined by
the acquisition time which must ensure that the sampling
frcquency mects the Nyquist theorem.

C. Event management

The event management module is responsible for invoking
subsequent steps of computations based on the current simula-
tion stage. It begins with cstablishing the initial magnetization
of the object by allowing all of its spins to freely precess
in the presence of the main external magnetic ficld Bg. Then,
depending on the sequence type, the object magnetization state
is altered through the application of an RF pulse, free preces-

sion, refocussing pulse (SE imaging only) and application of
phase encoding gradicents (in y and z dircctions in the case of

volumetric imaging or only in y dircction for the 2D case).
Eventually, the frequency encoding gradient is applied and the
signal acquisition step is exccuted. At cach step the MRI kernel
is invoked with the appropriate parameters.

D. MRI kernel

The heart of the whole system is the MRI kernel which
implements the discrete time solution to the Bloch equation
[10]. It uses the rotation matrices and exponential scaling
to modify the voxel magnetization vectors in accordance
to the specified sequence events. For the details of kerncl
implementation we refer the reader to the original paper [5] —
here we recall only the main bits of this system module.

First of all, the magnetization vector M at location 7 =
[x,y, 2] is given by

M (7t + At) = Rot,(0,)Rot,(0;) Rt R M (7, 1), (1)
where Rot,(6) rotates the magnetization vector around the
z-axis in reply to the phase encoding gradient (6,) and as a

consequence of the main magnetic ficld inhomogencity (6;).
The R rotation matrix is responsible for the relaxation

cffects and is given as

At

e T2t 0 0
_ At
Rr('lax - 0 ¢ 00 0 . (2)
At
0 0 1—¢ T

Eventually, the Riy encapsulates the effect of the RFE excita-
tion pulse which flips the magnetization vector around an axis
belonging to the xy-plane by the angle in time At. In the
presence of gradient, the effective flip angle is o and Ry is
calculated as

Ruy = Rot,(¢)Rot,(B)Rot (o' YRoty,(—B)Rot ,(— ), (3)

where

2

o = ~Af\/(Aw)2 +(2)

Aw
— tan !
B = tan ((Y/At ),

and Aw is the local frequency offset from the main static
magnetic field induced by gradients, RF pulse and ficld
inhomogeneitics.

Signal acquistion is performed by aggregating the transverse
magnctization components over all object voxels and this
summation is repeated the number of times nceded to fill
onc K-space line. Between cach two acquistions, the voxel
magnetization states arc updated due to relaxation effects that
take place during the sampling period 4¢. Thus, one point s(t)
of the K-space line is calculated as follows

s(t) =Y _M(F T+ M7 1)y, (4)

The MRI kernel is actually much more versatile than described
here. It offers T2* effect handling, variety of pulse wave
forms, gradient crushing, numerical transverse magnetization
spoiling, can take into account various artefates linked to static
ficld inhomogencities, licld default intensity values or tissue
susceptibility. Apart from standard SE and GE scquences,
there arc more sophisticated sequences implemented, such
as c.g. True-FISP technique (Fast Imaging with Steady-state
Precession). It also allows adding noise to the K-space data,
although in the current project phase, this feature is restricted
to white Gaussian noisc only, which is a simplification of the
truc MR noisc characteristics. As indicated in |11], the better
modcl here would incorporate the Rice function.

E. Image reconstruction and filtering

The last stage of image formation procedure consists in
transformation of the raw data in the spatial-frequency domain
(K-space) into image intensity domain. This is accomplished
by the fast Fourier transform, followed by calculation of the
magnitude of — in general — complex tranformation output.
Before application of the FFT routine, it may be necessary
o filter the raw data to reduce the Gibbs artifact in the casce
of small resolution images. We decided to port the filtering
routine (as welll as FFT-based image reconstruction) to the
Matlab environment and thus we can use any kind of low-pass
digital filter available in the Signal Processing Toolbox [ 12].
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IT1E. EXTENSION TO ANGIOGRAPHY IMAGING

The major modification we need to introduce o the SIMRI
simulator concerns the virtual object, which now must include
information about replacement of the flowing blood. We
decided to determine this information using a separate program
dedicated to flow simulation. For that purpose we employed
the COMSOL Multiphysics 4.2a software [13]. In our initial
experiments we used a simple digital flow phantom, composed
of a single cylindrical tube of impermeable boundaries placed
in porous material, able to absorb arbitrary volume of liquid.
Since under the framework of this paper we ar¢c mostly in-
terested in MR image formation process, the flow phenomena
arc not covered here and will be discussed in a separate work.

It must be noted, that the flowing blood particles move at
ditferent speed, depending on their position within a vessel and
the vessel size. Replacement of the slower particles during a
single simulation time step (such as a sampling period c.g.)
may bc less than a voxel. This breeds a nced for even a
deeper remodelling of the digital phantom than simple addition
of per-voxel flow information. The two feasible solutions for
this issue is to perform computations at sub-voxel level or
redefinition of the object (at least for the moving component)
so that instcad of voxels arranged in a regular lattice it is
composcd of particles, each storing its current position within
the object volume. Because the prior startegy does not solve
the problem centircly but only reduces it to the limit of the
voxel quantization scale, we decided to focus on the second
approach.

The model of object constructed as a set of particles requires
that cach particle is associated a portion of media — call
it a cell — it represents. Contribution to the output image
coming from cach scparate cell should be proportional (o
its size. Thercfore, after cach time step and magnetization
vectors update, our system is designed to recalculate new
mesh of simplices (cells) linked to the moving particles. We
chose the 31 Delaunay triangulation [14] method to perform
this operation. The triangulation is invoked on the points
corresponding to current particle locations and static points
placed all over the vessel walls.

The signal acquistion procedure for the moving liquid
compnent is executed similarily to stationary tissucs, but now
the sum in Eq. (4) is taken over cells and not over regularly
distributed voxels. Morcover, cach element of the sum is
weighted by the factor which relates volume of a cell to
the volume of an output image voxel. Note, that the K-
space structure remains a regular grid of voxcels, as the signal
sampling procedure is independent from the object internal
definition. Eventually, the collected K-space data are simply
added o complex signal volumes built for the stationary
tissucs.

Extension to angiography imaging scquences is still under
development. Thus, the rest of the paper presents the perfor-
mance of the designed cluster environment emplyed for the
synthesis of basic MRI images.
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IV. CLUSTER ENVIRONMENT

As noted in the introduction, we aimed at constructing our
own computer cluster built on available hardware resources
instcad of utilizing any of the exisiting and publicly avaialble
remote grid projects. In the latter case, the access to grid
cxecution units is subject to specific rules which define job
submission scheduling process, software interface for paraliel
programming, total amount of working hours granted to a
user, ctc. In the current phase of our project, which is still
under intensive development, it is preferable 1o have on-
demand access to cffiicient computing cnviroment allowing
for instant testing of any of the incremental and major system
modifications.

A. Cluster configuration

The network of computers used in our simulations is com-
posed of UNIX and LLINUX machines of various architectures.
The grid is composed of two server units (both possesing a pair
of Intel quad-core Xeon CPUs), one 20 iMac (with double-
corc Intel Core Duo), onc 27 iMac (quad-core Intel Core
i7) and 6 MacMini computers, cach cquipped with an Intel
Core i5 processor. Enabled with the hyperthreading feature,
the i7 CPU is actually able to run 8 threads in parallel, while
double-core 15 can run 4 threads simultancously. This gives
cffectively 50 cores of 134,4 GHz total computing power
and potentially 537.6 GFlops of peak performance. Note,
that both server computers belong o the 1386 architecture,
while other units to the x86_64 platform. This variation
in operating systems and hardware configuration makes the
designed cluster a heterogencous computing environment. As
a consequence, flexibile communication protocol, transparent
for both Linux and Mac OS X machines, is nceded to ensure
efficient and reliable parallel job execution. In conjuction with
the Open MPI library that we used to paraliclize the simulator,
it occurred that the SSH protocol provides the easiest way o
establish the grid.

B. Parallelization using Open MPI library

The Message Passing Interface (MPI) is the well-recognized
standard in the domain of high performance computing. It is
specifically designed for use in cluster/grid systems with dis-
tributed memory model, i.c. where cach processing unit has its
own memory addressing space. The MRI simulator developed
under the SIMRI project was based on the MPICH-G2 {15]
distribution. However, we decided to build our implementation
around the Open MPI library [16] due to its better integration
with Mac OS X systems and documented support for the SSH
protocol.

Paralellization of the MRI simulator slightly differs for
motionless (stationary tissuc) and moving (blood) object com-
ponents. In the first case imaged 3D volume is devided into
slices along the x dimension. Each node of the grid performs
signal acquisition for the whole 31 k-space, but it takes into
account only the contribution coming from the object voxels
belonging to this nodes slice. Then, the root node collects the
k-space volumes from all the nodes and they are aggregated.
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After completing calculations for one component it moves on
to the remaining onces.

Because, the object component corresponding to blood flow-
ing through vesscls is designed differently, it cequires separate
parallelization modcl. Instcad of deviding the object into
slices, every node receives a portion of cells to handle. A node
is thus responsible for updating cell position and recalculation
of its corresponding magnetization vector. During acquistion
step, the k-space is filled by summing up signals coming from
object cells managed by a particular node.

It 1s worth to stress that this strightforward parallelization
model further substantiates the assumed approach to moving
object component defintion. Each object cell constitutes an
autonomous agent and all information connected with its
replacement and magnetic vector state can be derived within
a grid node. If it were the alternative approach based on sub-
voxel analysis, information about magnetization of flowing
liquid would have to be somchow transmitted to neighbor-
ing voxels belonging to different nodes slices. This would
involve additional communication between working nodes
and inevitable transmission synchronization issucs leading to
downgraded performace.

C. Runtime parameters

In order to launch jobs on SSH-based grid using Open MPI
software, it is important (o properly sctup uscr accounts on
all machines. First of all, a user of the same login name
should be registered on every node. Preferably, this user should
be granted administrative priviliges. User logging between
computers should proceed without password authentication,
as described in the Open MPI documentation [ 16]. To achieve
this, one has to gencratc RSA key pair on the root node,
copy the public key to the authorized_key file, and eventually
distribute ./ssh directory to the specified user home directorics
on all remote nodes.

Morcover, the Open MPI distribtion — the same on all
nodes at least up to the major subversion number — should be
installed at the identical location. Similarily, the MPI program
has to placed under the same absolute path on every computer.
The progam itself, though uniformly named too, should be
architecture and OS specific. Thus, in our grid the same
executable is shared between both iMacs and Mac Mini units,
but there arc separate compilations for Xserve and the Linux
SCrver.

To simplify file exchange between nodes, it is possible to
establish common file system for them. For this purpose, we
utilized the NFS (Network File System) protocol. On the root
node one has to create a shared folder and place its path in the
letc/exports file with appropriately set network address space.
Then, on the remote hosts, this shared resource needs to be
mounted using mount -t nfs shell command.

Eventually, the command which invokes a parallel job using
MPI and on the SSH-based grid takes the following form:

sh$ S$SMPI HOME/mpirun
—-—-mca plm_rsh_agent ssh

-—-hostfile $JOB_HOME/hosts

--np 50

$JOB_HOME/simra_mpi
SNFS_COMMON/ job_paramaters_file

where $SMPI__HOME indicates the installation directory of the
MPI distribution, shared $NFS_COMMON directory contains
any addditional files required by the exccuted program (object
definition, flow information, MRI sequence parameters) and
$JOB_HOME is the path to the parallclized excecutable. The
—--mca swiltch states that it is the SSH agent that controls the
grid management, the hosts file contains the list of computers
in the grid, and the --np switch specifics the number of
processes to run in parallel.
V. EVALUATION OF GRID PERFORMANCE

In order to assess efficiency of the designed computer grid,
we have conducted a series of simulations for onc digital
phantom at differcnt scales of the grid. For every scale, there
was a part of CPU cores constantly present across various
configurations (Xserve, Linux server, and iMacs) and the
rest (Mac Mini computers) were accumulatively added in
subsequent simulations.

The phantom used in the experiments is composed of
two virtual tissues whosc voxels are spherically distributed
arround common origin. The resolution of the object is 100
voxels in cach dimension, while the physical size were set (o
(0.2m)3.The intesity levels of the object components range
from 0 to 125. These limits results from the assumed method
of phantom synthesis. First, one chooses the minimum and
maximum radii of each component boundary spheres. Scc-
ondly, a voxel is devided into subvoxels, 5 in cach direction,
giving 125 subvoxcls in total. If a center of a subvoxels lies
within the assumed limits, then it is added to the object
component. The number of subvoxels included determines
intensity of its corresponding voxel.

Table 1 summerizes the details of the object and its com-
ponents. Note, that Ty, Ty and p paramelers are set to values
typical to fat and water ((components no. | and 2 respectively).
Average simulation times achieved to synthesize MR images
arc shown in Table 1, while synthesized images (GE, To*-
weighted) are presented in Fig. 2. Note that relatively strong
T,* weighting of the image lead to almost entire supression
of the signal related to the fat component. On the contrary,
walter with high T constant appears bright on the image.

VI. CONCLUSION

Analysis of the obtained time measurements (see Table 1)
proves ctficiency of the assembled computer grid. Also, grid
management and inter-process communication controlled by
Unix/Linux machines guarantees reliable and stable operation.
Computational speedup scales (almost) linearly with the num-
ber of CPU cores. Time needed to synthesize high-resolution
volumetric images ranges  on average  from 1.5 up o 2
hours per component, depending on the object size. This
appears to be acceptable, especially if compared to the results
achicved by other simulators. This lcads to conclusion that our
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Fig. 2. Synthesized MR image. Gradient echo sequence, TE=15 ms, TR=120 ms, flip angle = 20°

TABLE 1
DIGITAL PHANTOM DESCRIPTION

Component No.  7min'  Tmax® P T Ty
| 2 cm 4 ¢cm | 350 70
2 4 ¢cm 6 cm | 2569 329
1,2 o T

minimal and maximal sphere radii

3 water relative proton density

TABLE 11
GRID PERFORMANCE EVALUATION

Number oli‘orcs 26 30 3éii 38 42 4() 48
1

Time x 10%[s] 129 123 120 114 11 107 102

gird can be expected to produce angiographic MR images in
reasonable times. However, if the number of available cores
occurs insufficient, the archicture of the grid allows its further
expansion on additional units.
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ABSTRACT — 'The aim of the described research is to develop brain
blood vessels modeling algorithm on the basis of three-dimension-
al high-resolution magnetic resonance images. The geometrical
model of vessels will be used to visualize arteries and veins and
to determine their quantitative description. It is expected that
the estimated geometrical parameters of vessels will significantly
complement the results of medical examinations and contribute to
a more objective and accurate medical diagnosis. Geometrical pa-
rameters need to be extracted from MRA image after segmenta-
tion. Most important parameters are: vessel diameter, local direc-
tion and location of vessel endings and bifurcations. In this paper,
the estimation algorithms will be presented. They are developed on
the basis of three-dimensional skeleton of vessels and vessel track-
ing techniques.

Keyworps — Magnetic Resonanse Angiography; blood vessels;
image processing; parameler estimation; diameter; local direction;
bifurcation

l. INTRODUCTION

A.  Problem description

Development of magnetic resonance technology cnables
one to acquire high resolution, three dimensional 1mages.
Time of Flight [1] and Susceptibility Weighted Imaging (2]
techniques combined together in one measurement result n a
full map of veins and arteries [3]. Typically, images have to be
segmented for vessel extraction. There are many approaches to
segmentation [4]. They are divided to two main groups: based
on geometrical modeling and on mathematical morphology.
This paper will focus on the processing step performed after
segmentation witch is  modeling. To produce reliable
geometrical model of vessels one need an nformation about
vessel tree parameters. Those parameters can be estimated
from segmented MR images. Assumption is that estimation
starts from binary, three dimensional image where all vesscl
voxels have brightness value equal 1 and background equals 0
(Fig. 1a). Another necessary input is skeleton of vessels which

will be trcated as center line of vessels (Fig. 1b).

Morphological thinning has been chosen from a range of

different skeleton methods. Morphological thinning is most

suitable for vessel tracking purposes because of maximum
reduction of vessel region. With this approach cach voxel in
the center linc of vessel will have only 2 necighbor voxels
which also arc part of the center line in all-26-voxel
neighborhood. Exceptions are bifurcation voxels (3 neighbors)
and ending voxels (1 neighbor).

a b

Figure 1. a)Maximum intensity projection of segmented 3D MRA image, b)
maximum intensity projection of the result of thinning applied to image (a)

The most important vessel parameters, considered in this
paper, arc: vessel diameter, local direction as well as locations
of vessel endings and bifurcations (Fig. 2). Estimation of
vessel diameter can be performed by using both of those
Images.

Figure 2. Parameters of vessel tree: diameter, local direction, location of

endings and bifurcation
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B.  Methods overview

There are many approaches of diameter estimation.
Majority of them arc using skeleton to obtain center line of
vessel. Method proposed by Sorantin [5] is based on user
interaction. Shortest path between two points determined by
user 1s computed. Chillet [6] suggest to use normal plane and
cross-scction arca. That approach can produce diameter
information for every skeleton voxel. Another method,
employing deformable sphere located at the center line, 1s
proposed by Zhou [7]. Mecthod proposed in this paper is
similar, but based on binary ball structuring clement. The
center of the ball is placed at every voxel of center line, but in
vessels image. Ball starts from smallest possible radius. When
ball contains vessel voxels only, its radius is increased. This
operation is repeated until some part of “growing” ball will
contain background voxels. Local vessel diameter is computed
based on number of iterations and percent of vessel voxels in
last iteration. Tests were performed on digital tube phantoms
with different position and diameter. The aim of the testing was
to assess the accuracy of the estimated diameter.

Another important gecometrical parameters are locations of
bifurcations and endings of vessels. Bifurcation detection in
vessel tree are usually designed for two dimensional images.
To find bifurcation in this space, it 1s enough to use a set of
masks [8] or count ncighbors [9]. AdaBoost method of
Gaussian filter and first and second derivatives of Gaussian
filter[7] are wused for three-dimensional images. Method
proposed in this paper is based on fingerprint line tracking[10],
but performed in three dimensional space. Only center line
image 1s used to find locations of bifurcation and endings.
Ending voxels are casy to find. Endings in center line image
received from morphological thinning have only 1 neighbor.
Voxels detected as endings are pending starting points for
vessel tracking. The 26 voxel neighborhood is checked for
center line voxels. When found it becomes next voxel to check.
Traveled path becomes invisible for later tracking. When
tracking finds more than one path to follow, the path is chosen
randomly and start point of alternative path is added to an
endings scarch queue. When tracking ends in a voxel not
labeled as ending, then that voxel becomes labeled as
bifurcation. In vessel trees with more bifurcations this 1s not
cnough. It may be necessary to search for endings in whole
image alter tracking and making traveled path invisible. Found
endings will also be marked as bifurcations.

Finally, local direction of vessels 1s also an important
parameter to find. Estimation method is in this case similar to
the previous one. Vessel tracking is performed on center line
image, but requires information about all previously estimated
parameters (diameter, bifurcations and endings). Tracking
starts from voxel which is labeled as vessel ending and has
largest diameter. Tracking makes traveled path invisible like in
bifurcation scarch. Local direction is determined in every voxel
on centerline except for bifurcations and endings. When
previous voxel in path is invisible, then examined voxel have
only one ncighbor. Location of that neighbor relative to
examined voxel gives information about local direction. When
tracking finds bifurcation it travels random branch. Beginning
of second branch is added to queue as another starting point.
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Points from qucue are used to start new tracking when previous
one ends (when voxel labeled as vessel ending is found).

I1. PARAMETER ESTIMATION

A.  Estimation of diameter

Diameter estimation is performed in every voxel of vessel
center line. Voxel index is taken from center line image and put
into full vessel image as center of binary ball. Ball radius is
equal to 1 voxel. Inner product of ball is computed. Brightness
value of every vessel voxel equals 1 so inner product value is
cqual to number of vessel voxels inside ball (Fig. 3). When
cvery voxel within given ball radius cquals 1, then radius is
increased. This process is repeated until the ball is fully filled
with vessel voxels. Information about biggest ball radius
without background voxels and percent of vessel voxels in
larger radius is acquired by performing this procedure for every
voxel of the center line.

Figure 3. Visualization of diameter estimation

This information needs proper interpretation. This was done
by using digital phantoms in tube shape. Tubes represents
vessels with different radius (from 1 to 10 voxels) and different
directions in three-dimensional space. Nearly 200 phantoms
(Fig. 4) with known diameter were examined by diameter
estimation algorithm.

Figure 4. Maximum intensity projection of digital phantoms with different
diameters and different orientation

Information about biggest radius of the ball fully filled with
vessel voxels and information about percentage of ball voxels
located inside the vessel at increased ball radius were compared
with information about real radius of phantoms. Aim of
composition was to reduce difference between real diameter
and cstimated diameter.  After error reduction estimated
diameter 1s over 90% correct. Usually mistakes are not greater
than 1 voxel. Example results are shown on Fig. 5.
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Figure. 5 Comparison of diameter estimated by the proposed method with
correct diameter

B. Localization of bifurcations and ending

The algorithm is based on center line image only. Image is
produced by morphological thinning. The algorithm returns
another centerline image but with changed brightness values.
Brightness value equal 3 means that a voxel has been labeled
as vessel ending. Brightness value equal 4 means that voxel is
labeled as point of bifurcation.

Figure 6. Bifurcations and endings estimation steps

First task (Fig. 6a) in the proposed algorithm is to find endings
of vessels. Thanks to morphological thinning, the ending
voxels have only one neighbor in full 26-neighborhood.
Brightness value of those voxels is set to 3. Second step (Fig.
6b) is vessel tracking. Purpose of tracking is to find bifurcation
voxels. All indexes of ending voxels arc put into a qucuc as
start voxels for tracking. Tracking changes brightness value of
current voxel to 2 if current voxel isn’t labeled as ending or

bifurcation. Thanks to that traveled path is labeled and other
tracking won’t follow that path. Neighborhood of currently
examined voxel checking is performed in every step of
tracking. Usually only one unlabeled neighbor is found. In that
case, a found neighbor becomes next voxel to check. When
tracking arrive to crossroads (two unlabeled neighbors found in
neighborhood) further path is chosen randomly. Third case is
end of road (no unlabeled neighbors found). In this case it can
be another ending voxel. If it is (current voxel brightness value
cquals 3), then tracking ends and another tracking starts from
next start point from queue. If current voxel isn’t labeled as
ending it means that this is bifurcation or voxel next to
bifurcation. Current voxel 1s labeled as bifurcation. It may
happen that not all bifurcations are found. Because of that third
step (Fig. 5c¢) repeats searching of ending voxels, but operates
only on unlabeled voxels. Found voxels are labeled as
bifurcations.

There is one issue with the algorithm. Sometimes voxel
labeled as bifurcation isn’t really a bifurcation, but some
neighbor is. This issue requires correction which is realized by
simple loop. If voxel labeled as bifurcation has only two
ncighbors, neighborhood of that voxel is searched to find voxel
with tree neighbors. If such neighbor was found, then it
becomes labeled as bifurcation and voxel previously labeled as
bifurcation becomes part of center line. This procedure is
enough to detect all bifurcations in rcal MRA image.
Algorithm testing on more complicated digital vessel tree
phantoms showed that when number of bifurcations in vessel
tree is large then not all of them are detected. Because of that
estimation algorithm became iterative and is repeated on
unlabeled voxels until there are no unlabeled voxels left in
entire image. Thanks to that, localization of bifurcations works
well regardless of vessel tree complexity.

C. Estimation of local direction

Local direction estimation results in new image of vessel center
line with changed brightness values just like in bifurcation
estimation. In this image brightness value represents local
direction in every center line voxel except for endings and
bifurcations. Spectrum of those values is from | to 26 just like
number of neighbors in three dimensional space. Information
about previously estimated parameters like diameter, endings
and bifurcations is required to create such image. Local
direction is estimated through tracking similar to that used is
bifurcation estimation. Tracking starts from voxel with biggest
diameter which is labeled as ending. Traveled path is labeled to
make it invisible. Examined voxel usually has one unlabeled
neighbor. Position of that neighbor in one of 26 directions is
written as brightness value in output image and found neighbor
is set as next voxel to examine. If currently examined voxel is
labeled as bifurcation then randomly chosen unlabeled voxel is
set as next voxel to check and index of other is put into a
quecue. When tracking arrive in voxel labeled as ending, then
next voxel index is taken from queue and new tracking starts.
When queue becomes empty and some unlabeled voxels are
stll in image, whole process is repeated only on unlabeled
voxels. This is necessary because in real MRA image of brain
there are two main arteries without any connection.
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I1I.  FUTURE WORK

Proposed solutions need further improvements. Bifurcation
and ending estimation still generates minor mistakes and must
be reviewed. Another important modification will be diameter
estimation performed on gray scale images by computing
standard deviation inside ball radius. This will allow to express
diameter as real number instead of natural number. When all
parameters will be estimated correctly then vessel modeling
can be started.

Figure 7. Model based on cylinders and trapezoids

Model will be based on cylinders and trapezoids like in Fig.
7. All gathered information about vessel parameters will be
useful while building model. Reliable 3D model of real brain
vessels can be used for blood flow simulations

(1]

(2]

6]

(7]

(8]

[10]
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ABSTRACT — In this paper we present a novel method of medi-
cal CT data segmentation using explicit atlas-type knowledge and
Active Appearance Model (AAM) as a principal segmentation tool.
New approach of automatic landmarks creation for AAM is pro-
posed. Obtained results of automatic segmentation of prostate
image in the CT scans are compared with true outlines drawn by
medical doctors during the radiotherapy planning and with the
Active Shape Model (ASM)-based segmentation tested by us be-
fore. Using ASM turned out to be better than AAM.

Keyworps — ASM, AAM, CT, segmentation, prostate radiothera-
phy, atlas segmentation

I. INTRODUCTION

High numerical power of contemporary computers makes
available application of many different advanced algorithms
supporting biomedical diagnosis and therapy. In particular,
thanks to this, complcx procedures of biomedical imaging can
be much casier, wider and faster cxploited at present. It is
cspecially 1mportant in medical radiology where X-ray
technique 1s a standard tool used for, both, medical
imaging/diagnosis of cancer changes (with low radiation dosc)
and their radiothcrapy/trcatment (with high radiation dosc).
In both tasks the computed tomography is used and its
functionalitics (reconstruction speed, accuracy, cic.) should be
improved together with associated data analysis and
processing (scgmentation, registration, etc.).

A prostate cancer is onc of the most common cancer in men.
Age and genetic predisposition arc its main risk factors.
Choosing medical treatment depends on the discasce advance,
patient age and co-existing illnesses. In radical treatment of
locally advanced cancer, a surgical treatment is preferred for
younger persons while for older oncs - the radiotherapy.

Before the radiotherapy the computed tomography (CT)
examination/imaging is donc and resulting data arc used for
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Swigtokrzyska 15, P1.25406, Kielce, Poland
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preparation of treatment plans. Tt is nccessary to delincate the
cancer tissuc in the transverse CT images (i.e. to mark the
GTV = Gross Tumor Volume) as well as to contour anatomical
structures  that should be particularly protected against
radiation. In most clinical cases a region to be radiated,
attacked by the cancer, consists of the prostate and scminal
vesicles while rectum, bladder and heads of femurs (tight
bones) should be not radiated.

In this paper, a problem of GTV scgmentation is presented.
The main problem in the prostate radiothcrapy is a low quality
of the CT data causing that indicating the border between such
anatomical structurcs like bladder and prostatec is very
difficult. Since a priori information can significantly help
interprct new data that arc analysed, nowadays scgmentation
algorithms are supported by an additional explicit knowledge,
very often in the form of medical models and atlases, and
work much better than simple unsupcrvised solutions.
Scgmentation of a new CT can be guided by a pixel-type or a
contour-type information cxtracted from available CT (the
samc modality) [1,2] or MRI (different modality in which soft
tissuc is better visible) |3,4] databases. Active shape models
(ASM) [5] and active appcarance modcls (AAM) [6,7] are
knowledge cxtraction (approximation) methods used for
building statistical gencralizations of collected data coming
from different realizations of the same or similar objects, c.g.
human faces. The AAMs have been already widcely appliced in
3D medical image scgmentation [8]. The main problem
making thcir application difficult is required consistent (strict
correspondent) medical landmarks placement over a large
databasc (c.g. medical annotation of the same points of the
samc human organ in many CTs of different patients). Some
solutions to this problem has been alrcady proposed and
applicd [9,10] but the problem is still opened.
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COMPARISON OF AS/W AND AAM-BASED SEGMENTATION OF PROSTATE INMAGE IN THE CT SCANS FOR RADIOTHERAPY PLANNING

In this paper we address a problem of segmentation of the
prostate 1mage in CT scans, supervised (aided) by explicit
statistical active appearance model of the prostate build by
AAM (mean value and its perpendicular deviations) in similar
way as in [11] where the ASM was cxploited. Consistent
placement of prostate landmarks in many CTs, required by the
AAM, has been solved in a novel way. All CTs have been
registered in a groupwise manner using the free form
deformation method with B-splines (global and local voxel
adjustment)  [12]  what allows, in conjunction with
interpolation and using inverse deformation  ficld  with
geometrical correction, to find sets of strictly corresponding
landmarks. These sets were used by AAM to a statistical
prostate shape calculation. Manual landmarks' scts generation
on the mean CT 1s also possible.

The paper consists of introduction, bricl state-of-the art
problem description, presentation of the proposed method
(training data generation, statistical model of prostate image

construction and AAM-based scgmentation), presentation of

obtained results in comparison with ASM methodology used
in [11] and their discussion.

I[I.  PROPOSED METHOD AND METHODOLOGY

The main problem cxisting in application of the 3D AAM
technique is appropriate creation of corresponding (consistent)
landmark scts of training data. It 1s a direct consequence of the
requirement that cach landmark marked in one training data
should correctly correspond to the same point in other training
data. This feature is very difficult to obtain from practical

point of view since medical doctors mark arbitrarily sets of

landmarks and the landmark consistence (correspondence)
should be obtained in large database, especially in 3D. The
same problem exist for the ASM that was exploited in our

previous work [11]. Otherwise an incorrect parametrisation of

the object would result. Another solution is to generate correct
sets of landmarks automatically. Frangi et al. [13,14] proposcd
registration of an analysed data to an available atlas using
quasi-affine rigid global transformation and local non-rigid
clastic transformation. Landmarks themselves are put in the
atlas data, copied to the registered analysed data and then
projected back to the atlas aligned-coordinates using inversc
of the known clastic transformation. Next, AAM can be
performed on consistent scts of landmarks associated with
data of interest. The other solution is to realize jointly a rigid
global and an clastic local transformation [15,16] or to rc-
sample all training data into the same number of slices by
interpolating clliptic Fourier descriptor (EFD) cocfficients
[17].

In this paper a segmentation of the prostate image in the
CT scan using the AAM technique [6,7,18] in connection with
group wise registration [12] is proposed. Such approach
cnsures automatic landmark creation. Its differences in respect
to [13,15] and [1] were stated in the introduction. In the first
part of the rescarch the prostate statistical model was built.
Available CT images of prostates of different patients were
registered to one arbitrary chosen co-ordinate system in voxel-
to-voxel manner, 1.c. cach CT image was processed by the
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global affine and local B-spline transformations (FDD
method) [12]. Using found values of transformations'
parameters prostate contours annotated (drawn) by medical
doctors were transformed from the input CTs to the common
co-ordinatec system, then averaged and interpolated (re-
sampled). The resultant approximation was next transformed
back to cach input CT. Then, a gcometrical correction to the
medical contours was donc followed by the ICP (Iterative
Closest Point) method. This way the sct of CTs with
corresponding prostate landmarks was obtained. Its possession
is absolutely necessary on input of active shape modcling
(ASM) procedures but usually 1t 1s very difficult to get.
Finally, the AAM of the prostate based on the Kroon's
implementation [ 19] was built, namely: the prostate statistical
shape, texture spread of its points and their variances in
perpendicular direction to the surface correlated with the
texture. In the second part of the research, an exemplary
automatic segmentation of prostate images for 9 validation CT
sets was done. Results obtained for the AAM method were
compared with the similar ASM application [11] for the same
test set.

I11. TRAINING DATA GENERATION

The idea of the applied training data generation for the
AAM is presented in Fig. 1. First, the automatic groupwisc
registration 1s performed, 1.e. cach image is registered to one
coordinate system and its deformation ficld T;in respect to this
system is found. The coordinate system (the reference) is not
defined explicitly, but is calculated implicitly by constraining
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the average deformation to be the identity transform [12]. In
the groupwisc registration framcwork, we have chosen the B-
splinc Frecc Form Dcformation (FFD) working in 3-level
multiresolution scheme, proposed by Ruccket et al. [20] to
registration of MRI breast images. The non-rigid B-Spline
FFD was combined with an affine transformation:

T(X, y, Z) = Tlocal(Tglobal(X: y, Z)) (l)

where T, is the affine transform and T... is the deformation
model bascd on B-splines. The affinc transform allows to
compensate a paticnts body posc while the B-splines — a local
deformation between the data. Calculation of deformation
ficlds was donc using implementation given by Balci et al.
[12].

Then, a set of M p = [X,, 9124, ..., Xpo ImZum] landmarks
on gradicnt of the mecan CT I was calculated (i-th arc
landmarks  coordinates). Knowing the N forward
transformations of N CT data scts we can calculate the inverse
(backward) transformations T;"! (i = 1..N) what allows to map
landmarks from thc mean CT to individual data used to the
mean CT creation. Resulting positions were corrected using
the ICP method and a distance to the doctors contour. Finally,
we reccived N vectors of landmarks corrclated with the
training data with correspondences between them kept:

Pk = Ti—l[fl:}A’lel' s Xpgs I (2)

IV. MODEL CONSTRUCTION

Creation of the statistical model of the prostate image is
based on the Active Appcarance Model algorithm introduced
by Cootes ct al. [20,22]. During its construction the following
quantitics werc computed:

e mcan shape P of landmarks p;:

= 1
P=25Yp, 3)
Pi = Ti_llfl'?lﬁll s Xrs IuZu] 4)
e covariance matrix Sp:

Sp = N—i—lziil(pi -P)(p, - P)
(5)

e cigenvectors @ ol S, (using principal component
analysis (PCA)):

Sp®Psi = 4Py (6)

D = [Py, Py, - Pyom] (7)

e vector bg such that for any @ the following cquation
holds:

n=P+db,, b, =[by by ..b,,l (8)

The vectors @g and bg represent, respectively, main
directions of mean model changes and variances along these
directions. Since cigenvectors with higher indexcs have
smaller deviations, only the ¢ largest cigenvalues were retained
which allows to reduce dimensionality of the model. The final
shape modcl was described by:

n= F + q)stbst (9)

As most shapes are within the range 30, knowing vectors @y,
and by, a ncw shape @, which is not derived from the training
data, can be gencrated.

As a result of the mentioned above operations, the Active
Shapc Modcl (ASM) was obtained. To build the AAM on its
base, the following quantities were necessary:

e a vcctor g achicved by warping prostate textures of
cach CT to the points of th¢ mecan shape, and
normalized using a lincar transformation:

g~ (g_“gl)/ag (10)

where g i1s @ mean texture, 1 18 a vector of ones, u,
and g/ arc thc mcan and variance of clements of g,

e a texture model computed in the same way as the
shape model:

g = g + <l)gtbgt (11)

e a vector ¢ of correlations between the shape and

texturc, which arc lcarmed to gencrate a combined
appcarance modecl in the way dcescribed in [22].

Finally, the obtained AAM can bc defined by cquations:

n=P+ Q. (12)

g=g+ Qgc (13)
where Qs and Qg are matrices describing the modces of
variations, derived from the training sct.

V. SEGMENTATION USING AAM

To initializec the AAM algorithm the statistical model of
the prostate image is approximately fitted to the image data by
the global transformation Ty What gives:

n= Tglobal(l_) + @, by) (14)

During matching voxels g;,,, containcd in a region of the
image pointed by the vector I, are sampled and projected into

the texture model frame g, = Tg]éba,(gim). As the current

modcl texture is given by g, = g+ Qgc, the error vector
(measured in the normalized texture framc and describing
differences between a present image and the modecl) is given
by:
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l‘(h) = 8s  8Bm (15)
where h = (¢, s,0,11;) represents the following parameters of
the model: correlation between shape and texture, scale, pose
and current landmarks positions.

Let us assume that an RMS of the vector r clements is a
convergence measure, E(h) =r'r. Its first order Taylor
expansion is equal:

ar

r(h + 6h) =r(h) + ﬁSh (16)
and a value of §h which minimizes the formula |r(h + §h)|?
1s to be found. Setting equation (16) to 0 leads to the following
solution:

. -1
(3rrI (')r) arT

8h = —Rr(h),R = (an oh) o

(17)

The AAM algorithm is started near the target and realizes the
following steps [20]:

I. projecting texture sample into the texture model
S _ 1 .
[rame by g, = Tgl()hal(gim)*

2. calculating the current error vector E(h);

3. computing predicted parameters of the displacement
vector Sh = —Rr(h);

4. updating th¢ model parameters h = h + k&h, initial
value of & 1s equal 1;

5. computing new points, I1" and the model frame
texture gi,:

6. sampling the image at new points in order to get gi,,,:

1 . » = AYAS — _]
7. calculating a new error vector 1’ = Tglobal,(g;m).
Steps 1-7 are repeated until
8. Changing valuc of £ t0 0.5, 0.25 ctc. unless |r'|?< E,

then obtained valuc of the vector h allows to compute

positions of landmarks what is considered as the final result of

matching and treated as the segmentation result.

V1. RESULTS

In order to build an atlas and to train the AAM model we
used 1mages coming from 14 patients and the same
conventional CT device. As the proposed method finally
should find application in positioning patients during the
irradiation, for algorithm validation a set of 9 scts of different
CT scans performed on Siemens CT-on-Rails were used.

All CT scans were acquired without contrast enhancement.
In axial planc the training images had 512 on 512 pixels, while
cach validation set has different size. Images used for both,
validation and training had 1 mm resolution for 5-mm thick
slices.

Contours of cach patient’s prostate, manually drawn by the
same medicine doctor, were considered as correct shapes. As a
measure of validation accuracy a Dice cocllicient has been
used.
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Figure 2.
with the ASM-based (left column) and AAM-based (right column) algorithm
for three different patients. White contour - doctors outline, black contour -
results from the proposed method

Exemplary results of segmentation using the proposed method

In [11] there was presented a similar approach to the same
problem but making usc of the ASM as a segmentation
algorithm instcad of the AAM. Despite using all image
information including textures by the AAM, a low contrast,
lack of specific features and similar appcarance of the
neighbouring organs textures caused that the obtained total
accuracy of the AAM-based scgmentation algorithm was
lower than for the ASM. Using AAM as a segmentation tool
led to automatic delincation with mean efficiency specified by
Dice coefficient 6=0.652 and with standard deviation
6-0.0663, while the intensity gradient-oriented ASM allowed
to obtain §=0.812 and ¢-0.045. Both algorithms were tested
using Matlab on a PC class computer with 2.0 GHz Dual Core
processor and 4GB RAM memory. Matching model to the
prostate structure on CT scans takes the AAM and ASM about
30 and 120 seconds, respectively. Exemplary results are
shown in Figure 2. It should be noted that the ASM algorithm
was performed on gradient images of CT data in our
experiments.

VII. SUMMARY

In the paper we presented the method of automatic
landmarks propagation and the new algorithm of secgmentation
of prostate image in the CT scan exploiting the AAM
technique. Efficiency of the proposed solution has been
confirmed by visual examinations and compared with outlines
performed by a radiotherapy specialist. In our future research
we plan to use the presented approach to create a system for
automatic scgmentation using models of other organs like
bladder, rectum pelvis ctc.
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Noninvasive Articulograph.
OMAP Architecture in Visual Signal Processing

mgr inz. Mirostaw Sobotka
Faculty of Electronics and Information Technology
Warsaw University of Technology
Warsaw, Poland

ABSTRACT — The concept of USG based noninvasive articulo-
graph has been presented for speech production registration. The
proposed articulograph is a portable device with OMAP board as
a signal processor unit. Combining the information about tongue
position and labiograms the progress in linguistic theory of speech
can be expected.

L. INTRODUCTION

What is Articulography? There is no one definition of the
therm of Articulography but shortly and simplifying we can
define it as a measurement of moving parts (articulators) of
speech apparatus in specch production process. The main
problem was how to record it without interrupting the natural
process of speech. The second problem is how to record
movement of articulators located inside the specch apparatus.
Logopedics hcavily analyze the movement of lips. When it
comes to analysis of tonguc movement the procedurc ts much
more complicated. The science tried to find the solutions for
the problem by introducing palatography [1]. The mcthod is
very inconvenient for the paticnt. More convenicnt way was
articulography introduced by German company called Carstens
Medizinelektronik. The method is reasonable convenicnt for
patient but the procedure is very complicated.

Working previously on subject of speech reconstruction for
people with partial or full laryngectomy thc idca of
reconstructing of the specch from information other than audio
data. Serics of expcriments let to conclusion that visual
information coming from mouth is insufficient. The natural
way is to extend visual channcl by adding the data from tonguc
position. We should emphasis here that audio information was
unavailable and whole procedure should be bascd on any other
information channel. Experiments performed with USG
devices brought promising rcsults. Device based on USG and
dedicated for tongue tracking docs not cxist on thc market.
This initiative has the goal of creating system for rescarch
purpose and maybce commercial usage as well. The interesting
aspect is to verify if lack of positive back propagation of
process influences the articulatory movements. The goal of this
work is to find cheap and convenient for patient mcthodology
of registration hidden articulators.

Inspiration for the project was palm sized USG devices
offered by companies from China. Usage of mixed DSP and
ARM architecture allows minimize the size of device and

prof. nzw. dr hab. inz. Antoni Grzanka
Faculty of Electronics and Information Technology
Warsaw University of Technology
Warsaw, Poland

power consumption together with maximization of processing
powcr.

The project is in very initial stage duc to lack of the cheap
USG hcad with well defined and standardized communication
interface.

I. SCIENTIFIC GOALS

The main scientific goal is to verify ability of ultrasound to
track thc movement of the tongue. Other goal is to analyze the
movements of articulators like tonguc shapes and position in
vocal tract during spcech production. There is a great interest
in cvaluation of the tract gcometry in speech rescarch
applications as well as in medicine and other application arcas.
In the carly studies the X-ray radiography has been utilized,
however this method is limited to small counts of subjects as
the test is invasive and demands large equipment. The modern
MRI, clcctromagnetic articulography, palatography pose
similar disadvantages. Looking for thc noninvasive, portable
technique we propose ultrasonography as the method of tongue
imaging. We will present the proposal of research combining
of labiograms and USG for construction a portablc device.
There arc few cxpected applications of the proposed
instrument. The speech therapists would cvaluate the quality of
expression looking at the source. W arc going to reconstruct
the specch of persons after laryngectomy where USG is
supposed to bring the key information. And finally we would
like to evaluate the precision of the technique.

Once proven and implemented tcchnology mentioned
above the authors will focus on attempts to takc dialog with
theorics like Distinctive Regions Model (DRM) [Mrayati 1988]
and quantal theory of spcech [Stevens 1989

[II.  MEANING FOR SCIENCE AND INDUSTRY

In speech production process there arc some arca of
knowledge, espccially in medical context, which require decper
knowledge. Main instrument for information coding in human
voice communication is articulatory apparatus. This project
will focus on vocal tract, articulators movements and voicc —
all participants in specch production. Most result of rescarch on
oral cavity during speech comes from invasive methods like
palatography, clcctromagnetic articulography or radiography.
Mecthods proposcd in projects, based on ultrasonography are in
initial stage in this arca of usage [Stonc 2005]. The technical
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part of this project will be a challenge and should produce
significant volume of information as it will be evaluated on
large set of patients. There is assumption, in speech
communication the most significant role plays so called
transicnt states. We can find the quantity of scientific activities,
which were focused on mentioned above site of speech
production process. All of them have deductional character and
require more empirical verification. As sample of deductional
model we can present Distinctive Regions Model DRM
[Mrayati 1988]. DRM model is in the center of wider
deductional approach leading to explanation of voice
phenomenon including speech [Carré¢ R 2009]. Example of
success in building phonetic model based on deduction 1s
publication [Liljencrants 1972], where author tries to explain
phonetic structure of vowel system based on articulators model
and perceptual contrast rule. The result could be achieved by
the introduction of numerical interpolation of maximum
contrast rule. Perceptual contrast has a long tradition in
linguistic [Jakobson R 1941].

It 1s also worth to take challenge of resecarch on quantal
thecory of speech  [Stevens 1989]. By invoking acoustic
stability criteria introduced vowel formants. This kind of
rescarch try to take assumption from the higher level, in kind of
acoustic contrast maximization, minimum cffort or simplicity.
Speech production system and it’s perception is treated as an
effect of evaluational process. This process is driven by the
main cvaluational rules applied to human articulatory apparatus
including vocal tract. Initially it was a tube adopted and formed
later for communication process. Effort minimalism in control
of communication was the major criteria which nature used to
drive evaluational process of adaptation articulatory system.
To bring something new in that knowledge, it will be defined
new noninvasive mcthod of registration of articulation. For
many years such role played introduction of palatography.
Palatography has proven, that thru the control of contact of
tongue with palate, it is possible to estimate dysfunctions of
speech and judge advances in removing them.

Some part of research activities will be focused on speech
synthesis ability based on articulators state. Hidden Markov
Model will be used for mentioned above task. Pioncers in this
arca using methods of clectromagnetic articulography were
scientific institution in Japan [Ling 2010]. In system where
HMM computation is used to estimate articulators movements,
the phase of learning is based on pre-recorded features of
articulators  linguistic context labeling.  When  text i1s
complemented with acoustic features, the phase of HMM
lcarning is started.  The model is able to detect the
dependencies acoustic and articulators movements. In speech
synthesis process optimal trajectories of articulators arc
generated from learned models. Maksimum likelihood (ML) is
used for computation of optimal trajectory [ Tokuda 2000].

Other aspect of rescarch is the attempt to build the system
for reconstruction of the speech in situation when one element
of vocal tract does not function properly. As example will be
taken the case of patients after partial or full laryngectomy.
These people use so called pscudo whisper. The approach is to
reconstruct the voice from articulator movements

Building of the noninvasive system for analysis of
articulatory movement will give researchers new device for
verification of theories which have so far deductive character.
Authors have also the idcas of usage modified version of the
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device in commercial products. Mainly it will target building
cquipment for reconstruction of the speech for people with
laryngectomy.

IV. THE SOLUTION

A.  Hardware and sofiware

USG head should be placed under the jaw of patient. The
mounting should be stable and convenient for patient. USG
signal 1s interpreted by signal processing unit. Coordinates of
tongue surface could be passed to dedicated PC or interpreted
and visualized by OMAP board. Whole process can be
synchronized with sound and video of lips movements. USG
head is the simple lincar type, idcally with USB interface.
Target system should use USG head with two orthogonal lines
of sensors. Cross like shape allows to record 2D position of the
predefined points on the tongue. Third dimension is take based
on the distance of the point from the USG head

USG head

Patient

oooo

Signal post-processing
and results visualization

USG signal
processing unit

In experiments following hardware and software was used:

I. BeagleBoard (OMAP 3.5 ) from Texas Instruments. OMAP
architecture offers hybrid architecturec with multipurpose ARM
processing unit and dedicated DSP (C64x family). Heavy
algorithms can be optimized for DSP architecture. General
purposc tasks (visualization) can implemented on ARM core.
Next generation OMAP 4 architecture offers two general
purpose ARM cores and better DSP unit. Evaluation board
worked under Linux Angstrom control.

2. USG device with USB interface called Sontrance
(http://www.sontrace.com). It was provided by company called
Draminski . It is simple and relatively cheap device but biggest
advantage is USB interface. USB interface allows casy
integration with OMAP evaluation board. Initial recording of
tongue position were performed using standard hospital USG
device.

3. The softwarc implementation is done in C++. For DSP
utilization, DSPLink from Texas Instruments was used.
Compilation for the target system was done using dedicated for
BeagleBoard Toolchains.  As compiler gee together Eclipse
IDE was used.

B. Results and final goals

Experiments were focused on the visualization of tongue
surface. The surface of tongue has high impedance for
ultrasound. As a conscquence in USG images tongue 1s very



well shown. Below is the example sequence of images for D
vowel.

As the result of signal processing, the system should create the
4D (3D in time) representation of the articulatory movements

V. APPLICATIONS

A.  Measurement tool

The device should be able to produce result with accuracy
to be sufficient for measurement purposes. The biggest
problem is to define the coordinates system. The other obstacle
is to guarantee the stability of coordinates system. As reference
it can be used system AG500 German company called Carstens
Medizinelektronik. (http:/www.articulograph.de/ )

Verification of the results should be performed by

Logopedics and Phoniatrics institutions

B. Device for reconstruction of the speech

Thesis: Information about the shape of the lips and the
tongue location should be sufficient to recognize the vowel.
The sequence should lead to recognition of the word.

In this solution, the simplified version of the articulograph
is used as system extending the support vector for classification
of the vowel based on visual information from shape of the
lips. The solution uses camera recording the lips movement
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and articulograph for the information about tongue position.
The processing unit can be based on OMAP4 or combination
of dedicated DSP system connected to PC. At the moment
experiments are performed using OpenCV library optimized
for T1 TMS320 architecture and Support Vector Machine for
classification.

VI. WHny OMAP

OMAP architecture becomes recently more popular mostly due
to development of smart phones. The major advantages of
OMAP arc:

I. The mixed architecture — general purpose ARM unit and

specialized DSP unit

2. Relatively low power consumption. For the experiments, the
author used BeagleBoard xM (OMAP 3.5) and PandaBoard
(based on OMAP 4) cvaluation boards. The power
consumption of both boards varies from 5 to 10W. It is very
satisfying result for fully autonomic system.

3. Strong support from open source community. OMAP bascd
cvaluation boards were able to run Linux distributions. It is
also possible to find off-the-shelf specialized professional
libraries like OpenCV.

4. OMAP based system can be build as fully autonomic system
focused on particular processing tasks. Only results can be
exchanged with master system.

5. Strong support from companics using OMAP in own System
On Chip solutions. Very good example i1s Texas Instruments.
The company offers professional librarics for DSP modules of
own chips. Library like DSPLink can be obtained free of
charge.

6. Low heat emission. Heat emission can be critical in medical
application.
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ABSTRACT — 'lhe purpose of the study was to determine whether the
level of commercial emission is higher than the level of regular pro-
gram and to check if the commercials broadcasters follow the recom-
mended levels of loudness. The paper shortly reviews some chosen
methods of volume measurements specified in the I''U and EBU rec-
ommendations. Then, it describes a prototype of a system implement-
ed in Embarcadero C++ Builder 2010 which carries out automatic
evaluation of loudness using the recordings acquired directly from TV
programs. In the end, the results of the measurements obtained for TV
commercials are shown, and the conclusions are drawn. 'The final Sec-
tion outlines also future work being planned.

Keyworps — Content classification, Detection of TV commercials,
Loudness measurements

l. INTRODUCTION

The problem of oo high level of TV commercial emission
level can be obscerved in almost all countries. Watching
programs interrupted by loud commercials, adverts is
burdensome and significantly affect the viewer's comfort. This
problem relates not only to sound but also to thc image.
Commercials arc very ofien broadcasted with a higher contrast
and with more frequently shot changes. Those actions have to
attract the attention of a potential client. In Poland, the KRRiT
(National Broadcasting Council) regulation on  program
cmission level [6] scts that the emission level should be
determined on the basis of the multichannel sound lcvel
objective measurement algorithm. The algorithm proposcd by
KRRiT is bascd on the ITU (International Telecommunication
Union), BS.1770-1 reccommendation [8].

This paper includes a short review of some methods and
recommendations on analyzing cmission level of audio-video
signals and describes the developed  Automatic  Analysis
System of the TV Commercial Emission Level.

II.  PARAMETERS DEFINITIONS

Before a brief description of chosen loudness measurement
mcthods 1s given, some of the parameters should first be
recalled:

- emission level - sound pressure level, expressed in LUFS or

LKFS, used to describe  loudness of TV programs;

- loudness - attribute of auditory sensation in terms of which
sounds can be ordered on a scale extending from quict to loud

(1];

- sound pressure level - logarithmic measure of the effective
sound pressure of a sound relative to a reference value;

- dB SPL - decibel unit used to describe sound pressure level;

- LKFS - Loudness, K-weighted, relative to full scale
loudness standard designed to cnable normalization of audio
levels for delivery of broadcast TV and other video [4]. LKFS
is standardized in ITU-R BS. 1770 [8];

- LUFS - EBU loudness unit, related to full scale, described in
EBU R 128 [3].

I11.  DESCRIPTION OF CHOSEN LOUDNESS MEASUREMENT
METHODS

A.  Methods and regulations on loudness measurement

This Scction describes some of the methods concerning the
TV program loudness mcasurement. First, 1t should be noted
that all official reccommendations usc loudness parameter 1n
contradiction with its physical definttion. However, to maintain
consisteney, the authors of this  paper use loudness parameter
in the same context as rccalled in the 1TU-R.1770-1
rccommendation. The ITU-R.1770-1 and the EBU R-128
recommendations are the basis for the objective estimation of
loudness  and  provides requirements  for  the  loudness
measurement method.

B. Equivalent Sound Level Measurement

The cquivalent sound level Ly, is defined as the level of the
stecady state audio signal that has, over a given period, the same
cnergy as a fluctuating sound. The cquivalent sound level is
commonly used in mcasuring cnvironmental noise pollution
but it can also be cmployed to measure loudness (using
Revised Low Frequency B-weighting curve; RLB) of mono
audio signals [8]. The revised RLLB analyzer implements a
mcthod of sound level measurement especially designed for the
monitoring of broadcast audio level. RLB 1s similar to B-
weighting, except that the high frequency transfer function is
flat instcad of having a hgh frequency roll-off. This spectral
weighting was found to be an cffective objective measurcment
of loudness of typical broadcast material by Soulodre (2004)
[10], and is rccommended for use by the International
Telecommunication Union [2][8]. It 1s a fully functional
mcthod, which requires low computing resources and gives
satisfying results. Ly, 1s defined as follows:
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Tx
Lg, (M=10log - f, = dt] (1)
Raf

where: W - used weighted curve,
Xy - signal at the filter input,
Xges - reference level.

The block diagram of the cquivalent sound level (RLB)
meter is shown in Figure 1.

Frequency X5

Leg (W)
weighting > z
W \

vr

Figure 1. Block diagram of equivalent sound level (RLB) meter

C. Recommendation ITU-R, BS.1770-1

International recommendation ITU-R, BS.1770-1 [8]
describes audio signal (mono and multichannel) measurement
algorithms, which are used to present subjective loudness in
numerical form. The measurement procedure does not include
the low frequency effect (LFE) channel.

Figure 2 shows a block diagram of loudness measurement
in multichannel system. The first step of the algorithm
developed by ITU is pre- filtering of cach channel. The pre-
filter characteristics is shown in Figure 3, the block diagram of
this filter is presented in Figure 4. In Fig. 3 the first stage of the
pre-filtering takes into account the acoustic effects of the head
(high frequency acoustic waves reflections), where the head is
modeled as a rigid sphere [8].

—"-—[ Pre-tilter H RLB filter }—‘\-—LMcan squarce }—A—L_(:_—

—“—ol Pre-filier RLB filter Ye Mean square G,
5 ¥ Foudness
———.{ Pre-filter H RLB filer - Mean square G Z
_‘—.{ l‘n‘-ﬁllcrﬂ RLR filter ) Mean square G
._'..\_.[ Pre-filter H R B filter l-éa—{ Mean square —=<1 G,

Figure 2. Block diagram of the loudness measurement according to ITU,
BS.1770-1 [8]

Table 1 contains pre-filter cocefficients, appropriate only for
the 48kHz sampling frequency. In other cases, different
cocfTicient values should be chosen to obtain characteristics
consistent with Figures 3 and 4.

TABLE L. TABLE OF PRE-FILTER COEFFICIENTS TO MODEL THE
ACOUSTIC EFFECTS OF THE SPHERICAL HEAD

- - by 1.5351248595697

a -1.690659293 18241 b, -2.69169618940638

a 0.73248077421585 b, 1.1983928 1085285

The second step of the algorithm is high pass filtration
which uses the RLB weighting curve. Figure 5 shows RLB
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weighting curve. The block diagram is the same as initial filter
(Fig. 4). Filter cocfﬁucnts are prcsc.ntcd in Table ll

L] pe———pe——t T

87

Relatve level (dB)

D Rmsechomticti b 2L AT S e

o 1’ 10 10

Frequency (Hz)

Figure 3. Pre-filter frequency characteristics taking the acoustic effects of
the head influence into account [8]

—(3) " 3(T)
N

l

-

e /
o 1 b

Figure 4. Block diagram of pre- and RLB filters of 2™ order [8]

TABLE 11 TABLE OF THE RLB FILTER COEFFICIENTS
- - bo 1.0
a -1.99004745483398 b -2.0
a 0.99007225036621 b, 1.0

Relative level (@)

=20 pff-rdiemrie

-30

) lig w 10
Frequency (Hz)
Figure 5. RLB filter frequency characteristics

The next step of the process is the calculation of the root
mecan squarc value of cnergy, in time period 7 (2). The

optimum time interval 7 is not proposed in the
recommendation.
_ 1 ,T 5
2=z Jp ¥ dt )
where: y; - signal after both filtration operations,

i - L, R, C, Ls, Rs (all used channcls).
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Alter calculating z; for all of the channcls the loudness can

be computed according to (3). The loudness unit is LKES or

LU (ILKFS = 1LU ~ 1dB) [8].

loudness= - 0.691+10lbg XY Giz; (3)

where: N - number of active channels
G; - channel weighting coefficient (helps to account
source location relative to the head)

D. EBU R-128 recommendation

The algorithm proposed by Europcan Broadcasting Union
[3] organization expands the ITU algorithm by adding some
new parameters, for example: Program Loudness, Loudness
Range or True Peak Level. The loudness measure process is
similar to the ITU, BS.1770-1 algorithm, however the gating
block is added. However, it should be added that recently, the
revised version of the ITU recommendation (BS.1770-2) has
been prepared in which the gating block was applied [9]. The
gating function prevents taking low-level signals into account.
EBU recommendation also changes the loudness unit from
LKFS to LUFS.

IV.  ASSUMPTIONS OF THE DESIGNED SYSTEM

The main purpose of the system is to sce whether
commercials are louder than other programs. The system
assumptions are as follows:

e  Windows application,

e automatic detection of commercials in an analyzed
signal and information the user about the beginning
and the end of a commercial block,

e implementation of the ITU and EBU loudness measure
algorithms according to reccommendations,

e an offline mode implementation, which enables the
user to import an audio signal, extracted from TV
recording (sterco wave format, 16bit, 48kHz),

e Presentation of the loudness to the user after the
measurement process is completed.

V. DESCRIPTION OF THE DESIGNED SYSTEM

The automatic Analysis System of TV  Commercials
Emission Level is, according to assumptions, a Windows
application. It has implemented both, ITU and EBU
algorithms. In the current version the system does not have the
online mode. The application engineered detects commercials
in the mmported audio track and mecasures loudness and
loudness range (for the EBU algorithm).

The analysis starts with sclecting an algorithm. The next
step is the audio file selection. After the file is sclected, the
analysis process starts. Figures 6 and 7 show the application
interface during the analysis process. All of the results arce

saved in a single text file, which enables the user to find out if

the commercial block is emitted at a higher level than the other
TV program content. The used detection algorithm is based on
music recognition algorithm developed by the Shazam
Entertainment Ltd [12]. The method uses only audio tracks for

analysis, which enables the developer to implement it in both,
TV and radio commercial detection.

wibn: T QR TR0 FRNCRNI LI e

Figure 7. An additional window showing information about beginning and
the end of commercial

The basis of mmplemented algorithm is the spectral

fingerprint of a commercial jingle. Fingerprint description

must be created manually for cach TV channel. The idea of the
spectral - fingerprints is based on time offsets between
characteristic points of the spectrogram. Figure 8 and Table 111
show the principal ideas behind the system working.

i e H L
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Figure 8. A commercial jingle spectrogram with marked characteristic
points

TABLIE 111. FREQUENCIES AND TIME OFFSETS OF EXAMPLE FINGERPRINT

CHARACTERISTIC POINTS
T
‘ Frequency [Hz| ‘ Time offset [sample]
[ 3
i

1250 (anchor point) 0 :
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Implemented algorithm is scarching for the anchor point of
the prepared fingerprint. Once the anchor point is detected, the
application starts to “listen” for the rest of the characteristic
points. If all of the points arc dctected, the system shows
information about beginning (or about the end) of a
commercial block. The fewer number of points, the faster
analysis.

The application uses 512-point
rcctangular; window length: 1024 samples - without
overlapping) to creatc the audio spectrogram. In  this
configuration the algorithm gives satisfactory results - about
90% cffectiveness in detection of commercials. It 1s obvious,
that it also depends on precision of the fingerprint description.
The effcctivencss can be increased by using other than
rectangular analysis windows, for cxample Hamming window.

FFT (window type:

The application returns loudness of a wholc analyzed file,
loudness of cach commercial block and program, and in
addition for the EBU algorithm: loudness range.

V1. EXPERIMENTS

In all of the experiments audio tracks extracted from the TV
recordings collected in databasc werc uscd. The databasc
contains rccordings from four Polish TV broadcasting
channels. The material was recorded using the stationary DVD
recorder (Frame size: 720x576 pixcls; Audio: 48kHz, 16bit, 2
channels) and standard cable TV signal for a source. The
storage format is DivX coded avi with the same framc and
audio parameters. The total length of stored material is14
hours, 57 minutes and 30 scconds.

A.  Algorithm comparison - loudness with ITU and EBU

The first test was a simple comparison of the two
measurcment  algorithms  implemented. Randomly sclected
fragments of TV recordings were used to compare loudness
mecasurcment results by using both methods. Table 1V shows
some of the results.

TABLE IV. LOUDNESS MEASUREMENTS WITH ITU AND EBU
ALGORITHMS (TOP BROADCASTER)
L.oudness
File name — — - — - —
ITU |[LKFS] EBU [LUFS]
01 12 2010 09 40 ¢3 -19.6 -18.9
01 12 2010 09 40 c4 -199 -19.5
01 _12 2010 09 40 ¢5 -194 -19
01 12 2010 09 40 c6 -19.1 -18.7
01 12 2010 09 40 ¢7 -195 -19.3
01 12 2010 09 40 ¢8 -19.6 -19.3
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Test results were consistent with expectations. In all cascs
loudness was higher for the EBU algorithm. It is caused by the
implemented gating block. This block causcs the measurement
to stop when the level of input signal is lower than the
threshold properly set. However, an interesting result is the
fact that all levels are higher than acceptable -23 LUFS.

B.  Comparison of commercial and program loudness

The aim of this test was to find out if the commercials arc
cmitted at a higher level than actual program. The algorithm
used in this test 1s based on the EBU R 128 recommendation.
Table V shows some of the results obtained.

TABLE V. LOUDNESS MEASUREMENTS WiTH ITU AND EBU
ALGORITHMS (TOP BROADCASTER)
_ Ll —
Commercial Program
— - - 1 S — — 4
Loudness: -18.5 -22.2
LRA: 6.2 13.1 -
— . _— ) - _ —
Loudness: -19 -18.7
LRA: 4.8 58
S — . _3 - —
Loudness: -18.3 -20
LRA: 5.9 13.5
A
Loudness: -18.5 -20.8
LRA: 438 6.4
. o , _5_ L
Loudness: -18.4 -20
LRA: 5 7
s
Loudness: -19 -20.6
LRA: 54 6.3

The results were similar in most cascs. Commercials were
cmitted at a higher Ievel than the programs indced. Analyzing
the loudness range parameter (LRA) differences in the results
obtaincd can be scen. It is dependent on the content of
recording. Narrow ranges of LRA (5-6 LLU) characterize talk-
show typc programs (no music or special cffects); medium
ranges (7-10 LU) - Polish scries; wide ranges (>10 LU) - action
movics.

Ncither the programs nor the commercials do meet the
requirements rclated to loudness (-23LUFS). This problem can
be recognized in all of the broadcast stations material [11].
However, this may be caused to some degree by conversion of
TV signal before it reaches the DVD recorder input.
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VIIL SUMMARY AND CONCLUSIONS

The main purpose of the application designed was to show
loudness differences between TV commercials and programs.
It enables the user to check if the commercial is emitted at a
higher level compared to the adjacent regular program. Two
approaches were cmployed based on ITU and EBU
rccommendations.

The processes of the TV signal transformations before it
rcaches DVD recorder arc not known. To achieve the most
reliable results the DVB-T signal in strcam form should be
uscd. However, the analyzed reccording showed that
commercial blocks arc cmitted at a higher level than the
program content which is often found by other studies (e.g.

[6]).

The Automatic Analysis System of TV Commercials
Emission Level i1s at the stage of improving its functionality
featurcs. The focus is on automatic spectral fingerprint
cxtraction; the futurc work will combine audio and vidco
methods for detection process; real-time loudness analysis -
thcse arc the most important aspects. Since there arc no
commercially  available applications that cnable to
automatically dctect commercials in the TV signal and
simultancously mecasurc loudness (in  compliance  with
recommendations), thus this goal is worth pursuing.
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ABSTRACT — 'The paper introduces a new approach for analyzing
and processing non-stationary audio signals obtained from un-
derlying nonlinear systems such as digital sigma-delta (XA) audio
DAC:s. 'Their parameters and performance depend mainly on fea-
tures of digital XA modulators. The Intrinsic Time-Scale Decom-
position (ITD) method can self-adaptively decompose input signal
into a monotonic trend (baseline signal) and a set of proper rota-
tion components (PRCs) for which instantaneous parameters of
signal are well defined. Finally, correlations between quantization
noise and input signal (in particularly noise modulation) in digital
A modulators and possibility of the ITD method application for
analyzing noise modulation is investigated.

Keyworps — digital £A audio DAC, digital XA modulator, noise
modulation, intrinsic time-scale decomposition

[. INTRODUCTION

Nowadays, XA audio analog-to-digital converters (ADCs)
and digital-to-analog converters (DACs) arc commonly usced in
both consumer and professional audio cquipment. Large
number of psycho-acoustic tests showed that the quality of
sound reproduced by XA audio DACs 1s worse than quality of
sound reproduced by conventional PCM  audio DACs.
Preliminary analyscs indicate that audio quality reduction of
sound reproduced by XA audio DACs is strongly connected
with noise modulation in digital XA modulator. Noisc
modulation is the effect where the noise floor of the modulator
changes as the input signal changes i.e. quantization noisc 1s
correlated with input signal. According to [1-3] the variation in
quantization noisc should be less than 1 dB in order to be
inaudible. Thus, for high quality audio applications the
objective is Lo have a constant quantization noisc that results in
predictable audio quality. Therefore, noisc modulation should
be minimized or avoided if possible [4-10]. The main
techniques that have been proposed to minimize or climinate
noise modulation include application of dither insidc the digital
ZA modulator structure and sclecting a digital XA modulator’s
feedback loop filter, which makes the modulator chaotic [11].
In this paper, only an application of dither signal inside £A
modulator structure will be considered and quantization noise
will be referred as crror or quantization crror.

Though the usc of dither to prevent noise modulation in
PCM systems 1s  well-understood [12], there arc many
intriguing questions that remain when dither is applied to the
digital XA modulator. That is mostly because of feedback loop
in digital A modulators that affects the probability distribution
of the input to the quantizer in complicated ways [13]. The
purposc ol this paper is to look more closcly at the noisc
modulation in digital XA modulators, introduce a new approach
(calted Intrinsic Time-Scale Decomposition) for analyzing and
processing non-stationary signals obtained from underlying
nonlincar systcms and proposc a new procedure for noisc
modulation analysis in digital ZA modulators with ITD mecthod
applicd.

II. DITHER AND NOISE MODULATION IN DIGITAL XA
MODULATORS

Recent treatments of dither signal in digital £A modulators
arc that there has been wealth of analysis of such systems, with
scemingly contradictory conclusions. Scveral authors have
suggested that digital £A modulators may be seclf-dithered
[14,15], but ability of sclf-dithering to minimize or climinate
nois¢ modulation is unclear [ 16]. Alternatives to dithering have
been proposed, including bit-flipping [17,18] and chaotic
systems [19-23], but these results have yet to be put into the
proper framcwork [24]. Noisec modulation in digital XA
modulators was also pointed out in [10,13].

As mentioned previously, the results of dither distributions
and the resultant quantization crror for PCM sysiems do not
apply for digital XA modulators becausce the input to the
quantizer includes the system input and noise shaped crror.
This statement was proven in papcr [24] for simple digital XA
modulator with one and multibit quantizer. Authors have
shown how crror moments depend on input to digital XA
modulator.

In most digital XA modulators with 1-bit quantizer, addition
of dither has no cffcect on the conditional moments of crror.
From Fig. 1, the input dependence in the crror is clearly seen.
Thesc results actually represent six simulated systems (all with
de input signals): 1™ and 2™ order digital XA modulators, cach
without dither, with rectangular dither at the quantizer, and
with triangular dither at the quantizer. [24].
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Figure 1. The first four conditional moments of error for digital A
modulator with a 1-bit quantizer [24].

In Fig. 2, the second and third order conditional moments
of error arc plotted as a function of dc input signal for digital
YA modulators with multibit quantizer without dither, with
dither applied to the input, and with dither applied to the
quantizer. Although application of dither at the system input is
rarely performed in practical applications, it is useful for
illustration and serves to demonstrate why dither placed
clsewhere in the feedback loop is often more beneficial [24].
The results show that application of rectangular dither in digital
2A modulators with multibit quantizer successfully eliminates
much of the input dependence in the error.

Another statistical analysis of error signal is presented in
[25]. Authors examined dithered multibit 1* order digital XA
modulator and considered all signals around the noise shaper.
Numerous simulations including power spectral density (PSD),
probability density function (PDF) and characteristic function
(CF) calculation of signals were performed with different types
and amplitude of dither signal. Authors showed that properly
dithered multibit digital XA modulators can eliminate most of
the noise modulation, but 1-bit digital XA modulators cannot be
linearized by the use of dither. Input dependence on error was
also described in [26] where testing for noise modulation was
done by applying scveral dc levels as input signal to digital
look-ahead based modulators, and for each dc level low-pass
filtering the output and calculating the second order moment of
the crror. Alternatively, authors used SINAD calculation for
varying sinc wave’s level as input signal to modulators.
Simulations showed that both bascband noise power and
SINAD varied with changes in input signal.

All presented simulations’ results were estimated by
averaging signals from digital XA modulators over time, thus
cven they prove the existence of noisec modulation, short term
behavior (from time to time) of digital XA modulator is
averaged and clearly missing. Moreover, most of the
simulations were conducted using dc level input signals, which
arc not used in practical audio applications. In the next two
sections of this paper, a proposition of the new procedure for
analyzing correlations between error and input signal in digital
XA modulators with real world audio input signals will be
introduced.

72

AN A M e A G NG e BN PN T N BT N AN NP o NG Al A

3

Conditional Moments of Error (LSB”, LSB )
¢ o
>
1

0.30 7
= = No dither I[&7]
0.25~--v-~7-—v§~:—v-~ ----- No dither. | [.ff|. *, = A B
s \ ——Input dither F[£7] ’ \ ‘ \
0.204 / 1 7 / \
p \ s lnput dither e | ; \ p 3
\
0.154 / \\ —@—Quantizer dither, 1 [ J \ ,I L‘
! \ | ~d—Quuntizer dither. 1 [ ] ! \ ] \
.- T--C v P

0
System Input (LSB)

Figure 2. Second and third order moments of error as a function of input for
a multibit first order digital XA modulator without dither, with rectangular
dither at input, or rectangular dither before quantization [24].

ITI.  THE PRINCIPLES OF ITD METHOD

The ITD method [27] can self-adaptively decompose input
signal into a monotonic trend and a set of proper rotation
components (PRCs) for which instantancous parameters of
signal arc well defined. It constructs the picce-wise linear
basecline signal between successive extrema and computes the
instantancous amplitude and frequency based on the piece-wise
wave of cach PRC.

Given a real-valued signal {X,,r>0} an operator A is
defined, which extracts a baseline signal from X, in a manner
that causes the residual to be a proper rotation (all minima are
negative and all maxima are positive values). Signal X, can be
decomposed as

X,=A-X,+(1-A)-X, =L, +H,, (1)

where L, = A- X, is the baseline signal and H, =(1-A)- X,
1S a propcr rotation.

Let {7,k =1,2,...} denote the local extrema of X, and for
convenience define 7, =0. In the case of intervals on which
X, is constant, but which contain extrema due to neighbouring
signal fluctuations, 7, is chosen as the right endpoint of the
interval.

Suppose that X, = X(r;) and L, =L(zr;) havc been
defined on 1 €[0,7,] and that X, is known for 7 €[0,7;,,].
Then, baseline signal can be defined on the interval (7,7 ]
as follows:

Ly1 — Ly

A-X,:L,:Lk+[ ]-(X,—Xk), 1€ (7,75 411.(2)

Xy — Xy

where
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Tisy =T
L/\.,”:a' ,Y/\.‘f' "kl "tk '(1\//‘.+2—,\//\.) +(I—(I)'1Y/‘.'|(3)

Thk+2 ~ Tk

and 0 <a <1 is typically fixed with & =0.5. Proper rotation
component can also be defined as:

H-X,=(1-A)-X,=H, =X, - L,. (4)

Once the input signal has been decomposed into baseline
(L, ) and proper rotation component ( /4, ) as depicted in Fig. 3,
with latter representing the highest relative frequency present
in the input signal, the procedure can be re-applied using the
baseline signals as input. This process can be repeated until a
monotonic baseline signal is obtained. ITD decomposes the
raw signal into a sequence of proper rotations of successively
decreasing instantancous frequency at cach subsequent level of
the decomposition:

p—1 ’
X, =|H- Y A+ A7 | x, (5)
k=0

Once the input signal has been decomposed, instantancous
amplitude, phase and frequency information can be extracted
from proper rotation components. This instantancous time-
frequency-energy (TFE) information can be defined in a picce-
wise manner, on each time-interval between successive up-
crossings of a proper rotation, and based only upon information
about the single wave of a proper rotation occurring during that
period:

[ x
arcsin| —- |, t€ln,0),
4
[ x
7T —arcsin —~ I telt, ),
I
g = (6)
& X,
7T —arcsin . LE(13,1),
2
[ x
2r+arcsinf — |, 1 €[ly,15),
4

where 4, >0 and 4, >0 are respective amplitudes of the
positive and negative half-waves (portion of signal between
adjacent zero-crossings) between successive zero up-crossings
and f,..t5 arc shown in Fig. 3. Instantancous amplitude is
piece-wise constant and determined by the extrema values of
the proper rotation components between zero-crossings and
instantaneous frequency are calculated as follows:

A, telny,h), ,
Al: ~ A//
A 1e(n,15),

1 do,
—— g b (7)
2 dt

where authors in [27] by differentiating

instantancous phase angles ¢, using an 11 coefficient lcast-

calculate  /,

squares FIR differentiating filter [28].

----- L. companent (baseline)
— H, component (PRC)
== input signal
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Figure 3. Illustration of ITD’s extraction of the baseline and proper rotation

component from an input signal.

The main characteristics that make the ITD method well
suited for analysis of noise modulation in digital XA
modulators are:

e precise temporal information regarding instantancous
frequency and amplitude of proper rotation component
signals with a temporal resolution equal to the time-
scale of occurrence of extrema in the input signal,

e ability to adapt to any time-scale and to use complete
signal information, including all critical points such as
inflection points and zero-crossings and not just local
extrema in the input signal, thereby allowing weak
signals embedded in stronger signals to be extracted.

IV.  PROPOSED PROCEDURE FOR DIGITAL XA MODULATOR
ANALYSIS

Proper analysis of digital XA modulator behavior with real
world audio input signal would require very careful and precise
analysis of input signal, all internal signals in digital XA
modulator structure and output signal from the modulator.
Morcover, those analyses should ensure that all short-term
(temporal) changes in signals will be preserved. Previously
introduced ITD method scems to be appropriate for such
analysis. In Fig. 4 a model of 1™ order digital XA modulator
with one or multibit quantizer is presented along with blocks
that refer to proposed analysis approach.

Input, B-bits audio signal x(n) with f =441 kHz 1s
oversampled with L =64,128,256 ratios, fed to the very
precise low-pass filter and simultancously to the digital XA
modulator. The output signal y(n) from digital XA modulator
is reconstructed using the same filter, which design was based
on modified 10-term cosine-sum window from [29]. The main
requirements for this filtering operation is to keep x(n) and
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v(n) 1n the audio band unchanged, while filtering out all
artifacts above the audio band (designed filter has 10" dB
passband ripple and about 300 dB stopband attenuation which
result only from numerical crrors). Designed low-pass
filter’s magnitude response and passband ripple is presented in
Fig. 5.

— " —— - — — ——— ————— ——

x(n) - u(n) y(n)
-—-—<>———4—«>( :-\ > Q >
B-bits 1 or K-bits
L-f, - Lf,

_,1
o
el
\
4
-
)
©

%(n) ITD ITD (n)
! decomposition decompaosition 4

Reconstructed

signal
\ Y
Analyze PRCs and Analyze PRCs and
baseline baseline
Analyze and

compare
featuresfapply
constraints

Results

Figure 4. Block diagram of the proposed approach for analysis of one or
multibit 1" order digital £A modulator with ITD method applied.

Since sample delay in digital £A modulator is placed in
feedback path and low-pass filter has constant and known
group delay, corresponding samples in signals x;.(n) and
vp(n) are perfectly aligned. I'TD decomposes each signal into
proper rotation components and baseline signals with temporal
resolution equal to the time-scale of occurrence of extrema in
xp(n) and yp(n). Thus, calculated instantancous parameters
or quantitative features from decomposed signals may be
compared and analyzed without loss of short term (temporal)
information embedded in input signals x;-(n) and yz (n) .
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Figure 5.  Magnitude response and bandwidth’s ripple of designed low-pass
filter with sampling frequency 64 x 44100 Hz (2.8224 MHz), about 300 dB
stopband attenuation and 10" dB passband ripple.

V.  CONCLUSIONS AND FUTURE WORK

In this paper, the new approach for analyzing digital XA
modulator’s features is introduced. In particular, noise
modulation phenomena is described more closely, because it 1s
considered to result in deterioration in audio quality. According
to [1-3,10,30] for high-quality audio applications the error
should be ideally invariant with its input signal characteristics.
Time-domain,  frequency-domain  and  statistical-domain
analyses proved that noise modulation exist in XA systems and
showed how to deal with 1it. However, recent simulations were
conducted with dc level or sinusoidal input signals to XA
systems, which are not used in practical audio applications.
Results from those simulations were estimated by averaging
signals over time, thus short term (temporal) behavior of XA
systems is missing. Author of this paper believes that results of
the proposed analysis approach of digital XA modulators with
real audio data as input signals will allow for more precise
analysis of correlations between signals in such systems and to
eliminate them. Verification of the proposed approach,
reduction of possible problems that can disrupt results,
simulations and careful analysis of results are the author’s
ongoing research.
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Automatic Identification of Bird Species:
a Comparison Between kNN and SOM Classifiers

Dorota Kaminska
‘Technical University of Lodz
Institute of Mechatronics and Information Systems
Poland, 90-924 Lodz
Email: kaminska.dorota@o2.pl

ABSTRACT — This paper presents a system for automatic bird iden-
tification, which uses audio input. The experiments have been con-
ducted on three groups of birds, which were created basing finishing
on classification, the system is fully automated. The main problem
in automatic bird recognition (ABR) is the choice of proper features
and classifiers. Identification has been made using two classifiers -
kNN (k Nearest Neighbor) and SOM (Self Organizing Maps). Sys-
tem has been tested using data extracted from natural environment.

INDEX TERMS — birds, kNN, HMM, recognition, identification, self
organizing maps, SOM

1. INTRODUCTION

The main goal of this paper was to develop an automatic
system for bird recognition using audio input. This kind
of system could be valuable for biological rescarch and
environmental monitoring. It is possible to recognize bird
species using audio recording, basing on the fact that birdsongs
have a grammatical structure and arc composed of notes,
syllables, phrases and calls (including alarm calls, distress
calls, territorial calls and others). A sct of one or more syllables
and phrases arranged in a regular pattern is referred to as a
song.

Classification of bird spccies by their sound is not a chal-
lenging task when they belong to different families. Howcever,
practical systems should be able to distinguish birds belonging
to the same family but different species. Thus, experiments
have been made on three different groups. The similarity
between bird sounds in cach group differ respectively: small,
medium and significant difference. Groups have heen created,
based on correlation between the most descriptive features.

In order to chosc proper methods of classification, literature
study on whole spectrum of algorithms has been made. SOM
and kNN classificrs, which gave satisfactory results, have been
chosen and compared in this paper.

The majority of scientists who conduct rescarch in this ficld
use manual syllables division. Thus, currently existing systems
ar¢ not fully automated. This paper presents a fully automated
algorithm. Morcover, there is no problem with adjusting the
system for new birds recognition using training module.

I1. RELATED WORK

Analysis of bird sounds can be divided into three main
parts: segmentation of bird sounds (c.g. to syllables), features

Artur Gmerek
‘Technical University of Lodz
Institute of Automatic Control
Poland, 90-924 Lodz
Email: artur.gmerek@p.lodz.pl

extraction and classification. Scientists usually use manual
or semi-automatic syllable segmentation. The last two stages
of identification often differ greatly depending on individual
approach.

Most of researchers use simple statistical features i.e. mean
value, frequency bandwidth, duration of syllable, signal am-
plitude. Sometimes more sophisticated features are used c¢.g.
Linear Predictive Coding (LPC), LPC Cepstral Cocflicients
(LPCCs), Mel-Frequency Cepstral Cocetticients (MFCCs) [1]
or wavclet coefficients.

Statistical classifiers like k nearest neighbors, bayesian
classifiers and decision trees can be used for the purpose of
bird recognition. Some methods, which are common for hu-
man voice identification like Dynamic Time Warping (DTW),
Hidden Markov Models (HMMs) [2}-[4], Gaussian Mixture
Models (GMM) and Vector Quantization (VQ) have been also
uscd for birds species identification.

Lakshminarayanan ct al. have introduced probabilistic mod-
cls based on birdsong syllables [S]. Their Independent Frame
Independent Syllable (IFIS) and Markov Chain Frame Inde-
pendent Syllable (MCFIS) models achieved better results than
Support Vector Machine (SVM) classifier.

Aki Harma has performed identification using sinusoidal
modeling |6] basing on the fact that syllables can be approx-
imated as varying amplitude and frequency briel sinusoidal
puiscs.

In recent years neural networks like Multilayer Perceptron
(MLP) | 7], Time Delay Neural Networks (TDNN) [8], Autore-
gressive Time-Delay Neural Networks (AR-TDNN) [9] and
Self Organizing Maps [ 10] have been used by many scientists.

The most valuable are those publications, in which different
methods are compared [11]. For example Briggs and others
have presented a different statistical manifold approach [12].

Mcliraith and Card have compared between backpropaga-
tion learning in two-layer perceptrons and discriminant analy-
sis [13]. They have used simple statistical features (duration,
mean, standard deviations, power spectral densities) and more
complicated e.g. LPC. They achieved performance range from
82% 10 93%, but experiments have been made merely on six
different species.
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IHI. METHODS

Representation of the signal in time or frequency domain is
a complex projection. Therefore features are sought to deter-
mine signal propertics. In this study following fcatures have
been used: duration, bandwidth, fundamental frequency, power
spectral density of a syllable and formant and antiformant
frcquencies. Also other features have been used, which are
described in following subscctions.
A. LPC coefficients

Lincar predictive coding is a method used in audio signal
processing for representation of spectral envelope of a digital
signal in compressed form. Linear prediction, based on the
assumption that a signal sample u(n), can be approximated
by lincar combination of P previous samples for n > 0. The
predicted signal value is expressed by the formula:

1)
(n) = — E apu(n - p)

p=1

w(n — p) - previous observed values,
a,, - predictor cocfficients,

LPC cocfficients are determined by autocorrelation crite-
rion. In this method the expected value of the squared crror,
which is defined as following equation, is minimized:

N—-1 P
o= E[(jr'rz(n,)] = Fz) E ['u,(n,) + E (1,,,'11,(7), — ]))]2
n=p p=1I

where N is the number of samples.

To determine the optimal cocfficients ag, 1 < k& > p, a
partial derivative of ¢ with respect to the variable ay, should
be calculated and equated to zero. Afterwards p cquations
containing p variables arc obtained with following solution:

Ra = —r

where R is a symmetric, autocorrelation matrix called Toeplitz
matrix.

Experiments show, that the most optimal number of LPC
coefficents is 12, therefore this amount has been used in this
study.

B. Mel Frequency Cepstral Coefficients

Currently MFCCs are a standard in speech recognition
[14]. The MECC algorithm is multistage. AL first, the signal
is multiplicd by the Hamming window, presented by the
following cquation:
0.54 — 046 cos (F12%) 0 <n> N1
() , otherwisc

w(n)
where N specifics window size.

Subscquently  FFT is computed. Then the estimation of
powcer spectral density function is calculated and averaged
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using overlaping triangular weight functions. Design of the
triangular functions includes mel scale. Following cquations
present the same frequency, m is frequency value in mel, f
in hertz using natural logarithm:

m — 112701048 In(1 + f/700), f — 700(c T2romm — 1),

and using decadic logarithm:

m = 2595log(1 + f/700), f = 700(10%% — 1).

The last step is calculation of a Discrete Cosine Transform
(DCT) of the logarithmed estimation, using the following
formulas:

L—1
/2 - [Tk
=47 E ln,b(l)(.().s(T(I + 1/2)), k=0,1,..q—1

=0
where L is the number of weight functions and ¢ is the number
of Mcl Cocfficients.
IV. CLASSIFIERS
Classification is an algorithm, which assigns objects to
groups (called classes) based on object fcatures. Features are
usually presented in a vector:

where d is the number of features, = is fcature value.

All features values in a task are called the training set CU.
It can be said, that the goal of classification is to assign a class
¢ € M for an individual object x;.

A. Nearest Neighbor Classifier (kNN)

In kNN algorithm the recognition process involves calcu-
lating distances in parameters space X between the unknown
x; object and all objects from the training set ;. € CU for
k=1,2,...,1, where I is the number of training examples.

In presented project cuclidean distance has been used:

T

Z(.’ITU — gy )2

=1

d(xj,xy) =

Obtained distances are sorted in an ascending order. Object
x; 1s assigned to this class, which is the most common among
k ncarest objects.

B. Self Organizing Map

Sclf’ Organizing Map is type of Artificial Neural Network
(ANN). This type of ANN lcarns without a teacher, using
only the observation of the input data (unsupervised learning).
Network map, which creates a static grid cell, has a fixed size.
[t usually has a rectangular or hexagonal structure. Weights of
input ncurons can be initiated with random values. SOM has
two basic methods of changing the neurons weights. The first
onc - Winner Takes All (WTA): the ncuron, whose weights
arc closest to the input vector components is modified in such
a way that its weights are as close as possible to theinput
vector. The second one, Winner Takes Most (WTM):ncuron
with weight most similar to the input value is called the winner.
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Fig. 1. The classification accuracy of birds sound with respect to the SOM
size and number of epochs. The optimal number of neurons for given task
was 450.

Its weights and neighboring neurons weight are modified.
Frequently, this modification is dependent on the distance from
the winner.

First step of the learning algorithm is to find the nearest
maps clement to the e(x) vector.

c(x) = argmin||x — my||

where  is a sample from the training set C'U in the step ¢

Then the winner and its neighbors are modified according to
the formula:

mi(t+ 1) = mi(t) + hegey o (8)[x(t)m;(t)]

where /i), 18 a neighborhood function given by:

||7'va - 7'('(.17)||2)

a(t)exp( — 202—“) -

hl'(‘l').l

where (1) is related to velocity of learning process.

Optimal number of learning cpochs and SOM size has been
calculated for this problem (Fig. 1). The network does not
produce definite results of classification. It rather illustrates
links between patterns by projecting them onto n-dimensional
plane. After projection, data has to be decoded again in order
to achieve accuracy of classification. This process is done by
checking the distances between the nearest clusters of data
around the point being the result of classification (Fig. 2).

V. EXPERIMENTS

Studies have been conducted on 10 birds species. All files
have been downloaded from different Internet sources. The
format of these files was PCM WAVE with 44100Hz sampling
rate. 70% of files were used as training, 30% as testing sct.
Both sets were disjoint.

There are 3 groups of birds presented in the Table 1. Species
from these groups arc correlated on a different level. For

Fig. 2. An example of SOM processing. Colored areas represent different
clusters (different bird species). Neighborhood urrounding results of classi-
fication (marked here as x) is measured based on euclidean distance. In a
presented example result does not overlap with any areas, there are no clusters
in the nearest distance of one checkered pattern. Because of that, algorithm
checked the next checked patterns. There are 3 of them, which belongs to
blue cluster and one, which represent to brown cluster. Consequently results
will be classified as blue.

TABLE 1
COMMON AND LATIN NAMES OF BIRD SPECIES OF THE BIRDSONG
DATABASE AND THEIR CORRESPONDING AMOUNT OF SYLLABLES

Training

Common name Latin name ” Test Syll.
Syll. <
Great Tit Parus major S62 137
Blackbird Turdus merule 522 143
Eurasian Nuthatch Sitta europea 530 104
Robin Erithacus rubecula 543 140
Thrush Nightingale Luscinia luscinia 370 80
Great Tit ~ Parus major 562 137 a
Blackbird Turdus merule 522 143
Eurasian Nuthatch Sitta europea 530 104
Grey Partridge Perdix perdix 246 62
Tengmalm’s Owl Aegolius funereus 271 86
Common Swift Apus apus 555 83 )
Wild Duck Anas platyrhynchos 403 65
Common Cuckoo Cuculus canorus 330 82
Grey Partridge Perdix perdix 246 62
Tengmalm’s Owl Aegolius funereus 277 86

example the first group consists of birds, whose sounds are
in high correlation (only from Passeriformes order). Thus,
classification of birds from the first group could be more
problematic in relation to other groups.

In order to prepare data for classification, signals were
processed according to the algorithm presented in - (Fig. 3).
The first step - preprocessing, prepared the signal for features
extraction. After that different features were calculated. The
process of classification was divided into two stages: learning
(tcaching SOM classifier and creating a code book for kNN)
and testing itself.

A. Preprocessing

The goal of preprocessing is adaptation and simplification
of the signal for further analysis. It is divided into three steps:
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Fig. 3. Algorithm for processing audio files. Experiments have been
conducted on 3 different groups of birds species.

filtration, normalization and wavelet decomposition. The aim
of filtration, done by the use of band-pass filter, was to remove
higher frequencies.

After filtration data were normalized. The goal of nor-
malization was to climinate the influence of the amplitude
from the further analysis. Different amplitudes may be the
result of various conditions during signal registration. In this
study signal was normalized to fit |1, 1] value interval.
Unfortunately normalization also decreased distances between
classes. However, this was a necessary step, before proceeding
to the next stages.

After normalization wavelet analysis was used for signal
de-noising. Noise usually comes from recording apparatus, as
well as from the environment. The first step of the method
is decomposition. After selecting its level L and the type
of wavelet functions, signal is divided into 1. decomposition
levels according to the equation:

L.
s() =YD di(k)i () + > en(k)pr(t)
=1 k k
where:
@ (t) 1s a scaling function of the L-level,
i (t) for 3 — 1,2...L are wavelet functions for the L levels.

B. Division into syllables

The definition of syllable is a problem in phonetics and
phonology of human speech. This problem becomes even
greater when it comes to birds. Therefore one of the biggest
challenge of this study was syllables extraction. Physically, the
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if i = length(signal)

tmin(i+1) = tmin(i+2)
max(i) = max(i+1)

AA=¢; AND
€ < Atmin < &

Procedure of
syllable extraction

Fig. 4. Division into syllables algorithm

syllable is defined as a segment which has higher intensity than
its neighborhood. In this paper, following considerations are
based on the signal time domain.

Division into syllables was divided into three parts. The
first part was approximation, which reduced the noise and
dimensionality of signal samples. After that local maxima
and minima were designated, based on the gradient of signals
polynomial approximation.

The syllables were clustered between two neighboring min-
ima and usually had one maximum. However if a time period
of a syllable was to small or differences between extrema were
to low (what means, that this observation is a part of the same
syllable), it was added to the previous syllable (Fig. 4).

Values of factors in this algorithm have great influence on
classifiers performance. At the beginning the values of factors
were established basing on the observation of the system, and
after that, factors were optimized basing on the highest results
of accuracy.

All the research and analysis was carried out on isolated
syllables. Timing and syllable spectrogram are presented in
the Fig. V-B.

After automatic division the features were extracted and
clusters have been classified. During classification the methods
described in the previous section have been used.

C. Results
The classification accuracy for different features shows that
spectral features are the best for ABR task (Table 11).
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Fig. 5. (Upper Figure)Graph presents approximated signal (red line). as well
as selection of minimal and maximal values (in circles). (Bottom Figure)
Corresponding spectrogram of process signal.

TABLE 11
CLASSIFICATION ACCURACY (CA) FOR SELECTED FEATURES

Feature name CA(%)
PLP (Perceptual Linear Prediction)  79.89
LPC (Lincar Predictive Coding) 74.6
Ml‘CC. (Mel Frequency Cepstral 80,42
Cocefficients)

Histogram 53.43
Formant 46.82
Antyformant 36.77
Bandwidth 26.19
Duration 23.28
FF (Fundamental Frequency) 27.78
PSD (Power Spectrum Density) 23.81
Sum of features 89.95

Table I presents the results of accuracy of classifiers
for different birds species. One can observe that some birds
species provide high classification accuracy, no matler (o
which group they were assigned to (Euroasian Nuthach, Teng-
malms Owl). This mecans that the sound of those birds differ
significantly from others in a particular group. One can also

observe correlation between results accuracy and the ratio of

training syllables to test syllables. At this point it is worth
to note that a 30% of files were designated to test collection
and not 30% of syllables. That is why the amount of bird
syllables is different. Of course, if the number of training
syllables was greater then test syllables, the accuracy could be
higher. This regularity can be seen while comparing BEurasian
Nuthatch (530 training syll., 104 test syll.) and Blackbird (522
training syll., 143 test syll).

VI. DISCUSSION

Achieved results are relatively satisfactory. It is difficult

to exactly compare different works, because accuracy of

classification depends greatly on the type of audio files and
compared bird species. It is usually not a problem to identify
birds, which sounds differ greatly, the problem is with similar

TABLE 11l
CLASSIFICATION ACCURACY OF BIRDS SPECIES FOR 2 DIFFERENT
CLASSIFIERS

CApnn (%)

Common name C'Asony (%)

Great Tit 159.85 43.79
Blackbird 43.36 30.07
Furasian Nuthatch 70.19 61.54
Robin 3143 15.00
Thrush Nightingale  57.5 21.25
Great Tit - 59.12 3796
Blackbird 44.06 36.36
Furasian Nuthatch 73.08 59.62
Grey Partridge 66.12 40.32
Tengmalm’s Owl 96.51 89.53
Common Swift 90.36 8554
Wild Duck 93.85 73.85
Common Cuckoo 85.37 54.88
Grey Partridge 80.65 58.06
Tengmalm’s Owl 97.67 86.05

bird sounds (c.g. from the Ist group). Results show that highest
accuracy was achieved by the 3rd group, in which sounds of
birds species differ emphatically.

There are unfortunately a few disadvantages of the system.
First one is connected with the automatic syllables scgmen-
tation algorithm - the system has low immunity for various
interferences. There may be a problem, when identifying bird
sings on the same time with others. This problem can be
considerable because birdsong is almost always connected
with others (birds answer to cach other).

Another problem is connected with values of various pa-
rameters in automatic syllables division algorithm. They were
assign experimentally. One of the solution could be improving
the algorithm by automatic adjustment of values of these
cocelficients basing on the information about expected group
ol recorded birds.

VII. CONCLUSIONS AND FUTURE WORK

In this article, the results of birds classification, based on
their sounds have been presented. An automatic algorithm for
division of bird sounds into syllables has been developed.
Classification has been made using strictly scelected features
and 2 different classifiers. Tests have been made on real
environment data sets. Mean accuracy ol classification was
069,94 % for KNN and 52,92 % for SOM classificr. The
highest accuracy has been achieved using MECC features. The
accuracy of classification depends mainly on the type of data
sets, but also on used descriptors and classifiers.

Best results were achieved with kNN classifier. The research
also shows that results are correlated with the similarity of the
birds sounds. The experiments confirm that high accuracy in
fully automated systems for ABR is possible, but not casy to
achieve.

Future work will focus on adapting this system for handheld
devices like cell phones or palmtops. These actions will be
connected with optimalization of the algorithm in terms of
speed of calculation and memory usage. Also a procedure,
which will contrive with some difficultics mentioned in dis-
cussion scction, should be developed.
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New features, which are not connected to spectral con-
struction of syllables, should be also tested. Descriptors from
nonlinear dynamics, like fractal dimension or shapes of at-
tractors can scrve as an cxample of such features. Also
additional features, extracted from phrases and songs, which
show connections between syllables could be used.
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ABSTRACT — A novel approach to estimation of the Interaural
Time Difference (ITD) from the measured Head Related Impulse
Responses (HRIR) is proposed in the paper. An innovative appli-
cation of the cross-correlation function that is estimated for im-
pulse responses corresponding to adjacent sound arrival directions
makes the presented method robust and immune to inherent noise
components occuring in the measured HRIRs.

[. INTRODUCTION

Head Related Impulse Responses are claimed to code all
sound filtering phenomena responsible for spatial hearing in
humans [ 1]. Because, however, HRIRs strongly depend on per-
son’s anatomy (pinnca, head and torso) individual character-
istics need to be measured, typically in an anechoic chamber.
The person under measurement has small microphones placed
in cach car canals. Then wide-band sound sources are gener-
ated from different spatial locations surrounding the listener.
Microphone responses to these sequentially generated sounds
arc recorded separately for left and right ear as HRIR (6, @),
HRIR ; (6, ), i.c. impulse response functions parametrized in
two angles defined in vertical-polar coordinate system Fig. 1,
where 0 is the azimuth and ¢ is the clevation angle. The
widely used term Head Related Transfer Functions (HRTF)
are the Fourier transforms of the corresponding HRIRs, and
provide information on anatomy related spectral modifications
of sound harmonics before they reach the listener’s eardrums.

[I. ITD ESTIMATION

HRIRs associated with a unique sound arrival direction
arc typically implemented as a cascade of a delay line and
a minimum phase filter. In such a filtering scheme accurate
estimation of the Interaural Time Difference is essential. 1TD
is the difference in arrival time of a sound wave between the
left and the right car. This time difference depends on the
sound arrival direction identified by azimuth (#) and clevation
(¢) angles.

A number of methods for calculating of ITDs from
measured HRIRs were proposed. In the interaural Cross-
Correlation method the I'TD is estimated as the lag of the max-
imum in the cross correlation function for impulse responses
of the left and the right car [4]. A computationally simpler ap-
proach is used in other methods, ¢.g. in [5], in which the sound
arrival time delay is first estimated for cach ear by comparing
the corresponding HRIR samples to a predefined threshold

Pawet Strumitto
Institute of Electronics, Technical University of Lodz,
Wolczanska 211/215, 90-924 Lodz, Poland

Email: pawelstrumillo@p.lodz.pl

Fig. 1. A vertical-polar coordinate system

(15% of maximum HRIR amplitude is typically used) and then
the time difference between the two delays is taken as the I'TD.
ITD can also be computed from HRIR phase characteristic.
Fitting a linear function to a phase of the HRIR or like reported
in [6] to the excess phase (i.e. phase of all-pass component
obtained from minimum phase reconstruction) is employed.
However, the outlined approaches that are commonly used
for I'TD estimation may give wrong results under particular
conditions. The correlation based methods can yield inaccurate
estimation duc to very different HRIRs shapes for the left and
the right ear for some angles (e.g. due to sound shadowing by
the listeners head at angles close to +907). Exemplary pair
of HRIRs for source position (6.p) = (907,07) is shown
in Fig. 2. Maximum of cross-correlation function derived for
such impulse responses may not indicate real time delay.
Although the acoustic conditions during the measurement
arce nearly ancechoic, some reflections from elements of mea-
surement apparatus or listener’s body may influence recorded
impulse responses. Such situation is shown in Fig. 3.
Applying threshold-based I'TD computation method to such
noised impulse responses may give unreliable estimations
because the threshold value is crossed prematurely. On the
other hand if such noise is removed using band-pass filtering,
lincarity of HRIR phase in particular frequency range may be
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Fig. 3. Exemplary noised Head Related Impulse Response

lost which causes phase-based ITD estimation methods fail.

Values of ITD can be also calculated basing on the anthro-
pometrical features using the so called Woodworth’s formula
[7]. In this approach to I'TD estimation, a simplified (spherical
or ellipsoidal) model of listener’s head is used to calculate
the difference of the paths lengths from a sound source to
left and right car correspondingly. This method, however,
requires conduction of precise measurements of the anthro-
pometric features of the listener. Consequently, the HRIR
acoustic measurements must by accompanied by additional
non-acoustic measurements which lengthen the procedure and
can be a source of additional errors in I'TD estimation. Authors
experienced the indicated problems with ITD estimation from
HRIRSs, thus decided to search for a more robust and accurate
I'TD estimation method.

[II. THE PROPOSED ITD ESTIMATION METHOD

The proposed ITD estimation method employs the cross-
correlation function of the HRIRs which is computed for the
same ear and the adjacent sound arrival directions. In such
a way a map ol clementary time differences can be built.
The Elementary Time Difference (ETD) is defined here as
the difference in sound wave’s arrival times for two adjacent
clevations. By appropriately summing up consecutive ETDs,

84

single ear time delays for any direction can be obtained.
Individual ITDs can be calculated by subtracting the right-
car time delay from the corresponding left-car time delay. The
advantage of this simple, yet effective, I'TD estimation method
is that the cross-correlation function is estimated for impulse
responses of similar shape waveforms. Exemplary pairs of
HRIRs for adjacent sound source’s positions for left and right
car correspondingly are shown in Figs. 4 and 5.

-
-

02
[

Fig. 4. HRIRs for left ear for two sound source’s positions:

(0,p) = (60°,45°) - solid line - and (0, ) = (60°,36°) - dashed line

<

HRIR

140

Fig. 5. HRIRSs for right car for two sound source’s positions:
(0, ) = (60°,45°) - solid line - and (0, ) = (60°,36°) - dashed line

A method based on a similar scheme was proposed in
[8], but in our opinion the earlier reported method is more
complicated computationally and insufficiently documented.
The HRIR set for which the ITD is to be calculated should
fulfill the two requirements:

o dircctions for which the HRIRs are measured are given
in a grid defined in a vertical-polar coordinate system
shown in Fig. 1. Two angles: azimuth(#) and ¢levation(yp)
specify a sound source’s angular location.

e the HRIRs are mecasured for clevation angle o — 90°
(straight above the head) for which the ITD is assumed
to be 0.

Block diagrams of the proposed algorithm for ITD estima-
tion arc shown in Figs. 6 and 7.
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For a clearer explanation its description is divided up into
the two following parts:

o computation and processing of ETD

o computation of Interaural Time Difference

Variables: ¢/ and az in the diagrams are actually integer
indices of consccutive clevation and azimuth angles. The only
exception from this scheme occurs in Fig. 6 in the third
topmost block where impulse responses are being picked to
analysis. Since HRIR is a function of azimuth and clevation
angles, in this operation e/ and az act as paramcters of a
function, which is denoted by round brackets. Elevation index
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TABLE 1
2D LOW-PASS FILTER COEFFICIENTS

0.0357 0.0357 0.0357
0.0357 0.7143 0.0357
0.0357 0.0357 0.0357

el = 0 corresponds to source position stright above listener’s
head.

Up-sampling applicd to impulsc responses ensures an im-
proved resolution of the estimated ETDs. In the reported
mcthod, correct estimation of cach ETD is critical. Every
single error made in calculating the cross correlation affects
the final ITD value for the successive clevations. LLow-pass
filtering applicd to 2D arrays of ETDs is not necessary,
but significantly reduces the influences of possible estimation
crrors duce to noisy or interfered impulse responses. On the
other hand, filter transition band must be not too sharp, because
it may influcnce the value of I'TD. Filter coefticients used for
LEDT smoothing are shown in Table 1.
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IV. RESULTS

Validity of the proposed ITD estimation approach was
evaluated by comparing it to other earlier proposed methods.
HRIR sets for which ITDs were estimated were measured in
an anechoic chamber using the system owned by the Technical
University of Lodz. The measurement set-up and the adopted
procedure were described in a more detail in [3]. HRIR record-
ings were performed with Af = 10° azimuth and Ap = 9°
clevation resolution. The two following methods were used for
comparing carlier reported ITD estimation techniques to the
onc proposed in this work:

o Comparison of smoothness of 2D surfaces of ITDs
indexed by azimuths and elevations in graphical and
numerical way - this allows to evaluate method robustness
against interferences occurring in the measured HRIRs.

e Comparison of ITD values derived with proposed and
carlier reported methods.

A. Smoothness analysis

Figures 8 - 'l show values of I'TDs for a sample HRIR set
estimated with the compared methods. ITD is shown in a form
of 2D mesh plot indexed with azimuth and elevations.

Fig. 8. ITD estimated using the interaural cross-correlation method (elevation
and azimuth angles are given in degrees)
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Fig. 9. ITD estimated using the impulse response thresholding

ITD estimation results obtained by the interaural cross-

correlation method are shown in Fig. 8. Note a number of
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Fig. 10.  ITD estimated by the lincar HRIR phase fit method

08|

Fig. 11.

I'TD estimated using the proposed method

larger variations in the estimated ITD values for azimuths
close to —90” and 90° where the HRIRs for left and right
car significantly differ due to the shadowing of onc of the
cars. In Fig. 9 , which shows results obtained for the impulse
responsc thresholding method, a number of incidental errors
occur. These errors might be due o noise components in the
measured HRIRs. A few errors occur also in Fig. 10, in which
the ITD values are estimated by means of lincar HRIR phase
fit over a frequency range from 500 to 2000Hz. Note that I'TD
estimation results obtained by using the proposed method yield
the most even surface in comparison to the earlier proposed
methods (Fig.11).

In order to allow for objective comparison of smoothness
of ITD we propose the smoothness measure basing on energy
of the first derivate in azimuth and elevation domain. The
proposed measure is given by the following equation:

Sm =Y "N"ITD2 +Y 3" ITD,; (1)

el z az el

where 17D, and ITD,. are the gradients clevation- and
azimuth-wise of the 2D array of I'TD values. Table shows the
values of such measure calculated by means of the discussed
methods for three exemplary HRIR sets. The smoothness
parameter was calculated for ITD given in miliseconds. The
lower is the value of this measure the smoother the data is.
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TABLE 1l
COMPARISON OF SMOOTHNESS OF ITDS ESTIMATED BY APPLYING
DIFFERENT METHODS

HRIR Smoothness Smoothness Smoothness Smoothness
set (the (interaural (threshold (lincar phase
proposed Cross- detection fit  method)
mecthod) correlation method) |5] 6]
method) (4]
1 3.21 4.51 4.78 54
2 3.8l 4.62 4.55 4.6
3 315 3.98 4.45 4.25

TABLE 111
VALUES OF AVERAGED DIFFERENCE OF I'TD) VALUES, STANDARD
DEVIATION OF DIFFERENCE AND ROOT MEAN SQUARED ERROR TFOR
THREE HRIR SETS

HRIR [ Average Standard Root  Mcan

set difference of | deviation of | Square error
ITD {ms] difference

| 0.016 0.033 0.037

2 -0.006 0.023 0.022

3 0.01 0.026 0.033

B. Comparison of ITD values

Values of the Interaural Time Difference calculated by
means of the proposed method were compared to values
of ITD obtained using cross-correlation, thresholding and
lincar phasc fit methods. Since 1TDs given by those methods
may contain incidental errors due to phenomena mentioned

in scction I, the authors have decided to use median of

ITD calculated with classical methods for all directions as a
reference to test new method. Performance of the proposed
mcthod was cevaluated by means of the following quality
measures:

» averaged difference of ITD values

N
- 1 . ‘
K~ N Z ([TD”f(') - [TD'II,(f'Il)(Z)) (2)

1=1

o standard deviations of differences

N

2

1 ((ITDyes(i) = ITDyen(i)) - ) 3

N -

2= 1

ag =

e Tool mean squarc crror

N
1
N O UT Dy (i) = IT Dy (i) ()

1=1

RMSe =

Values of these quality measures calculated for the consid-
cred three HRIR sets are shown in table 111

Values shown in table III indicate some discrepancics be-
tween ITD values derived with the proposed method and the
previously reported ones. However, these differences should
not be alarming, if’ we keep in mind the susceptibility of the
carlier documented methods to noise and other interferences.
Deviation of results obtained with the proposed method should
not exceed 2 samples for a sampling rate fs = 441()()& that
was uscd for the HRIR mcasurements.

V. CONCLUSIONS
A novel approach to estimation of Interaural Time Differ-
ences that is important in spatial sound reproducing techniques
was proposcd. The method reported here outperforms other
commonly used methods in terms of computation simplicity
and robustness against incidental interferences and noise com-
ponents present in the measured HRIRs.
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ABSTRACT — It is often believed that sinusoidal as well as sinusoidal
plus noise modeling is not capable of delivering high audio quality for
complex signals such as wideband music. We identify the key sources
of modeling artifacts in sinusoidal modeling systems and demonstrate
a hybrid system that offers ncar transparent quality of reconstructed
audio, thanks to application of a dedicated transient model, an accu-
rate parameter estimation method, an advanced tracking algorithm
and a warpedfrequency spectral model of noise.

Keyworps — audio analysis/synthesis; sinusoidal model; estimation;
transient modeling; noise modeling

l. INTRODUCTION

Sinusoidal modcl (SM) and hybrid sinusoidal t noise
model (HSNM) are both well-cstablished frameworks for
signal analysis, transformation and synthesis, as well as
cnhancement,  source  separation, rccognition, and data
compression [1]. Since its carly introduction in late 1980s, this
family of techniques has been applied mostly for representing
speech and single instrumental sounds |1,2,3]. Still, therc is a
common belicf that such representation does not ofter a high
quality rcconstructed audio for wideband signals, cspecially in
challenging cases, like c.g. complex music with many sound
sources of wide dynamics and spectra. In this paper we discuss
and show a solution to scveral limitations of HSNM. We also
present an advanced modcling system that offers a ncar
transparcnt audio quality, i.c. thc reconstructed signal is in
most cascs perceptually undistinguishable from the original
audio, whilc a compact and mecaningful paramctric repre-
sentation is achicved, cnabling cfficient implementations of
auditory scene analysis, transformations, and data compression.

Generally  specaking, SM  consists of scveral — stages,
including spectral analysis, dctection of  spectral  peaks
identifying sinusoidal components, parameter cstimation of
sinusoids, and tracking of thosc parameters across consccutive
audio frames. In this approach, all signal components are
represented by modulated  sinusoids, although it may be
incfficient for signals with a significant amount of noisc.
Hybrid sinusoidal this problem by
introducing additional modcling components. However, it
rcquires a separation of the original signal into sinusoidal part
and non-sinusoidal part, which may be particularly difficult for
complex audio. In typical implementations, only certain peaks

of short timc spcctrum arc identificd as  sinusoids (the
deterministic  component), tracked, and synthesized. The
residual from the sinusoidal part represents the remaining
spectral energy. This residual (noise component) may be
modeled as an auto-regressive random process characterized by
a time-variable spectral density function and a temporal
magnitude envelope [3.,4],

K !
x(t)=) A (f)sin +2n | fi(D)dTi+h (1) *E()
; It [(PA 2[/. J U (. (1

noise component

deterministic component

1. ARTIFACT SOURCES IN HSNM

Sinusoidal analysis aimed at detection of spectral peaks
representing  all  important  tonal components 1s  usually
implemented on a frame basis, as a short-time Fourier
transform (STFT) followed by picking salient pcaks of
magnitude spectrum. STFT-based sinusoidal analysis is always
a compromiscd solution, trading off the accuracy of represent-
ing modulated partials for the ability to capture all low-
frequency partials, which is more important since they usually
describe fundamental harmonics of many musical sounds and
cxhibit high cnergy. The problems with STFT are its fixed
spectro-tcmporal  resolution as  well as  the underlying
assumption on local stationarity. High spectral resolution
required for proper analysis of low pitched sounds (sometimes
below 50Hz) enforces the use of long analysis windows (100-
200ms, i.c. 2'°-2"* samples if /; = 44.1k11z) in order to reliably
resolve individual  harmonic  partials.  Higher  frequency
components in wideband audio often exhibit deep frequency
and amplitude modulations, and they must not be considered
stationary within a time window of such length. On the other
hand, relying on STFT with long and strongly overlapping
analysis windows usually yields significant pre-ccho artifacts
when analyzing sounds with transients.

Transients are relatively sparse, but very important
clements of sounds characterized by sudden increase of encrgy.
Many forms of spectral processing of audio have insufficient
temporal resolution that results in temporal smearing of
transicnts, which is casily detectable and usually annoying for
the listener. Since there is no way to cffectively estimate
transicnts with highly overlapping STET frames, it may be
concluded, that a separate modcl of transients [6] with transicnt
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removal betore sinusoidal analysis, as well as transicnt-aware
multi-resolution sinusotdal analysis, arc both necessary for
high quality representation.

In a typical HSNM system, only spectral pcaks representing
actual sinusoids should be sclected for the tonal part of the
model, and thcir parameters should be tracked in order to
cstablish sinusoidal trajectorics. In practice, discerning between
sinusoidal and stochastic spectral pcaks is a challenging
problem. First of all, the bulk of spectral components obscrved
in natural audio is ncither purely sinusoidal nor purely random.
Several techniques for classification of spectral peaks have
been proposed [7,8], but the general experience is that applying
such selection is always prone to misclassification and audible
modeling crrors. In our expericnce, the best verification of
whether given spectral peak is a sinusoidal one, is if it yiclds a
rcliable knot of a sinusoidal trajectory as a result of tracking.
Theretore, application of any pcak classification critcria should
be very conscrvative in order to avoid rejecting weak
sinusoidal partials which may be obscured by noise.

Accuratc partial tracking is probably the most challenging
problem in HSNM, because the goal is not well defined and it
depends on particular application. For example, too fragmented
trajectorics resulting from too conscrvative connection rules
yicld a model that is incfficient in terms of data compression.
Conversely, long and continuous trajcctories obtained by
excessive linking of partial data representing actually different
sources may result in significant errors in source scparation. In
our cxpericnee, simple tracking algorithms [2,3] arc
inappropriatc for modcling of widecband music because of not
taking into account thc wider temporal context of cstablished
conncctions and becausc of too simplified connection criteria,
depending mostly on absolute frequency difference and not
reflecting deeper modulations observed in upper harmonics.
Trajectorics obtained from a simple tracking algorithm are
usually fragmented and chaotic. A signal synthesized from
such a model is inferior in quality duc to many audible
discontinuitics of partials which cannot bc casily masked by
applying a smooth fade-in and fadec-out to scgments at
trajectory cndpoints, sincc such amplitude modulation
introduces a significant spcctral distortion. For the sake of
preserving the continuity as much as possible, tracking based
on various forms of adaptive prediction is preferable in high
quality HSNM.

Handling thc non-sinusoidal component by a scparate
model requires obtaining the residual of SM as clean and frec
from unwanted sinusoids as possible, because otherwise the
residual spectral model tends to compensate for their cnergy,
and the amount of noisc becomes overestimated. The residual
may bc derived as a time-domain difference between  the
original signal and the synthesized sinusoids [2], or through
spectral subtraction [3]. The first option requircs an accurate
cstimation of partial parameters, as well as phase-cohcerent
synthesis. The latter option is morc tolerant to cstimation
crrors, but it usually yiclds the power density spectrum being
undcrestimated.

Spectral modcling of the residual, interpreted as a random
noisc, is often implemented in a form of auto-regressive
modcling, or lincar prediction (LP). Unfortunately, this popular
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technique [1,3,4] is not well suited for modeling colored noise
components in widcband music, becausc of its frequency
resolution being uniform in a lincar scale which does not match
the non-uniform resolution of human car. Hence, an LP modcl
of rcasonablc order is very inaccurate tn the low frequency
range whilc it is unncccssarily accurate in high frequencies.

HI.  SINMOD TOOLBOX

A hybrid sinusoidal modcling system has been developed
for dcaling with widcband complex music signals in the
HSNM framework. The software implementation in a form of
a Matlab toolbox is freely available for non-commercial
applications at http://www.multimedia.cdu.pl/audio_research/.

It has been verified through a number of blind listening
experiments, that this system offers a near transparent quality,
i.c. the rcconstructed audio is perceptually ncarly
undistinguishable from the original music recording. The key
clements that contributc to this high fidelity are:

e a dcdicated transient model, with transients re-
synthesized and removed from the signal prior to
sinusoidal analysis,

e multi-resolution sinusoidal analysis for detection of
both low frequency dense partials and  deeply
modulated higher frequency partials,

e adaptive prediction-based partial tracking for crcating
long, continuous and meaningful trajectorics,

e post-processing of sinusoidal trajectorics to cope with
overestimation and fragmentation of trajectorics,

e accurate sinusoidal parameter re-cstimation once tracks
arc cstablished, cnabling accurate and phasc-cohcrent
synthesis,

e anoisc model with frequency resolution corresponding
to the resolution of human car.

Thesc clements will be discussed in the remaining part of
this papcr.

A.  Modeling of transients

Before transient modcling, a reliable detection i1s to be
performed. Popular transient detection techniques are based on
thresholding of certain audio features, like local cnergy or
spectral flux. In the HSNM system proposed here, a complex
spectral domain prediction (2) is employed [9] for detecting
sudden changes of signal short-time amplitude and phasc
spectrum, usually associated with discontinuitics, note onsets,
or short bursts of cnergy accompanying transients,

n(m)=ki

where X, (m) =|X, (m—1)|exp[j2 ¢, (m=1)— j,(m-2)]isa
complex-valued prediction of a DFT co-cfficient Xy(m) based
on two previous frames, m-1, and m-2.

The detection tunction n(m) as proposed in [9] is correlated
with signal magnitude, therefore an adaptation to local signal

X, (m)- /\A’k (m))] > (2)
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dynamics is necessary for reliable detection. A decision process
with an adaptive hysteresis 1s used here. The lower and upper

thresholds are dependent on local mean and median values of

n(m). Furthermore, in order to avoid false alarms on pure noise,
transient detection is cnabled only when signal amplitude
exhibits a significant local peak.

For transient modeling, a simple model of damped
sinusoids sharing a common amplitude envelope 1s adopted
from [10]. In the first step, a parameterized envelope model (so
called Mcixner function) is fitted to the magnitude of the signal

within a short rectangular window. Subscequently, a sct of

sinusoidal modulating components is iteratively detected based
on FFT analysis of the original signal windowed by the
envelope determined in the first step. Finally, the phase of cach
sinusoid is estimated using a least-squares fit.

The procedure results in a set of data consisting of three
envelope parameters, identifying the position, attack time and
decay time of cach transient, as well as frequencies, amplitudes
and phase of cach of the modulating sinusoids. The signal
synthesized from these parameters matches the  original
waveform and may be subtracted in time domain resulting in a
conditioned signal that is better suited for sinusoidal analysis
(cffig. 1).

R
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Figure 1. Example of transient synthesis from parameters (bottom) and the
signal after transient subtraction (middle) from the original signal (top).

B.  Multi-resolution sinusoidal analysis

Accurate detection of spectral peaks representing partials in
the dense range of very low frequencies as well as detecting
deeply modulated partials in the more sparsc range of upper
frequencies calls for multi-resolution spectral analysis. The

proposed HSNM system cmploys a traditional structure of

subband decomposition followed by FFT transform of different
resolutions suited to particular signal propertics 1n cach
subband. For practical reasons, the number of subbands is
limited to three. The configuration (splitting frequencies and
transform block lengths, N) i1s experimentally optimized by
calculating the modeling error for a range of signals with all
reasonable combinations of settings. Listening tests indicate,
that the best configuration found in this way (table I) also
offers a best subjective quality of modeling. In all resolutions,

consccutive analysis frames are strongly overlapping and
advanced by 6 or 12ms.

TABLE 1. MULTI-RESOLUTION ANALYSIS SETUP
Subband Frequency range Subsampling FFT length, N
| 20z~ 310Hz7 64:1 16384 (256)
2 310Hz — 2480H 7 8:1 2048 (256)
3 24801z — 20kHz | | 1024

Transient detection and removal before sinusoidal analysis
cffectively reduces pre-echo in case of impulse-like transients,
however there is still a possibility that high window
overlapping yields pre-echo in case of step-like transients.
Therefore, a special pre-processing is applied for analysis
windows marked as containing a transient in their sccond half.
In such a case, the sequence of samples starting from detected
transient position 1s replaced by a predictor output based on
previous samples (fig. 2). A high-order (e.g. p-500) auto-
regressive (LP) model is trained on data samples preceding the
transient, and a sequence of zcros 1s passed to the input of the
LLP predictor while preserving its inner state after processing
those original samples. The prediction signal partially replaces
the original signal. This allows to avoid detection of new
sinusoidal partials related to transient in frames preceding the
actual transient position.
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Figure 2. Example of step-like transient removal. In the case of a transient

located in the second half of the analysis window, the original signal (top) is
replaced by the output of a high order predictor (bottom).

Sinusoidal partials are detected by applying the standard
pcak picking procedure to the magnitude spectrum in cach
frame. Optional peak selection may be performed in order to
avoid estimation and further tracking of partials which are
inaudible. Fort this purpose, all peaks falling below the
frequency dependent absolute threshold of hearing are rejected.
Furthermore, a small clearance zone (c.g. 10Hz) 1s defined
around cach dctected peak. Peaks of magnitude lower than
10dB w.r.t the maximum peak within this zone are rejected as
well.

Estimation of partial frequencies, amplitudes and phasc 1s
bascd on th¢ ML method with quadratically interpolated
Fourier transform and takes into account the shape distortion of
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spectral main lobes related to frequency and amplitude
modulations [11]. However, the proposed HSNM system 1s not
fixed to any particular estimation method, and other methods
may bc used as well.

C. Adaptive tracking

The tracking algorithm 1s a result of an extensive
development. It applies a carefully chosen set of criteria for
finding track continuations in a collection of spectral data. The
most important technique employed here i1s an adaptive
prediction which is much more successful in tracking of
modulated sounds than any simple technique taking into
account only the absolute frequency difference of partials. An
LLP predictor is capable of learning the character of typical
vibrato and tremolo from the beginning of the note and
accurately predicts its further evolution [12]. Its application is
motivated by the obscrvation that pitch and intensity variations
in many natural sounds arc related to the motion (rocking or
swinging) of player’s hand which in turn may be characterized
by certain mechanical resonant modes.

For cach trajectory defined by a sequence of parameters {f;,
A;}, the continuation 1s calculated from its existing cvolution
with a standard LP prediction equation,

¢ _NY AN NV
./m - Z, Ial -/m i and Am - Z/ Ial Am i’ (3)

For all data points available in the current frame, a degree

of frequency and amplitude matching A 1s calculated by

=1, 01. 4)

A {i;,,, 4/,',,}: min{l - ~»Anmz—, [

where A f = max{5,/,. A,{ [Hz].and

/

A, (/;1,",,4,"): minJl - s jA"' } 0 (5)
l e VoA
where 5 ( ): A A 24, (dB].

A A AIN < AIH

The above measures are normalized in the range of <0,1>, and
related to predefined thresholds (A f, 8 /, A'A, A'A) that allow to
control the sensitivity of the algorithm.

Note, that for the maximum change of frequency A/,
both absolute difference limit (A /) and relative difference limit
(6/) 1s considered (set approximately to 30Hz and 3%,
respectively). This is a crucial modification w.r.t. the original
algorithm [2], and allows to properly cope with frequency
modulation depth increasing for high-order partials of a sound
spectrum, while taking into account the typical accuracy
limitations of frequency estimation which is a part of sinusoidal
analysis. On the other hand, for the maximum amplitude
change A, A4, scparate limits arc defined for amplitude
increase (A A) and decrease (A'A4), typically in the range of 6 to
20 dB. The joint degree of matching is calculated as A *(K,»k,,)"’.

94

Connections are made according to a greedy rule, i.c. best
matching pairs arc connected in the first order, and a
connection is forbidden for A-0.

Other track continuation methods may be used optionally,
such as the first order, non-adaptive prediction, where a0 for
i~ 1, or a lincar trend-based prediction in log scale of frequency
and amplitude. In such a case, the algorithm resorts to
alternative criterion when the basic criterion does not find a
matching data point. The last resort is generating zombie points
that help to bridge connections over a number of frames with
missing data. A sequence of limited number (c.g. 2 or 3) of
successive zombie points is allowed in cach trajectory by
simply using the predictor outputs for f,, and 4, respectively.

D. Merging of trajectories

The tracking algorithm creates trajectories progressively,
from previous frame to the current frame, in the direction of
time. This strategy may result in missing connections, due to
bad initialization of the predictor (3). Furthermore, in certain
conditions, a sequence of alternating values representing a
modulated partial yields a creation of several parallel
trajectories with zombic points instcad of one evolving
according to the modulations. An additional post-processing of
trajectorics 1s aimed at increasing the continuity by merging
fragmented trajectorics as well as absorbing weak trajectorics
by a closec strong neighboring one.
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Figure 3. The classes of neighboring trajectories.

The iterative trajectory merging algorithm analyses all
frames in a scquence. A set of trajectories which end in current
frame 1s determined and sorted according to the energy of
corresponding  sinusoids. For every currently considered
trajectory (CUR) a list of merging candidates is created. All
trajectorics within a small time and frequency neighborhood of
CUR are assigned a specific class. Six classes are defined (cf
Figure 3. ): carlier-non-overlapping (E-NO), carlier-partially-
overlapping (E-PO), carlier fully-overlapping (E-FO), later
shorter (L-S), later-partially—overlapping (L-PO) and later-
non-overlapping (L-NO). The best possible candidate for
merging is determined in next step. All L-S candidates are
discarded at the beginning, as they are redundant in current
iteration. The choice between the rest of candidates 1s based on
a degree of matching, which is essentially the same as defined
in (4-5), albeit with more conservative limits of A/ and
o6 /(10Hz and 1%, respectively).  For non-overlapping
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candidates, an LP based extrapolation of trajectories is
calculated for a number of frames in order to determine the
degree of matching on a longer distance.

The actual process of merging varies depending on whether
the accepted candidate 1s overlapping or non-overlapping. For
overlapping cascs, all overlapping knots are to be combined
and their parameters need to be recalculated. The new values of
amplitudes and frequencies are determined as
A S+ AL,

A+ A

y :j,x" (6)

» @=arg{X,}, f=

where X :]XA + ‘\'m] exp(jarg{X, + X, 1), X, =4, exp(jo,)

m}

and X, = A exp(j@, ) arc complex representations of corres-
ponding trajectory knots. In case of non-overlapping candidate
choice, missing knots are obtained by lincar interpolation of
amplitude and cubic spline interpolation of frequency values.
An example effect of trajectory merging is shown in Figure 4.
It may be noted that this process results in combining a
sequence of broken segments into a long continuous
trajectory.

:
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Figure 4. Trajectories before (top) and after merging (bottom). Thin-line
circles indicate places where the merging was performed.
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Figure 5. Example histograms of trajectory lengths before merging (left)
and after merging (right).

Fig. 5 shows that after trajectory merging the number of
short trajectories is significantly reduced, while the number of
longer trajectories is slightly increased. The total number of
trajectories after merging is usually reduced by 40%-60%. The
advantage of merging is not only the reduced complexity of the
model, but also reduced number of discontinuities which are
responsible for potential synthesis artifacts.

E.  Parameter re-estimation

The additional stage of parameter estimation aims at
correcting estimation errors, potential artifacts resulting from
merging, as well as estimating zombie data points. Having the
trajectories already cstablished, it 1s possible to estimate the
amplitudes and frequencies of time-varying sinusoids yielding
minimum energy of the residual. The re-estimation i1s
performed frame by frame. In every data segment centered at
current frame, a least-squares solution to a matrix equation

x. = W ¢ is computed, where

1‘1](|)CXPI_/(P|(])] AA(I)CXP[,/—([)I\(I)]

W = : (7)
A (N)expljoi (N)]

is a matrix of interpolated trajectory samples, ¢ is a vector of
complex correcting coefficients for all trajectories in the
current frame, x. is a column vector of samples of an analytic
signal x,(7) = x(7)t) 7 {x(#)}, and ~{} is the Hilbert transform.

A (N)expljo,(N)]

The clements of ¢ obtained by solving the above equation
arc uscd to correct partial parameters by substituting
(8)

A« A |c‘A ;and ¢, < @, +argic, |-

The choice of the length of segment N 1s quite important as
it affects the accuracy of the technique in time and frequency.
It is particularly essential in the low frequency range, where the
segment should be long enough to accommodate many cycles
of the estimated waveform. For best results, the set of
trajectories 1s divided according to their mean frequency, and
different segment lengths are used in each subsct. Analysis
settings shown in table | proved in an extensive series of
experiments to deliver the most accurate results.

F.  Noise modeling

The noise model 1s based on the frequency warped LP
technique [13]. It is particularly advantagcous for wideband
audio, since a proper sclection of the warping coefficient
allows to achieve a much more accurate estimation of the
residual spectrum envelope in the low frequency range than the
traditional auto-regressive (LP) model (cf. fig. 6).

The residual is analyzed in consecutive overlapping frames
of fixed length (c.g. 10ms). The warped lincar prediction
cocfficients are estimated in cach frame as well as the energy
of the prediction error. During re-synthesis, these parameters
are used to generate an appropriately shaped random signal.
Additional HP filter (2™ order, £~300Hz) and an LP filter (o™
order, f,=12kHz) are employed for compensating the over-
cstimated power density in the very low and very high
frequencies, as shown in fig. 6.
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Figure 6. Spectral envelope modeling of the original signal (grey) by a
standard LP model (dashed line) and the WLP model (black) of the same
order (30). Note the increased accuracy in low frequency range in WLP versus
an unnecessarily high accuracy in the high frequency range in LP.

G. Signal synthesis from the model

The synthesis procedure is quite straightforward and may
be performed in any order. Sinusoidal partials are synthesized
sample by sample from the amplitude, frequency and phase
data after lincarly interpolating the amplitude in the log (dB)
scale, and interpolating the phase with a cubic spline
polynomial [2]. For pitch or speed transformations, phase data
needs to be recalculated based on the integral od instantancous
frequency. Noise and transient components are synthesized
from respective data sets and mixed with the sinusoidal part.

IV. RECONSTRUCTION QUALITY

The HSNM system described in this paper has been
thoroughly tested and the reconstruction quality has been
assessed in many experiments. For the purpose of this paper, a
blind listening test has been organized according to the
MUSHRA methodology [14]. Twelve subjects participated in
the test, cvaluating in a continuous subjective scale the
anonymous reconstructed signal against known as well as a
hidden reference (the original), for a collection of music
excerpts representing various modeling challenges: a solo
piano, solo harpsichord, a violintacoustic guitar, a vocal
quartet, a dynamic pop and RnB music, a choral picce, and a
symphonic orchestra picce. The results (cf. fig. 7) indicate, that
in many cases the listeners could not reliably identify the re-
synthesized signal.
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Figure 7. Blind listening test results: individual items scores are shown
with 95% confidence intervals.
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The reader may also individually asses the quality of
reconstructed signals by visiting the project homepage at
http://www.multimedia.cdu.pl/audio_resecarch/.

V. CONCLUSIONS

A hybrid sinusoidal modeling system that offers a near
transparent audio quality even for complex and dynamic music
has been described in the paper. This high reconstruction
fidelity is achieved thanks to introduction of a dedicated
transient model, as well as numerous enhancements within the
traditional sinusoidal modeling scheme. The applications of
this system include high quality parametric audio coding,
source scparation, pitch and time scale transformations, and
other special effects.
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ABSTRACT — 'This paper addresses the problem of tampering de-
tection and discusses one of the methods used for authenticity
analysis of digital audio recordings. Presented approach is based
on checking frame offsets in audio files compressed by using per-
ceptual audio coding. This method can be further improved by ap-
plying histogram analysis of modified discrete cosine transform
spectrum and detection of maximum number of nonzero spectral
coefficients. The influence of compression algorithms’ parameters
on detection of forgeries are presented by applying AAC and Ogg
Vorbis encoders as examples. The effectiveness of tampering detec-
tion algorithms proposed in this paper is tested on a predefined
music database and compared graphically using ROC-like curves.

KEYWORDS — component tampering detection, digital audio au-
thenticity, lossy compression, frame offsets, MDCT, spectral coeffi-
cients

I INTRODUCTION

Digital recording authenticity analysis 1s cxtremely
important in juridical proccedings. Recordings may be uscless
as cvidence when there 1s no proof that they arc original and
they have not been tampered. It i1s difficult to detect traces of
montage in the cra of digital audio files, duc to the fact that
currently available technologics c.g. frece sound cditing
softwarc allow a forger to change the mcaning of uttered
sentences without audible artifacts. Thercfore, any tool that
helps to evaluatc digital audio authenticity may be of great
importance to forensic audio cxperts. Nowadays, thc most
accuratc and commonly used authentication method is based on
electric network frequency (ENF) criterion [5). This approach
utilizes random frcquency fluctuations of the mains signal
emittecd by the clectric network which arc inadvertently
induced in clectronic circuits of recording devices. Therefore,
its effectivencess is strictly dependent on the presence of mains
signal in the recording, which occurs rarcly. Furthermore some
of the aspects of this approach, such as accurate measurcments
of ENF as well as scarching and comparing the fluctuation
patterns with a reference database are still being subjects of a
scientific debate [4], [5], [10].

Recently, much attention is paid to authenticity analysis of
compressed multimedia files . Several solutions were proposed
for detection of double quantization in digital videco which may
result from multiplc MPEG compression as well as from
combining two videos of different qualitics [2]. Blocking

periodicity analysis in JPEG compressed images was also
investigated according to differences in quantization crrors
between neighboring blocks [1]. Due to differences between
audio and picturc compression algorithms it is impossible to
adapt these methods in audio authenticity analysis. Instead, the
detection of forgeries in compressed audio recordings must be
based on other mathcmatical propertics. Grigoras described
statistical tools used to detect traces of audio recompression
data to asscss compression generation and also to discriminate
between different audio compression algorithms [6]. Liu ct al.
presented novel approach to detect double MP3 compression
by extracting the statistics of thc modified discrete cosine
transform (MDCT) spectral coefficients of MP3  signals,
followed by applying a support vector machine [12]. Morcover,
Huang ct. al presented the numbers of small-valuc MDCT
cocfTicients as features to discriminate fake-quality MP3 from
normal MP3 [9] as well as to perform authenticity analysis [8].

The remainder of this paper is organized as follows. In
Scction I a brief introduction to lossy compression is given
including short explanation of MDCT propertics. Analysis of
spectral components and  discussion on frame offscts 1s
presented in Section IIl. Shown in Scction IV arc three
tampering detection algorithms proposcd by the author, which
effectiveness in detection of forgeries will be proven based on
databasc of music tampered recordings. Obtained results arc
discussed in section V.

II.  LoSSy COMPRESSION

Analyzing lossy compression algorithms, it is worth taking
into consideration the principles that arc rclevant to the
authentication  process, t.e. spectral decomposition and
quantization. The generic structure of perceptual audio coder
consists of: (i) filterbanks and transform blocks where the input
samples arc converted into a subsampled spectral
representation, (11) pereeptual model in which the signal's time-
dependent masking threshold s estimated, (i11) quantization
block where the quantization noisc is masked, (iv) coding
block, in which relevant information are packed into a bit
strcam [7].

In MPEG Layer 3 (MP3) encoder a sequence of 1152 input
samples arc poliphasc filtered into 32 frequency subbands.
Subscquently, Modified Discrete Cosine Transform (MDCT) is
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applicd to the time frames of subband samples and cach of the
32 subbands is split afresh into 18 subbands creating a granule
with a total of 576 frequency coefficients. To reduce artifacts
caused by time-limited operation on the signal, the windowing
is applied. Depending on the degree of stationarity, the
psychoacoustic model determines, which of four types of
window is used [8], [10]. The Advanced Audio Coding (AAC)
and Ogg Vorbis algorithms employ only MDCT filterbank
which 1s switched between resolutions of 1024 and 128
spectral lines, depending on the stationary or transient character
of the input signal. Morcover, in AAC the shape of the
transform window can be adaptively sclected between a sine
window and a Kaiscer-Bessel-derived (KBD)  window.
Afterwards, the spectral coefficients are quantized, given the
masking thresholds estimated by the psychoacoustic model and
then coded using a set of Huffman code tables [7], [10].

The MDCT is central for tampering detection algorithms,
due to its properties. N-sized MDCT 1s computed based on 2N
samples taken with 50% overlapping. Applying Inverse-MDCT
transform to the frame of spectral cocfficients yields therefore
2N time-aliased samples. These distortions are canceled by the
overlap-and-add  (OLA) procedure, which consists in
computing an Inverse-MDCT, based on the previous and the
next frame, multiplying cach of the aliased segments by its
corresponding window function and summing up overlapping
time segments. For signals with local symmetry, the MDCT
cocefTicients are frequently reduced to zero [8], [11].

[II.  ANALYSIS OF MDCT SPECTRAL COMPONENTS

While encoding process is applied, spectral coefficients are
quantized and some of them are assigned a zero value. This
occurs for masked components as well as for unmasked parts,
due to the probability distribution of the spectral coefficients
and the compression ratio [7]. Within the decoded signal, the
troughs in a logarithmic spectral representation are visible only
if identical framing offsct to the one used for encoding is
applied [8]. It 1s essential to employ a correct decomposition
algorithm, including proper window length and shape as well
as the same filterbank type as used during the encoding
process. This 1s because encoders’ specifications usually do not
define the exact steps for processing input data. The algorithms
can therefore function quite differently and still satisfy the
standard [7].

Shown in Fig. 1 are MDCT coefficients of a decoded audio
recording computed by using analysis window with onc sample
left shift (offset=-1), no sample shift (offset=0) and one sample
right shift (offset=+1) from the c¢ncoder frame grid,
respectively. To process data and perform lossy compression
AAC algorithm was used. As may be inferred from these
cxamples, even a shift by one sample is sufficient to conceal
the presence of characteristic zero values in the spectral
representation of analyzed signal [7]. The troughs are visible
only if the same frame offsct is chosen as was employed during
the encoding process.
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Figure 1. MDCT coefficients of a decoded audio recording computed by

using analysis window with: a) one sample left shift (offset—-1), b) no sample
shift (offset=0), ¢) one sample right shift (offset=+1) from the encoder frame
grid, respectively. The magnitude is shown in the logarithmic scale.
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Figure 2. Histogram of MDCT spectrum of a decoded audio recording
computed by using analysis window with: a) one sample left shift (offset—1),
b) no sample shift (offset=0), ¢) one sample right shift (offset—+1) from the
encoder frame grid, respectively

The MDCT cocfficients yield apparent significant distance,
between the lowest peak and the highest valley of the spectrum
for frame offset equal to zero. Shown in Fig. 2 are MDCT
spectrum histograms of a decoded audio recording computed
with one sample left shift (offset=-1), no samplc shift
(offset=0) and one sample right shift (offset=+1) from the
encoder frame grid, respectively. As can be seen, spectral
components are not present between 107° and 10™* value, if
the proper frame offset is chosen. It means that the magnitude
of none of the spectral lines appears in this range of valucs.
This phenomenon will be further utilized in automatic forgery
detection algorithms.
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IV.  TAMPERING DETECTION ALGORITHMS

The effects described in Chapter I11 are utilized in detection
of forgeries in lossy compressed digital audio recordings.
A number of active spectral coefficients (NAC) is calculated as
proposed in [8] with one sample step offset:

M = logyo (max (X" - X - 101°,1)). (1)

where j is frame offset and £ is frame index. Signal samples are
multiplied by sliding window with predefined length and shape
prior to the MDCT. Additionally, computations arc performed
for cach of four types of windows used by the encoder, which
cnables the algorithm to analyze real audio recordings. When
current value of a frame shift equals multiplication of a
window length, NAC reaches its minimum. Hence, if recording
1s tampered, the offset between adjacent minimums of NAC
function outside the forgery position is other than current
window length.

Fig. 3 illustrates a fragment of audio recording compressed
and decoded by AAC algorithm (with 128 kbps constant bit
ratc and 44,1 kHz sampling frequency) in which four cdits
were made. NAC function related to the frame offset was
computed for each of four window types. To simplify the
analysis, KBD window for long blocks was not applied in the
AAC algorithm. Application of a short window requires a
window switching sequence which is also apparent in Fig. 3.
Another crucial observation is that edit points are accompanied
by maximums of NAC function. Despite the fact that they may
be found in other places where forgeries do not occur, these
extreme values are utilized to improve robustness of tampering
detection algorithm.

As stated above, the NAC minimums occur only for frame
shifts cqual to multiplications of applied window length. Any
modification of audio file, including cutting off or pasting a
part of audio recording causes a disturbance within this
regularity. Based on the described phenomenon, three
algorithms were developed. The ALG 1 consists in analysis of
differences between adjacent minimum positions of NAC
function. Depending on a window used during the encoding
process, measured distances are matched with predefined
pattern. Observed variances are compared parallel to each other
for every window and stored as a possible indication of
tampering.

The ALG2 algorithm cmploys additional histogram
analysis. For each minimum of NAC function the absence of
spectral components of magnitude values between 107° and
10~* is examined. These two results are logically multiplied
and the outcomes are treated in the same manner as minimums
of NAC in ALG 1. In the last algorithm (ALG 3), detection of
maximum values of NAC function is employed. The results are
then maximized within the arca of window length and
multiplied by the outcomes from ALG 2. The applied solution
radically minimizes a number of false detections of forgerics.
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Figure 3. NAC function related to the frame shift computed for a fragment
of audio recording in which four edits were made. Audio recording was
compressed and decoded using AAC algorithm with 128 kbps constant bit rate
and 44,1 kHz sampling frequency
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Figure 4. NAC function related to the frame shift computed for a fragment
of audio recording in which one edit was made. A part of audio file lasting the
exact multiples of applied window length was removed

Theoretically, cutting out a part of audio file lasting the
exact multiples of applied window might not have caused
detectable disturbances in frame offset, therefore analyzed
recording might be recognized as unaltered. However,
application of MDCT computed for blocks of signal samples
taken with 50% overlapping still allows to find the trace of this
forgery. Shown in Fig. 4 i1s a fragment of an audio file
compressed and decoded by AAC algorithm (with 128 kbps
constant bit rate and 44,1 kHz sampling frequency) from which
a fragment of the recording lasting about 23 ms (10 - 1024
samples) was removed. As can be seen the distance between
adjacent minimum positions of NAC function is other than
1024 for long blocks and the value of NAC function reaches its
maximum in the vicinity of edit point.

99



DETECTION OF TANMPERING IN LOSSY COMPRESSED DIGITAL AUDIO RECORDINGS

V. RESULTS AND DISCUSSION

Described algorithms are examined for their uscfulness as
tools for detection of forgeries in lossy compressed audio
recordings. The tests were conducted on a music database
consisting of 15 music tracks with harmonic components and
slowly changing audio background. The recordings were
compressed and decoded using two different encoders with
three different bit rates. In cach of these tracks, 30 second long
fragments were sclected for further processing. The music
database was prepared to mimic real forensic recordings,
usually made in a noisy environment. In all of sampled
fragments 21 deletions were performed at randomly selected
locations and of randomly selected durations, however no
longer than onc sccond. Therefore, 315 forgeries were
produced and subjected to further examinations.

The algorithms described in Section 1V were employed to
detect edits performed in recordings from the music databasc.
Thereafier, true acceptance ratios (TAR) and numbers of false
acceptances (FA) were computed, given changing detection
thresholds of minimums of NAC function. The TARs are
obtained based on the number of detected edit points, divided
by the known total number of forgeries. Shown in Table I and
Table I are computational results obtained for two different
encoders: AAC and Ogg Vorbis, respectively. Figures 5-6
show modified receiver operating characteristics (ROC) plotted
for cach of employed algorithms, encoders and bit rate values.
Typically, ROC curve illustrates the performance of a binary
classification system when its discrimination threshold is being
modified. It is created by plotting the true positives out of the
total number of positives as compared to the false positives out
of the total number of negatives. The ROC-like curves used for
the purpose of this article (Figures 5-6) depict true acceptance
ratios in the function of the number of false acceptances, given
changing detection threshold of minimums of NAC function.

TABLE 1. SIMULATION RESULTS FOR EDITED FRAGMENTS FROM THE
MUSIC DATABASE COMPRESSED AND DECODED USING AAC ENCODER
Bit rate ALG 1 ALG 2 ALG 3
[kbps] TAR FA TAR FA TAR FA
64 1,0000 1325 1,0000 1017 0,9905 6
96 1,0000 324 1,0000 140 0,9968 0
128 1,0000 214 1,0000 81 0.9810 0
TABLE 1. SIMULATION RESULTS FOR EDITED FRAGMENTS FROM THE
MUSIC DATABASE COMPRESSED AND DECODED USING OGG VORBIS ENCODER
Bit rate ALG 1 ALG 2 ALG 3
[kbps]| TAR FA TAR FA TAR FA
64 1,0000 26 1,0000 21 1,0000 0
96 1,0000 48 1,0000 36 1,0000 0
128 1,0000 31 1,0000 22 0,9873 0
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Figure 6. ROC-like curves obtained during testing procedure of proposed
algorithms executed on edited fragments from the music database. Ogg Vorbis
compression algorithm was applied

As may be scen, ALG | and ALG 2 algorithms, which are
based on detecting minimums of NAC function give superior
forgerics detection ratio with intolerable number of false
acceptances. These results are coincident with the outcomes
presented in [8] and obtained for MP3 encoder using probably
the long blocks only. In contrast, the ALG 3 algorithm yields
slightly lower TAR values, while the number of false
acceptances 1s still reduced almost to zero. The results obtained
for AAC encoder at 64 kbps (Figure Sa) arc significantly
affected compared to all other bit rates, i.c. lower TAR values
and higher number of false acceptances. This phenomenon is
causcd by default bandwidth limitation (to about 6 kHz)
applied during encoding with the given bit rate.

VI. SUMMARY

The presented approach to analysis of nonzero spectral
cocfficients obtained based on MDCT transform can be
successfully applied to those recordings in which the alleged
forgery was made afier audio files were decoded to lossless
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format and which were not cencoded afresh. The methods
proposed in the literature are improved by employing analysis
of each of the four types of the transform window.
Furthermore, histograms of MDCT spectra and detection of
maximum number of nonzcro spectral cocefficients are applied
to enhance robustness of initial algorithm.

Presented methods consisting in detection of frame offsct of
the compressed audio files can be successlully applied by
forensic experts to detect forgeries in lossy compressed digital
audio recordings. The value of tampering detection ratio for the
given number of false acceptances cqual to zero, 1s greater than
0.98. This allows the mcthod to be recognized as a robust
assistance in authenticity investigation proccss.
Notwithstanding its robustness and accuracy, thts approach
requircs morc thorough rescarch, especially in casc of
algorithmic differences between particular types of encoders.
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ABSTRACT — 'The paper presents a prototype of a portable
PC-based system, called MusicEar, able to perform real time analy-
sis, archiving and visualization of violin sound and thus support
violin sound quality assessment. MusicEar visualizes the frequen-
cy spectrum in different scales including the Duennwald frequency
regions designated specially for timbre characteristics of violins.
It also calculates the instantancous parameters based on Long
Term Averaged Spectrum (LTAS) and stores them in a databasc.
It enables comparison of characteristics of instruments sound
already saved in the database.

Keyworps: violin, musical instruments, sound analysis, sound
quality assessment, real time system, audio database

l. INTRODUCTION

The violin is a string instrument, with four strings tuncd in
perfect fifths. It is known as “onc of the most astounding and
complicated acoustical devices cver created by and for the
human nervous system. A product of the glorious musical and
artistic developments of the Baroque cra, it has been the subject
of scientific investigation since the carly 19th century.” [5]
Rescarch in violin acoustics has bcen concerned with its
mechanical subsystems such as strings, wood, soundpost, platc
vibrations, body vibrations, radiation ctc. Each epoch adds new
violin rescarch contexts, rclated to the technologics and
methods developed in a given period of time. The recent
advances in signal processing cnabled digital analysis of violin
sound and advances in machine learning and soft computing
that have found application in the domam of musical
instruments  classification arc  promising also in the
classification and rccognition of individual violins.

Most of the rescarch in the domain of musical instruments
classification based on their sound is performed on the
recorded sound samplcs. However there are situations, where
areal time violin-driven sound analysis and immediate violin
sound classification is required, as c.g. in a violinmaker
workshop or acoustician’s laboratory. Application of recal time
analysis of wviolin sound might be also uscful during
violinmaker compctitions, where violin sound quality is
assessed by a jury. In all these cascs it would be desired to
store the results and just analyzed sounds.

There exist gencral purpose commercial real time spectral
analyzers, often used in acoustical laboratorics, equipped in
multiple computing modules ¢.g. Artemis [15] or Spectra Plus
[16], which provide various acoustical paramecters in real time.
The goal of our tcam is to construct a specialized system,
which would characterize violin sound on the basis of a few

robust and spectfic features. Current computer technology
cnables us to design sound analyzer according to the special
needs of acousticians or sound quality researchers.

As a proot of the above concept a system MusicEar was
built which allows to analyze, visualize, archivize and compare
parameters of violin sound in real time. The system stores all
wavcforms, spectra and calculated features in the special
purposc databasc so that its content may scrve as a datasct for
further rescarch. MusicEar system is a part of a long term
project devoted to inducing jury’s preferences in terms of
acoustic features of violin sounds.

The Institute of Computing Scicnee at Poznan University of
Tcchnology has been collaborating for several years with the
Henryk Wicniawski Musical Socicty - the main organizer of
the International Violinmakers Competition held cevery five
ycars in Poznan. Onc of the results of this coopceration was
a benchmark collection of violin sounds AMA'TT [10] that was
the subject of intensive investigations in the Institute of
Computing Scicnce and other universities ¢.g. [13]. In 2011,
during the 12th International Henryk Wicniawski Violinmakers
Compctition, the organizers and the jury agreed to perform
tests of the MusicEar system on competing violins during the
final stage of the compcetition.

The paper is structured as follows. Scction 2 discusses the
paramcters of violin sound which arc calculated by the
MusicEar system, Section 3 presents the architecture and
functionality of th¢ MusicEar system, Section 4 describes its
interface, Scction 5 presents the tests performed during the
violinmakers competition and Scction 6 concludes the paper.

Il. PARAMETRIC REPRESENTATION
OF VIOLIN SOUND

A. Duenwald parameters

The study of acoustic propertics of the violin has a long
history |5][6] and there is still a significant interest in this arca
[1]]2]. As it was mentioned carlier in the Introduction cach
cpoch adds new violin rescarch contexts, rclated to  the
technologies and methods developed in a given period of time.
Considerable amount of resecarch cffort has went to the
discovery the most important violin resonances and to relate
them to violin quality. Hutchins |6] has found a strong
rclationship  between  the quality of an  instrument  and
a frequency distance dividing two resonances, called Al and
B1 at frequency range 485-540Hz. This knowledge 1s currently
uscd in research studies [ 13].
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TABLE L. DUENWALD RANGES OF FREQUENCY FOR DETERMINING
VIOLIN SOUND QUALITY
Ranges of frequency Region

190H 7 - 650112 A

650112 - 130011~ B

130011z — 1640HzZ C

1640H7 — 2580Hz7 D

2580tz - 4200Hz L
5 |

;» 420011z — 6400Hz I

Jansson [4,8] and Gabrielsson [4] suggested using Long
Time Average Spectra, LTAS, which quickly give a "constant”
frequency  characteristics, resembling  violin - radiativity
diagrams obtained during cxperiments with  violin  body
excitement. Duennwald [3] has introduced frequency regions
of interest for distinguishing between quality of violins. The
Ducennwald frequency bands are presented in Table 1.

Ducnwald has measured the overall loudness in these
regions and proposed the following rules:

e If loudness in range B >> sum of the A,C and D
regions, the sound is very nasal,

e If average B << average ACD, the sound is very

unnasal,
e Ifaverage F >> average DE the sound 18 very harsh
e [faverage F << DE the sound is very clear.

Duenwald analyzed individual sounds of old Italian violins,
violins of old masters, violins made by masters after 1800,
factory violins and violins madc by hobby makers. The quality
parameters consisted of the numbers representing fractions of
unnasal and clear sounds. The same regions have been recently
investigated by Buen for Old Italian Violins [1,2] and proved
to be useful to determine the quality of the violin.

‘The MusicEar system calculates the spectrum in Ducenwald
frequency regions, visualizes it in rcal time and archivizes
signal power in these regions in the database. The results are
now investigated by the authors and the paramcters related to
violin sound quality will find application in the next release of
the system.

B, Bark scale

The Bark scale 1s a psychoacoustical scale proposed by
Eberhard Zwicker in 1961 | 14]. The scale ranges from 1 to 24
and corresponds to the first 24 critical bands of hearing, which
arc the rough approximates of frequency bandwidths of the
auditory filters. Bark scale has been used in the first MPEG
audio coding standards, as it 1s closely related to masking
phcnomena. In the audio classification and recognition tasks it
1s less often used than the mel scale (derived tfrom the word
melody) by Stevens, Volkman and Newman in 1937 [ 11], but it
was introduced in MusicEar as a simplest pereeptual scale to
visualize frequency characteristics of a violin sound (24 bands).
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C. MPEG-7 and other timbral features

In the last decade tor the purposce of Music Information
Retricval a large collection of descriptors was uscd, including
numerous timbral features [9][12]. Some of them are included
in the MPEG 7 standard [7] and usced for musical instruments
classification. Usually for the classification of musical
instruments all of them arc taken into account with various
weights yielded by soft computing methods.

In the prototype MusicEar system presented in this paper
only a few paramcters are calculated meaningful for violin
sound. They are rclated to two criteria used by violinmakers
jury: volume and timbre of sound. The casiest way to measure
volume is calculating the total energy of the signal. This is the
first paramcter calculated, normalized by the number of
samples N.

Five spectral parameters have been used to characterize the
timbre. The simplest popular measure for characterizing timbre
is Spectral Centroid — the center of gravity of the spectrum. Its
high value indicates brightness of the sound. In MusicEar it is
also calculated in the way proposed in the MPLEG-7 standard -
as Audio Spectrum Centroid calculated in log scale with
reference to 1000 Hz.

Another feature related to timbre is Spectrum Spread —
sccond central moment of the spectrum. It gives indications
about how the spectrum is distributed around its centroid. The
analogous descriptor in MPEG-7 i1s Audio Spectrum Spread,
which is calculated in logarithmic scale with reference to
1000 Hz.

The fifth basic paramcter describing spectrum  shape is
Spectral Flatness, which indicates to what extent a signal is
sclf-correlated. This parameter is usually used to distinguish
between tonal and noisy signals. In casc of violin sound, which
1s mainly tonal, it may be a subtle indicator of noisiness of the
signal, related e.g. to the casiness of violin response.

The signal 1s also presented as a wavetorm and spectrum in
lincar frequency scales.

1. FUNCTIONALITY AND ARCHITECTURE
OF T11E MUSICEAR SYSTEM
The MusicEar system has been designed for PC computer,
preferably portable, to work with the external audio interface. It
supports only onc audio channcl. MusicEar has a modular
structure consisting of four modules with the following
functions:

e sound acquisition,
e sound analysis,
e visualization,

e  databasc.

A. MusicEar functionality

The system works in the following way. The signal is
acquired with an external sound card and recorded in the
databasc frame by frame. The instantancous spectra in three
diffcrent frequency scales and six parameters are calculated
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and graphically visualized on the fly. After the recording is
finished, the Long Term Averaged Spectra (LTAS) are
calculated for the whole recording and graphically visualized
together with numerical values of the features for the averaged
sound waveform. Both - instantancous and averaged
characteristics are stored in the databasc.

To be able to fulfill the condition of real-time analysis, only
16 bit samples with the sampling frequency 44,1 kHz were
acquired despite the fact that the external sound card supports
higher values of both parameters. FFT window length is 8192
samples, giving 5,38Hz resolution in frequency domain.

Instantancous spectra and parameters are displayed in the
appropriate charts to cnable the user to visually analyze the
sound while listening. After the recording is finished the
averaged spectra and parameters values arce displayed in the
same chart windows giving further possibility to find the

characteristic features of the sound image in the regions of

interest.  These averaged values, together with  signal
waveforms and certain textual labels entered by the user are
added to the database and archivized.

The database is an important part of the system, since it
archivizes where all parameters and sound samples. It is
possible to browse all information stored in the database and
make the comparison of data for various violins in a new
window. The user may have access to the table with database
content, play a desired sound, export .wav files and parameters
values in .csv format, comparc and dclete data. Data are
compared in a new window, where pairs of spectrum charts
and parameters values are placed side by side.

B.  MusicEar Interface

Fig. 1 presents the MusicEar system main window. The
field marked with number | contains text boxes for inserting
information identifying the violin.

Pogeodvmassis oot brRi iy
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Figure 1. MusicEar main window in the instatenous mode (frame —by-frame
representation): a) signal waveform, b) spectrum in linear scale, ¢) log
spectrum in Bark scale, d), energy in Duennwald regions, ¢) signal energy, f)
center of gravity, g — ASC, h — ASS (frame by frame), 1) SS, j) SF. Function
keys: 3) recording start, 4) recording stop, 5) cleaning data and charts, 6) new

window start, 7) browsing database.

The fields in section 2 represent signal charts: the
waveform and spectra in different frequency scales. Fields ¢) to
h) graphically visualize the instantancous values of signal
parameters during recording. Buttons in the bottom of the
screen represent other operations related to sound recording.
Recording stop (4) results in suspension of all actions
performed by the program, i.c. recording, processing, and
displaying samples. Pressing this button also causes averaging
spectrum (LTAS), recalculating parameters and displaying
their values in corresponding charts, as it 1s shown in Fig. 2.
Cleaning (5) permanently deletes currently stored samples and
results and enables new window to start, and (7) opens the
database.

C.  Software and Hardware

The software was written in C# in NET framework using
ASIO (Audio Stream Input/Output) audio interface. The
relational database was built using SQLite software library that
implements a sclf-contained, secrverless, transactional SQL
databasc engine. One row of the database represents a recorded
sound file with the textual information, FFT coefficients and
parameter values. Data are added to the database in a serial
form, as an array of bytes. This is the core of the SQLite
system which has a built-in binary large object storage class
(BLOB). The serialization mechanism available in  the
environment .NET was used to transform data. The size of
asingle tuple in the database depends on the length of the
sound file and number of related parameters. For example,
a row containing a 59 second long audio recording, 320 sets of
calculated parameters and 320 sets of FFT coefficients needs
a capacity of 11 404 kilobytes (5151 kilobytes for audio). The
contents of the database is presented in Table 11.

Fig. 3 presents the implementation model of the MusicEar
system. There are three operational layers: data, analysis and
visualization. Transfer of information between different layers
is carried out via the controller. Data can be downloaded from
a databasc or wvia an ASIO driver (Audio Stream
Input/Output - a computer sound card driver protocol) from a
microphone and a sound cart.

A static class DBController was used as a data connector to
communicate with the database module. It provides methods to

6,2304 0,1608
3168,2560 | 3688,3980
lallithotio,..
'.....- -0,1381 1,3650

Figure 2.

Long term averaged spectra and averaged values of parameters
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enable “black box™ data cxchange - other parts of the system
do not need to know how to get access to the database, only
report the request to obtain data or to write data to the database.

The source code for SQLite 1s in the public domain [17].
There is no need to configure the databasc management
system. Together with ADO.NET Entity Framework (ActiveX
Data Objects for .NET is a set of computer software
components that programmers can use to access data and data
services) and a linking interface, the creation, modification,
deletion, and access to the database 1s from the software
environment.

Since MusicEar is a real-time system, it must fulfill the
following minimal hardware requirements:

— dual-core, min 1,8 GHz,

—min. 2GB,

° Processor
e RAM

e Discspace —20MB (for software only),

e  Operating System — MS XP, Vista, Windows 7.

MusicEar operates with audio equipment: Audio interface
E-MU Tracker Pre and the microphone DPA 4011.

TABLE II1. DATABASE CONTENTS
Name Data type Comment
1D numeric Unique indentifier of the recording
Eisde character Number of the violin, entered
' string manually at the recording
: character Name of the violin, entered manually
Emblem . 3
string N at the recording
. . character Nationality (identifier) of the
Nationality ; R
string | violinmaker, entered manually
Recording no number Recording number of the same violin
] Date of the recording generated
Date date ¢ of The recording & ¢
automatically
‘ Character Comment entered manually by the
Comments :
| string operator
Sound samples byte array Sound data,
FET byte arra Spectrum samples
coefficienys Y ! P Sampies B
Parameters byte array values of all parameters
S

User interface

View controller

—~ Data
Data Connector

Mic + soundcard

Figure 3. Implementation model of the MusicEar system
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IV. MUSICEAR IN USE

First tests of MusicEar have been performed at the
Academy of Music in Poznan, Faculty of Violinmaking. They
cnabled checking the system performance in the external
environment with a violinist. These tests proved the concept of
the system and its realization. The real-time condition was met
and the system performance was satisfactory.

The subsequent tests were carried out during the
International Henryk Wieniawski Violinmakers Competition
held in Poznan in May 201 1. The recordings took place during
the competition auditions in the historic Groblicz chamber hall
in the Museum of Musical Instruments. It was the first part of
the final stage of the competition. Ten instruments competed at
this stage. They were played five by five with a break in the
middle of the audition. Each session started and finished with
the reference violin, which, in case of this compctition, was
a Polish historical instrument of Bartlomiej Dankwart from
1602.

On the whole the MusicEar system worked well under time
constraints of the competition. With a long recording there is
arisk of RAM overload (note, that the recording and the
calculated data are collected in RAM and transferred to the
SQLite databasc as one tuple). For this reason one recording
(violin No 5) was lost.

Observation of parameter values in real-time was very
informative; the user could indicate the distinctive features of
competing instruments while listening, and later in comparison
window as presented in Fig.4. However multimodal analysis of
violin sound by humans requires a large cognitive effort.

The sound material gathered during the competition
brought a large amount of new data to analyze. The results of
this analysis will not only characterize the competing
instruments, but also will bring guidelines to develop and
improve the MusicEar system.

As a preview of the results of the competing violins sound
analysis two charts have been attached below. The figures
feature information about ninc competing violins and one
historical reference violin. The numbers identifying violins are
the same as during the competition. Fig. 5 presents the
relationship between the energy and brightness and Fig. 6
presents the flatness.
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Figure 4. Sound comparison window
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Figure 5. Relationship between the energy and brightness of competing
violins

It is evident, that the historical violin differs from the rest of
violins. It is less loud, less bright and has less tonal character
than the contemporary instruments.

V. CONCLUSIONS

In the paper a report was made of the course of the project
devoted to the implementation of a system for analysis,
visualization and archiving of a violin sound in real time,
which is designed to support the subjective assessment of the
quality of the violin. The system, called MusicEar presents the
waveform, instantaneous and long term averaged spectra in
various frequency scales, and parameters related to the timbre
and sound volume. The database collects the recorded sound,
calculated spectra and parameters. Violins from the database
may be compared already during the recording session. The
first version of MusicEar was successfully tested in demanding
conditions of the International Henryk Wieniawski
Violinmakers Competition held in Poznan, Poland in 2011.

In this particular competition, the computer analysis results
were not taken into account for jury decision and probably
some time must elapse until this kind of analysis is approved
for the violin quality assessment. Will it ever happen? Anyhow
this type of software application may also be very uscful for
understanding the cognitive processes related to violin sound
perception. It is hoped that next releases of the system will
indicate similar instrument and will point the best.

The data gathered in the database of MusicEar arc now
further analyzed. In particular Duennnwald frequency regions
are explored to find the reliable coefficients related to the
quality of violin sound. Ultimately MusicEar is planned to
become a real time decision support tool.
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ABSTRACT — Dynamic Time Warping is a standard algorithm used
for matching time series irrespective of local tempo variations.
'This type of variability is inherent to audio input data obtained
directly from uscrs and, as such, it occurs in the context of Query-
by-Humming interface to multimedia databases. Apart from the
time-alignment problem, most of the known melodymatching ap-
proaches are also affected by a second issue of aligning the pitch
between the query submitted by a user and the template. The query
is usually in a different key and it may be simply sung out of tune,
which needs some additional, sometimes computationally expen-
sive processing and may not guarantee the success e.g. in the pres-
ence of pitch trend or accidental key changes.

The method of tune following, proposed in this paper, enables to
solve the pitch alignment problem in an adaptive way inspired
by the human ability of ignoring typical errors occurring in sung
melodies. The experimental validation performed on the database
containing 4431 queries and over 5000 templates confirmed the en-
hancement introduced by the proposed algorithm in terms of the
global recognition rate.

[. INTRODUCTION

The impressive diversity of methods and goals formulated
in the area of Music Information Retricval (MIR) reflects
the intrinsic complexity of our perception of music and of
the music itsell. Out of the many research issues considered
in the field, the problem of query specification for content-
based music retrieval has been attracting significant attention
for ycars. Among many proposced solutions, such as Query
by Tapping, pitch contour specification with Parsons code
or various forms of simplified musical notation, the Query
by Singing/Humming (QbSH) interface is perhaps one of the
most natural approaches to scarching for a picce of music in
multimedia databascs.

The main issuc in QbSH problem is basically melody
matching where the melody 1s understood as a sequence of
notes with given pitches and durations. Converting the uscer
input into a sequence of pitch values, known as a pirch
vector, is therefore a typical first step of processing. Many
pitch detection algorithms (PDA) arc available for this pur-
pose [1][2]13], so a rchiable representation may be usually
obtained cven in a relatively noisy environment. The potential
problems involved here include the frequency resolution and
precision of the PDA (usually of minor significance in the
QbSH task), octave errors (may occasionally become an issue)
and the imprecision of the sung query itself” which is one of
the main sources of conlusion in practice.

The precise onset time and duration of a note arc more
difficult to be unambiguously determined. This 1s a point at
which the approaches used for solving the QbSH problem may
be roughly divided into two main groups.

1) Note-based Approaches: These methods aim at obtain-
ing a reliable note segmentation with respect (o the pitch
and temporal parameters. Their biggest advantage 1s a com-
pact representation allowing for efficient melody scarching
with string matching algorithms [4]. The methods proposed
here include edit distance computation based on note in-
sertion/deletion/replacement cost [S], transportation distances
such as the Earth Mover Distance (EMD) [6] [7] and n-grams
matching [8]. The note-based methods rely on the quality
of the note segmentation stage which generally makes them
potentially imprecise or dependent on the user adhering o
a requirement of singing cvery note on a given syllable (c.g.
“ta” or “da”, ct. [5)]).

2) Direct Matching: In these approaches the note secgmen-
tation problem is deliberately ignored and the pitch vectors
arc dircctly compared on a per-frame basts. High matching
precision may be usually obtained in this way but at the cost
of increased computational complexity [9]] 10]. Not only is the
mclody representation much longer than the sequence-of-notes
form, but also variations of tempo in the sung query make the
standard Euclidean distance between vectors inaccurate and
a more sophisticated matching algorithm must be applied.

The method of choice for aligning the query with a template
via a non-linear scaling of the time domain i1s known as
Dynamic Time Warping (IYTW). Proposed mitially for isolated
words recognition [12] 1t has been widely adopted in many
other fields of artificial intelligence and signal processing.

One of the fundamental issues in a practical application of
the DTW algorithm for melody matching is to obtain a key-
invariant representation. The melody is defined by a sequence
of rclative pitches, so their absolute values are basically
irrclevant. The user can sing a melody in any key, so all the
notes may be shifted with respect to the template by the same
interval which may result in a large value of the DTW distance,
cven for a perfectly sung query. In this paper a novel solution
is proposcd, in which the query is “tuned in™ to the template
via gradual decrease of the pitch difference between the two.

In the next section the principles of the DTW algorithm will
be briefly presented along with a summary of previous works
which influenced the development of the method in the context
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of QbSH and melody matching problems. Next, the proposed
modification of the algorithm and the results of experiments
demonstrating the obtained enhancement in recognition rate
will be presented.

II. BASIC CONCEPTS

A. Previous Work

The problem of minimizing the distance between (wo time
seriecs which may vary in time or speed occurs naturally
in numerous application arcas. Early works of Itakura [11]
and of Sakoe and Chiba [12] introduced the DTW as an
cffective solution in the speech processing task. The funda-
mental concepts laid out in [11][12] have been later used with
slight modifications in many fields of artificial intelligence and
data mining, including audio and video strcam monitoring,
bio-medical signal inspection, financial data analysis, human
motion and gesture recognition [13][14]. The variants of the
method include full sequence matching [12] and subsequence
matching [13][15]. Efficient indexing techniques allowing to
significantly reduce the searching time in large databases were
introduced in [14] and applied in the Musical Information
Retrieval context in [10]. The application of several variants of
the DTW algorithm for the QbSH problem has been addressed
in numerous works, including [9][15][16]]17][18].

B. The Fundamentals of Dynamic Time Warping

Let g; denote the pitch value in the j-th frame of the query
pitch vector q, where 57 = 1,2, ..., .J. Similarly, ¢; represents
the ¢-th frame of the template ¢, where 1,2,....,1. The
Euclidean distance between the two:

diucid (@, 1) = (D

may be computed only if the size of the two vectors is the
same, which is typically not the case. Morcover, reinterpo-
lating the sequences linearly to the same length may not be
sufficient in the presence of local tempo variations (Fig. 1).

/”\—-'\\// ﬂ\—/\v/“//\\/—\ /t

/U

N

Fig. 1. Sequence matching with the Euclidean distance

The solution is to scale the time domain of the sequences
with a proper warping function so that the corresponding
frames are properly matched (Fig. 2). The warping function
may be represented on the -7 plane by a path, i.c. a sequence
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Fig. 2. Sequence matching after non-linear rescaling

of points ¢(1),¢(2),...,c(K), where c(k) = (i(k),7(k))
(Fig. 3). Every path is assigned a cost:
K

E = "d(c(k)), ()

k=1
where the cost of matching an individual point ¢(k) may be
defined as:

d(c(k)) = d(i, ) = |qjy — tigry] - (3)

; «(K)=(I.)

c(k) = (i(k). j(k))

Fig. 3.  The warping function

The DTW algorithm, finding the optimal path in the sense
of minimization of eq. (2), is based on the dynamic pro-
gramming (DP) principle. The ¢-j plane is represented as
a two-dimensional array g. Every clement g[, j] is assigned
a minimal cost of reaching the point (7, 7) from the beginning

point ¢(1) — (1,1):
gli,j —1]
v gli,jl = d(i,j) + ming gli — 1,5 — 1] 4)
i=1,2,...,] gli — 1, 7]
Je=1425smeg0 /
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with the boundary conditions:

gl0,0] = 0,
gl0,7] = oo, forj=12,...,J, (5)
gli,0] = oo, fori=12,..,1I.

After computing all the values of the array ¢, the total cost
of the optimal path is found in g[7,.J|. This value is typically
multiplied by (7+.7) " to allow comparisons between queries
of different lengths.

The DP-equation (4) is a simple variant most often found
in literature [13][14]. Several more sophisticated variants in-
corporating local slope constraints and weighting coefficients
were initially proposed by Sakoe and Chiba [12]. Global
constraints in the form of the Sakoe and Chiba band |12]
or Itakura parallelogram [11] are also often applied (Fig. 4).
The genceral role of the constraints is to limit the area of the i-j

a) b)

Fig. 4. DTW global constraints: a) Sakoe and Chiba band, b) Itakura
parallelogram.

plane under consideration in order to speed up computations
and to reduce the risk of “pathological warping™ of the
sequences [ 14]. Global constraints play also fundamental role
in efficient indexing techniques introduced by Keogh in [14].

The boundary conditions may be modified to allow for
a situation when only a fragment of one sequence is to be
matched against the second one. This is generally a subse-
quence matching problem in which the compared sequences
may not start at the same position and/or end at the same
position [13].

C. Melody Matching

In a typical approach, the query sung by a user is matched
against a database consisting of a collection of MIDI files.
The templates from the database are converted, similarly to the
query, to the form of pitch vectors, expressed in the MIDI note
numbers rather than as frequency values in Hz. The conversion
is straightforward in the case of the MIDI files and always
yields unambiguous results. On the other hand, the query pitch
vectors often need some clean-up to decrease the influence
of noise, octave errors, etc. and they generally represent the

intended melody only approximately. Many users sing out of

tune and they cannot sing with sufficient precision, especially
in case of bigger intervals [19].

The general problem which is addressed in this work is how
to match a melody sung in a different key than in the template.
There exist several approaches to deal with this issue. Many
rescarchers use a simple method of subtracting the mean pitch
from the whole sequence [18]. The problem occurs when the
melody represented in a query is only a part of the template,
or vice versa, in which case subtracting the mean is of no use.

In a different approach the melody may be represented in
the form of relative changes of consecutive pitches (differ-
ential/delta representation) [20]. This eliminates the problem
but representing raw pitch vectors in this form often yiclds
poor results. In this case the MIDI-based templates consist
mostly of zeroes with non-zero values only at the points of
note transitions. On the other hand, the note transitions in
a query may be spread over several frames which makes the
true comparison impossible.

An cffective alternative may be to repeat the matching
procedure several times with different transpositions of the
query pitch vector. The query may be transposed by e.g.
all possible number of semitones within the octave [16] or
from —5 to +5 semitones in half-of-the-semitone steps [20].
Various numbers of repetitions may be considered but in any
way this is clearly a brute-force approach which increases
the computational complexity significantly. Another problem,
which is still not solved, is that the transposition may appear
within the query when the user fails to sing an interval (usually
a greater one) precisely and continues in a different key.

A solution proposed in this work is to try to follow the
melody of the template by gradually decreasing the difference
between the query and the template. This is intended to
resemble the way in which humans follow the known melody
irrespective of pitch inaccuracies and key changes.

[II. THE PROPOSED ALGORITHM
The input query pitch vector gq,,,, is obtained from audio
data sampled at 8kHz, with the non-overlapped frame size of
256 samples. It is first preprocessed in order to obtain a smooth
melody line without large jumps and unvoiced fragments. The
preprocessing includes the following steps:

1) The leading and trailing unvoiced fragments, denoted by
the pitch detection algorithm as “07, are removed.

2) The median of the remaining data is computed and all
the pitch values distant from the median by more than
a given threshold 7' are marked as unvoiced i.c. set to
zero. This may help in case of poor quality of the input
data resulting from noisc or from errors introduced by
the pitch detection algorithm. The quality of the database
used in the experiments made this correction necessary
in 1% of the queries for T} — 24 semitones.

3) For the same reason the maximum jump between (wo
consecutive frames can not exceed a threshold 75.
Setting 75 = 14 semitones resulted in 3.8% corrected
files.

4) Every unvoiced frame is set to the pitch value of the
last voiced frame. In this way one continuous melody is
obtained, without any breaks resulting from breathing or
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articulation. It should be noted that this operation also
leads to rejecting some potentially useful information
about the rhythm and beat.

5) Median filter with the size of 9 frames is applied
to smooth the pitch contour. Preliminary experiments
showed that it enhances the recognition results signifi-
cantly.

The smoothed query pitch vector q is then compared with all
the templates from the database. For every template ¢ the pitch
difference dyeq between the beginnings of the query and the
template is computed and then subtracted from all the elements
of the query pitch vector:

= ¢ — dpeg (6)

where J is the length of g after preprocessing.

This makes both sequences start in the same key. In practice,
the value of dy,e, is computed as:

G2 +q3  t2tts 7

2 2
The first pitch value may be unreliable, so it is rejected and
the mean of the next two is taken into account.

As the database used for the experiments contained only
queries sung from the beginning, this procedure enabled to
obtain good matching results with the standard DTW algo-
rithm described in section II-B. On the other hand, the queries
from the database often ended in arbitrary positions with
respect to the template sequences, so using the arithmetic mean
computed for all the values of g and t instead of dpeq in (6)
yiclded poor results.

In a separate set of preliminary experiments the influence
of DTW constraints on the recognition results has been tested.
It has been found that setting the slope constraint condition
P = 1/2, as defined in [12], yielded the best results.

Having the beginning of the query shifted properly along the
frequency axis, one have to deal with transpositions possibly
occurring later in the course of the query (Fig. 5). For this
purpose the standard DTW procedure is applied first to find the
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Fig. 5. Example of a transposition (Old McDonald had a farm). The first
17 samples of the template (light) and the median-filtered query (dark) are in
tune. Most of the remaining part of the query is one — two semitones below
the template.
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warping function aligning the query and the current template.
Going along the path on the -7 plane defined by the warping
function, the procedure defined by the block diagram in Fig. 6
is applied. The resulting signal q is a version of g modified to

Fig. 6. The block diagram of the tune follower.

follow the pitch values defined by the template ¢. This process
is controlled by the parameter « € (0, 1]. The greater the value
of «, the faster will the pitch of the query be aligned with
the template. The final value of o = 0.05 was used in the
experiments.

The example with the same query and template sequences
as in Fig. 5 is shown in Fig. 7. The enhancement introduced
by the tune-following procedure is clearly visible. In most
places the distance between the sequences decreased and two
fragments in the second half of the query got tuned to the
template exactly. It should be noted that both Fig. 5, and Fig. 7
present the aligned, i.e. time-warped version of the sequences.

66 T T T T T T T

MIDI note number

1 1 L

52 1 ! X 1
0 20 40 60 80 100 120 140 160

Frame number

Fig. 7. The result of application of the tune follower (o = 0.1).

The final matching cost is then computed for the sequence
g with formula (2). One important thing that should be noted
here is that although this cost is lower in comparison to the
standard DTW algorithm for the matching template, it can also
be lower for the non-matching ones. The fundamental question
is whether the proposed tune-following procedure is able to
make the matching template win easier in the competition with
the others despite the fact that all of them may benefit from its
application. In the following section the test results supporting
positive answer (o this question have been presented.
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I1V. EXPERIMENTAL RESULTS

A. Database

The publicly available datasets, used in the MIREX 2011
Query by Singing/Humming cvaluation task |21], have been
chosen to verify the proposed solution. Roger Jang’s MIR-
QBSH corpus [22] consists of a collection of 48 popular songs
(ground-truth MIDI files) to be matched against 4431 queries
sung by about 200 subjects. The 48 ground-truth files are
mixed with 5274 “noise” files from Essen collection [23].

B. Testing Procedure and Results

Each of the 4431 queries was compared with all of the
48+ 5274 template files, one of which was the correct one. For
every query q, all the templates were ordered by their DTW
distance from g . According to the rules used in the MIREX
evaluation, the scarch was treated as successful when the
correct template was among the top 10 results. The obtained
results are presented in Table 1.

TABLE 1
TOTAL NUMBER OF RECOGNIZED QUERIES

Top Ten Score | Best Hit Score )
DTW 3077 (69.44%) | 2109 (47.60%) | 0.39532
DTW + Tune Follower | 3332 (75.20%) | 2455 (55.41%) | 0.42975

Additionally, the number of cases when the correct template
was the first on¢c on the list of DTW distances was also
recorded (the Best Hit Score column). The last column displays
the mean relative difference between the first and the second
filc on the list:

N g g
y i

1 E
5= — 2 : (8)
N Z Ein)

n=I

where the sum is computed only over those N queries for
which the best hit was the correct one (N = 2109 or 2455,
respectively). The value ESY denotes the DTW matching cost
for the n-th query and the template located at p-th position on
the list, i.c. the value E\™ represents the score of the template
best matching the n-th query (naturally, B\ < E{™).

The character of changes introduced by the proposed algo-
rithm may be better assessed on an example of a single query
shown in Table II1. The correct template was found to be the
closest to the query, both with and without the tune follower
(all of the remaining files come from the Essen collection).
It may be however observed that the DTW distance ol the
first template decreased significantly, from 544.56 to 3%2.30),
while the second template remained almost equally distant
from the query (659.72 vs. 675.03). Application of the tune
follower reordered the list and introduced some changes in the
top-ten matching templates (e.g. file Q0095.pv appeared and
Q0082.pv was removed).

TABLE I
RESULTS FOR A SINGLE QUERY
Y EAR: 2003, PERSON: 00011, FuLk: 00020.pv (Happy Birthday)

DTW DTW + Tunc Follower
No Template DTW Distance Template DTW Distance
e 00020.pv 544.56 00020.pv 382.80 |
2 VOOO3Epv 675.03 VOOO3E.pv 659.72
3 E0820.pv 731.27 EO820.pv 672.47
4 A0302.pv 752.51 QOO75P.pv 678.65
5 | QOIT4N.pv 814.22 Q0095.pv 697.24
6 QO082.pv 825.53 A0302.pv 712.63
7 Q1102).pv 830.32 QO114K.pv 712.67
8 | QOO80B.pv 840.34 QOI137F.pv 734.59
9 | QOO80A.pv 849.02 Q2079).pv 738.94
10 ] EOHOB.pv 876.25 QO048C.pv 745.74

C. Discussion

The presented results consistently show that the proposed
tunc-following procedure may have a positive influence on the
DTW-based melody scarch. Although it is true that it generally
makes the matching cost smaller for most of the templates, one
can expect that this decrease will be more significant in the
case of the correct template than for all the non-matching ones
(Table II).

This may result from the cffect of accumulation of the
corrections for consecutive notes. For example, when the pitch
of a note sung by a user is too low with respect to the correct
template then it is gradually increased by our procedure until
it rcaches the right tune, provided that the note is long enough.
If it is relatively short, it is at least partially corrected. In cither
case, if the note was sung oo low, then it is probable that the
pitch of the next note will also be too low in which case it will
get corrected immediately or — at least — faster. This cffect may
be observed c.g. when comparing Fig. 5 and Fig. 7. The pitch
discrepancy in frames 105-110 is made significantly smaller
due to correction which occurred in the previous frames.

This type of correspondence between the signs of the pitch
differences in consccutive notes cannot be generally expected
when comparing a query with a non-matching template. Cor-
recting one note may result in increasing the initial difference
between the next note and the template. This may even result
in increasing the total matching cost, although for long notes
and infrcquent pitch changes the tune follower will make the
query closer to most of the templates.

Further investigation revealed that the exact number of cases
when the standard DTW failed to put the correct template on
the first place and at the same time the proposed solution
managed to do so, was cqual to 493. Yet in 147 cases the
opposite was truc, i.c. the correct template disappeared from
the first position when the tune follower was turned on. These
figures are definitely dependent on the parameter « of the
tunc follower. Finding the optimal value for « needs some
additional tests and closc inspection ol those 147 casces.

In general, the proposed solution enables to efficiently refine
the results without computationally complex methods such
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as repeating the DTW for all possible transpositions [16]. It
should be noted that it can be used independently on efficient
indexing techniques [10][14] or note-based approximate algo-
rithms [17] to increase the speed and rcliability of a QBSH-
based scarch engine.

V. CONCLUSION AND FUTURE WORKS

In this work a modification of the Dynamic Time Warping
procedure have been proposed to enhance the results of melody
matching in the Query by Humming problem. The modifi-
cation is inspired by the human ability to match melodies
irrespective of the key and pitch inaccuracies. It may be stated
that the proposed tune-following procedure plays a similar role
for pitch alignment as thc DTW does for the case of time
alignment and thus it may be seen as a frequency-domain
complement to DTW. Similarly, while the DTW dccreases
the matching cost with respect to the Euclidean distance,
the tunc-following procedure decreases it even more, with
respect to the DTW alone. Although the distance is lower both
for the matching and non-matching templates, the presented
experimental results clearly demonstrated the superiority of the
proposed solution in terms of recognition rate and separation
between the matching and non-matching templates.

The concept of tune-following will be further investigated
in future works. Apart from the issuc of parameter scttings
and possible modifications of the presented procedure itself,
it should be noted that it is currently being applied to the
alrcady time-aligned sequences, i.e. after the DTW algorithm,
It is however possible to integrate the two and modify the pitch

adaptively during the dynamic programming optimization of

the path cost. This would enable to obtain a different warping
function in some cases and, possibly, to match more impre-
cisely sung queries. However, it scems unclear if this would
lead to the overall recognition rate improvement — some further
research is hence necessary here.

The generalization of the proposed method to subsequence
matching problem would also be of great practical importance.
It would eventually enable to construct a flexible hybrid system
incorporating scveral methods, both direct and note-based,
that would benefit from the tune-following algorithm to offer
cnhanced results in shorter time.
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ABSTRACT — The purpose of the presented research was the devel-
opment of a melody search system that would allow to find a song
in a music database, based on humming the tune of a known song
fragment. The melody recognition in the developed system is based
on comparing vectors of voice pitch values. The best match of the
humming pitch vector against all the recordings in the database is
searched. An original frequency and time scaling approach was im-
plemented to improve recognition accuracy. The system perform-
ance was tested with the use of live humming recordings of four
volunteers with a small database.

Keyworps — melody search, note frequency, query by humming,
melodic contour.

L. INTRODUCTION

The task of recognizing the melody is one of the issues
involved in the processing and storage of data related to music.
The process of computerization of music helps not only people
professionally involved in music, such as composers,
instrumentalists or vocalists, but also provides new
opportunitics for the recipient of a musical work - the listener.

Currently, the most popular method of scarch for songs in
musical databases is the so called “scarch by text” [1]. The
scarched text may be the name of the song, composer, artist or
any fragment of the lyrics. It turns out, that it is not a
satisfactory solution, when one remembers only a fragment of a
song’s melody. A melody recognition system allows the user o
simply hum a song fragment, then treat it as a query o the
database. As a result a list of tracks, that most fit to the
hummed fragment, is returned. This is a special case of query
by example, called the Querv by Humming (QbH) [2]. For
different recordings of the same musical work the only
relatively constant feature of the song is the melody.

The melody is a fundamental part of any musical work. A song
may consist of scveral tunes, and usually one of them is the
main melody while the rest form the musical accompaniment.
A melody consists of scveral notes occurring in a particular
order. For cach notc onc¢ can specify the frequency and
duration. Note representation of a song can be  casily
implemented in a musical database by direct note writing or
can be retricved from MIDI files. A properly hummed
fragment of a song allows to recognize its melody for a human
listener. Many QbH systems rely on note recognition. In Note
Interval Matching |3] melodics are treated as strings. They are
aligned to obtain the best similarity of two melodics with the
use of dynamic programming. Frequency variation between

Pawel Pefczynski
Institute of Electronics
‘Technical University of L.od?7
L.od7, Poland

pawcl.pelezynski@p.lodz.pl

consecutive notes serves as the measure of similarity. Another,
well known approach, N-Gram Matching [4], is also based on
relative note frequency, but it is quantized and an exact match
is scarched. A combination of the above two techniques is
often used in a Two-stage Search: N-Gram Matching allows
for rejection of the worst guesses and Note Interval Matching
refines the result in a smaller database. Unfortunatcly,
automatic note recognition is not an casy task [5]. Lack of clear
boundarics between notes in a real humming signal, both in
amplitude and frequency, makes automatic note recognition
prone to errors due to inaccurate singing and background noise.
To avoid the above problems the authors have decided to
develop and investigate a melody scarch system without note
recognition, as in Melodic Contour Matching tcchniques [4].
Instcad of note symbols a vector of fundamental frequencics
estimated in short time intervals, called “melodic contour”, is
produced. This vector is matched to similar data structures,
stored in the database. The best match should occur for the
proper picce of music, allowing correct recognition. Typically,
Dynamic Time Warping is used to find the best match of two
melodic contours. This algorithm is time consuming, which
motivated the authors to replace it with fine scaling of tempo
and pitch of the hummed melody.

H. THE CONCEPT OF THE MELODY REGOGNITION SYSTEM

The presented project consists of three parts. The first is the
analysis of the humming rccording to identify the fundamental
frequency for small time intervals and to find its variability in
time. The second part relates o the extraction of the melodic
contour of the songs in a database. The third part is the
matching algorithm, which allows to scarch hummed tone
sequence in the database of songs. The block diagram of the
developed system is shown in Fig. 1. Signal processing and
analysis procedures are represented  with  ovals,  database
records arc enclosed in cylinders, and the produced data
vectors are in rectangles. The rescarch work is focused on the
development and testing of these algorithms, it does not cover
optimization problems of the music database scarch. To
simplify the tests a MIDI representation of songs was chosen.
It required the extraction of notes and its conversion to melodic
contour of cach record.

H1. EXTRACTION A MELODIC CONTOUR OFF HUMMING
SOUND SIGNAL

Meclody matching in the proposed approach is based on the
only onc signal feature - the frequency of the first signal
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Figure 1. A Schematic diagram of the developed melody recognition
system

harmonic, known also as the pitch. In general pitch is the
subjectively perceived frequency, not always representing a
real one [7]. Fortunately a humming is a periodic signal with
the first harmonic of considerable amplitude. Thus, pitch
estimation algorithms can be applied in the stage of feature
extraction. A lot of methods for pitch estimation exist. The
most known are based on an Autocorrelation Function (AF),
Cepstrum, Average Magnitude Differential Function (AMDF)
or Comb Transformation, [8],[9].

The authors chose the algorithm based on the accurate
autocorrelation method [ 10]. This method is more accurate and
robust, than methods based on cepstrum or filtering. It was
implemented in  Praat sound processing and analysis
environment [11], that can be invoked as a command line
application from other programs. The main parameters of the
utilized algorithm (function: Sound To Pitch) were set as
follows:

e Time step — 10ms,

e  Pitch floor — 75Hz,

e  Max number of candidates — 15.
Other parameters were set to their default values. Sound
analysis performed by “Sound To Pitch” function produces a
vector of frequency samples, that approximates the melodic
contour of a given musical work (Fig. 2.). The obtained vector
was then compared with musical database. The developed
matching algorithm is described in section V.

IV. EXTRACTION OF THE MELODIC CONTOUR FROM MIDI
FILES
Musical Instrument Digital Interface (MIDI) is a standard
which allows collaboration between musical instruments, or
between a computer and musical instrument.  Communication
between devices is realized using the MIDI protocol. This
protocol is a fixed set of messages sent between devices. These
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Figure 2. An example of the pitch vector extracted from a sample
humming recording

messages equipped with time stamp form commands, that are
stored in files, called MIDI files. MIDI commands can control
an electronic, musical instrument or a synthesizer, that is often
integrated in a sound card. A single MIDI file can be used to
control up to 16 synthesizers — they are multipath. Each path
carries the information about the played note numbers and their
durations, which gives a synthetic representation of a melodic
contour.

A specialized converter from a MIDI file to sampled
musical contour was written in Java. It is capable of extracting
a sequence of desired commands and converting them into a
series of frequency values. The “javax.sound.midi” packet was
used to read and perform an analysis of MIDI files. A
conversion from note MIDI numbers to frequency required a
knowledge of the frequency mapping. It is described by the
following formula:

fnole=2/’2'frel ( 1 )

where:

=Dmipr-Nret MIDI (2)

Reference note is A4, its frcqucncy —=440Hz, and MIDI
number nermp=69. The coefficient 2”7 is a halftone frequency
interval.

Producing samples of melodic contour required both a decision
of sampling period and measuring a time in MIDI. A choice of
period was straightforward: it was the same as the time step in
the Praat “Sound To Pitch” procedure. An estimation of time in
MIDI depends on two parameters stored in the file: the tempo
expressed in “beats per minute”, and the resolution expressed
in “tics per beat”. Each event, such as the beginning and the
end of a note, is expressed as a tick number, which is converted
to discrete time based on the sampling period. Building of the
melodic contour vector starts from determining its length and
filling all the elements with zeros. Then, for each note, a proper
range of vector elements is filled with note frequency. An
example of extracted melodic contour can be seen in Fig. 3.a).
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V. MELODIC CONTOUR MATCHING AND SONG
RECOGNITION

A recognition of a melody cannot be simply a result of
comparing the unknown melodic contour with the contours
stored in the database due to their different lengths and lack of
time synchronization. It should be obvious that there is no need
to hum the whole song and that the hummed fragment does not
have (o start from the beginning of the song. In these
conditions a recognition is a result of finding the best match of
the unknown melodic contour to the fragment of one of the
contours from the musical database. Assuming, that the length
of the unknown contour vector is not higher than the lengths of
all the vectors in the database, an error of vector match to
pattern p for a given time shift 7 can be defined as a Root-
Mean-Square Error (RMSE):

epli)=( [ 5" o' (x()-P(+)']/N}'*, 0sisM-N (3)

where:
x — unknown melodic contour vector of length N,
p — p-th melodic contour vector from database of length M.

Both vectors and a plot of error & are shown in Fig. 3.

Using RMSE as the measure of the matching accuracy
makes the result independent of vector length and allows to
express it in frequency units — [Hz]. The best match error me,
to the pattern p over all time shifts is the minimum of ep(i):

me, = min{ e,(i) }, 0<i<M-N (4)
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Figure 3. Examples of plots of melody contours: a) extracted from MIDI
file, b) hummed by QbH system user, ¢) found fragment of a contour, and
d) plot of match error as a function of time shift

Finally, the recognition of a song is defined as its classification
k to one of the database examples p:

k =arg{ min(me, )}, 1<ps<P (5)

where Pis the number of songs in the database.

The above approach works very well in ideal conditions of
perfect note frequency and tempo reproduction in the hummed
fragment. Linear scaling of the unknown melodic contour was
introduced to make the algorithm more robust to possible
imperfections in melody humming. Scaling in time was
obtained by signal resampling with the resulting sampling
period Aty defined as:

Aty=tc -At, tce {0.8,0.85, ..., 1.2} (6)

where:
Ats — original sampling period,
tc — time scaling coefficient.

The scaling coefficient takes one of nine values, from 0.8
up to 1.2. Scaling in frequency was obtained by multiplying the
signal by a power of 2:

fn=2"7.f me{05,-04,...0.5) (7)

where:
f— original frequency,
fn — multiplied frequency.

The m coefficient takes one of nine values, from -0.5 up to
0.5. The range is set to compensate pitch errors in the range of
a quarter of a musical tone. After an introduction a both scaling
in time and frequency a number of nccessary computations
increases 9x9=81 times, making the algorithm much slower,
but the probability of correct melody recognition increases.

VI.  SYSTEM PERFORMANCE ESTIMATION

A series experiments were carried out on real data to
cvaluate the developed system’s performance. The test
database consisted of eight songs of popular music and four
persons of different ages and genders participated in the
experiment. Only one of the participants possessed musical
experience. In all the cases recognition accuracy was 100%, so
a distribution of the match error me over all the examples in the
database was investigated. A matrix of match errors obtained
for all the humming examples against all the examples in the
database without scaling of the unknown melodic contour is
shown in Table 1. The lowest values are obtained for the proper
examples, but other error values are not much higher. The
certainty of matching is not very high, and a recognition error
can occur in the case of lower recording quality. Introducing
scaling of unknown melodic contour vector, both in time alone
and in frequency, gave a reduction of the error level. The
results are listed in Table III. The highest error reduction was
observed after combining both scaling in time and frequency.
In the same time the recognition certainty was increased (Table
LL).
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TABLE L MATCH ERROR WITHOUT SCALING OF MELODIC CONTOUR
Match Hummed melody
error T
A 4. 5. 6. 7. 8.

71 H'I,] l- 2. B |
Song 1. | 47.0 63.3 55.2 534 323 51.0 24.1 48.5

Song2. | 630 | 556 | 61.5 | 564 | 384 | S8&1 | 389 | 576
E i

Song 3. | 64.2 76.8 479 65.5 50.6 59.3 41.3 49.1

Song 4. | 76.4 66.7 74.1 322 58.9 95.5 44.7 56.5

Song 5. | 61.1 70.5 63.8 73.3 12.8 60.0 34.8 57.0

Song 6. | 90.6 105.7 85.2 114 42.1 19.1 49.8 61.5

Song 7. 68.7 65.8 59.0 71.6 33.0 66.1 220 48.7
Song 8. | 71.3 71.6 65.9 740 | 452 71.9 35.0 183
S i S— 1 — F AR A
TABLE 1L MATCH ERROR FOR SCALING OF UNKNOWN MELODIC
CONTOUR BOTH IN TIME AND FREQUENCY
| Match Hummed melody

error N N I ]

[Hz| 1. 2 3. 4. 5. 6. ( 7. 8.
Song 1. | 395 517 51.6 46.8 237 34.2 23.3 43.8
Song 2 56.7 31.3 54.9 47.9 35.7 53.4 34.3 51.8
Song 3. 60.5 70.3 29.0 50.9 454 54.4 36.8 43.1
Song 4, 59 55.7 60.6 25.6 46.7 84.8 i 329 49.1
S()ng 5 54.6 59.6 61.5 65.6 12.3 53.0 28.9 523
Song 6. | 85.5 90.9 78.3 87.9 40.9 16.8 43.1 55.0
S()ng 7. 66.7 54.3 56.8 60.8 27.5 56.1 15.5 45.2
Song 8. 63.4 55.7 55.4 66.4 42.8 58.7 33.8 18.1

— = — =1 GRS
TABLE IIL MATCH ERROR FOR DIFFERENT COMBINATIONS OF SCALING
OF UNKNOWN MELODIC CONTOUR

Match Hummed melody

i 1 2 3 4 T) 5. ~7

[Hz] 1 & . 2 6. & 8.7
No

. 47.0 55.6 47.9 32.2 12.8 19.1 22.0 18.3
scaling | |
Scaling | 450 | ssq | 477 | 320 | 123 | 168 | 213 | 181
in freq. o - B -
Scaling | 01 300 | 203 | 258 | 128 | 181 | 163 | 183

| 1n time o

Scaling
in freq. | 39.5 31.3 29.0 25.6 12.3 16.8 15.5 18.1
& time - - o N

Another experiment was concentrated on finding the individual
capabilities of each test participant to cooperate with the
proposed QbH system. The results are listed in Table I'V.

TABLE IV. MATCH ERROR FOR DIFFERENT PARTICIPANTS OF THE
EXPERIMENT
Match Hummed melody
error T
[Hz] 1 2 3 4. 5. 6 7. 8
Person | 42.1 31.3 29.0 25.6 12.3 16.9 15.5 18.1

Person 2 44.7 36.0 33.7 53.3 19.2 15.5 16.6 33.6

Person 3 40.0 35.9 34.6 245 22.6 24.6 16.5 19.9

Person 4 339 331 343 223 8.99 19.2 19.9 18.1
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Some variation can be observed, probably due to different
style of melody humming and musical ability. The differences
are still not crucial to the overall system performance.

The match error for correct melody guesses in Table 1. and
II. seem to be very high, compared to false guesses. One of the
reasons for such a situation is the lack of the human ability to
rapidly change the pitch between notes in a hummed song. It
produces an additive error to all matches, which does not
deteriorate the algorithm’s performance. This was verified on
synthetic melodic contours, for which all the errors were lower,
but their variability was similar, as in the real examples.

VII. CONCLUSIONS

The proposed QbH system allows for accurate melody
recognition in small databases. Its performance for the small
group of participants was not significantly affected by musical
ability. The created application allowed to test the distribution
of RMSE over the introduced examples and made it possible to
investigate the effect of time and frequency scaling on the
outcome of the match.

The developed system is robust to slight errors in melody
humming, such as singing a few false notes, singing the
melody too fast or too slow, or shifting the tune’s pitch. For the
testing examples the application obtained the recognition
accuracy of 100%.
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ABSTRACT — The presented paper contains an analysis of the influ-
ence of various types of damping material in a transmission line
loudspeaker enclosure on the acoustic emission spectrum. Damp-
ing of the tunnel is crucial in the design of this type of enclosures.
Six types of materials traditionally used in home speaker construc-
tion were studied.

Keyworps — loudspeaker, vented enclosure, bass-reflex, sealed en-
closure, transmission line, waveguide, damping materials, felt, wool,
foam.

l. INTRODUCTION

The most common loudspeaker enclosure types arc cither
closed [1] or vented (bass-reflex type) [2,3]. Thesc two types of
enclosures can be relatively casily and accurately modeled,
allowing mathematical simulations to be used in efficient
design Morcover, because of the small number of variables, the
enclosures can also be quickly tested through trial and error
with very good cffect. For the sealed cnclosurc only the
volume of the loudspecaker and the amount and type of
damping materials can be changed, while the bass reflex
enclosure (utilizing the Helmholtz resonator) introduces two
more variables - the length and the diameter of the resonator
(which arc in fact correlated [3]). Thanks to these features the
closcd and bass-reflex enclosures have dominated the market
and nearly forced out all other enclosures types from
commercial domestic applications. Duc to the stretching of the
speaker response toward the low frequencies with relatively
low design cffort, the bass reflex enclosure arc the predominant
type usced in home audio. The trend is so strong that many
transducers arc designed specifically for usc in bass reflex
enclosurcs.

However, these  types  of  enclosures  have  scveral
disadvantages. The resonant  frequency of a  loudspeaker
mounted 1n a scaled enclosure increases, but at the same time
begins to fall carlier near the low frequencics, which may result
in the listener pereeiving a lack of low-frequency sound
material. The bass reflex type enclosure introduces a delay into
the played sound — duc to the fact that within the range of
frequencies near the tuning frequency of the resonator it is the
resonator itsclf (not the loudspcaker) that is the source of the
sound. The bass rcflex enclosure also incrcases the risk of
overdriving the speaker at frequencics below tuning, especially
if it is poorly designed.

Michat Bujacz Ph.D.
Lodz University of Technology
Lodz, Poland

bujaczme@p.lodz.pl

There 1s a loudspeaker cenclosure type that avoids
the aforementioned problems — the transmission line enclosure
[4,5]. This typc of enclosurc contains a tunnel bchind the
loudspceaker, with specific parameters serving as a waveguide.
The resonance phenomena doesn't appear in transmission line
cnclosure, so there is no audible lag in the music material [6].
The response of the speaker has a natural decreasc of
12dB/octave in the direction of the low frequencics and this
decline begins later than in closed speaker casings. The
waveguide 1s designed to use the rear surface of the speaker
membrane, reverse it tn phasc and usc as a sccond source of
sound. Unfortunately, this type of cnclosure is difficult to
design. The number of variables is very large: the length of the
tunnel, the location of the speaker relative to the entry of the
tunncel, the tunncl’s capacity, the cross scctional arca of the
beginning and end of the tunncl, and their relationship to each
other, the typc and location of the damping material, the
number of turns in the tunncl. Most of these vanables can
be simulated by using appropriate  modcling  software.
Unfortunately it is impossiblc  to properly simulate  the
placement and the type of damping material, which is crucial in
this typc of construction. To understand why the damping is
crucial 1tis nccessary to first have a good grasp of the
principlc of operation of a transmission line enclosure.

I1. THEORY BEHIND TRANSMISSION LINE ENCLOSURES.

The basic principle of a transmission line enclosure 1s that
thc wave emitted from the front of the speaker membranc is
combincd with the wave [rom the rear of the membranc after it
has travcled the transmission line tunnel and has shifted in
phasc. The shift depends on the length of the tunnel and the
wavclength of the sound. To reverse the phase by 180 degrees
(to provide the same phasc of the emission front side of the
membrane and end of the tunncl) at a frequency of 30Hz the
tunncl would nced to be half as long as the wavelength of that
frcquency, i.c. approximately 5.7m (assuming sound speed
of 344m/s). In practice, such a long tunnel is not necessary.
The vector arithmetic shows that cven when the phasc s
shifted by about 90° (with the length of the tunnel equal to Y4
wavclength) the summary emission is greater than the emission
of only the front side of the membrane (Figure 1). So for a
“resonance” at 30Hz the tunnel length only needs to be about
2.9m.
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% Py

B - signal emitted from the speaker membrane's front surface
% | M - signat ersited o 3 cpeake ¥

Figure 1. Phase phenomena in a transmission line loudspeaker system.

The maximum combined emission (from speaker and the
tunnel) occurs when the phase is shifted close to 180° , which
will accentuate this range of frequency characteristics. For the
2.9m tunnel the first “resonance™ would occur for frequencies
near 60Hz. For frequencies near 120Hz the phase shift will be
closc to 360°, which will mean the wave emitted through the
end of the tunnel is in opposite phase to that from the speaker,
and as a result we will see a collapse on the combined emission
frequency  characteristics  (the  first ~ “anti-resonance”™).
Phenomenon like this of un-damped tunnel will occur
periodically throughout the higher frequencices as illustrated in
Figure 2.

Amplitude (dB)

B0 120 180 240 300

Frequency (Hz)

363 420 480

Figure 2. Ideal combined emission from un-damped transmission line
loudspeaker system (tunnel length 2.9 m).

To minimize the resulting unevenness of the characteristics,
while keeping a strong amplification at low frequencies, the
cmission of high frequencies needs to be attenuated. To
accomplish this, damping materials lining the tunnel arc used.
The main task for the damping material is to limit tunnel’s first
“anti-resonance”, which 1s the most complicated task when
designing transmission line enclosures [7].

III. ANALYSIS OF DAMPING MATERIAL

The most commonly used damping materials in DIY audio
arc various foams, felts and upholstery wools. The presented
study compared the following materials:
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e three layers of technical felt with a thickness of 3 mm
cach (Figure 3.1),

e upholstery wool with a thickness of 3 ¢cm (Figure 3.2),
e plain foam with a thickness of 2 ¢m (Figure 3.3),
e plain foam with a thickness of 4 cm (Figure 3.4),

e pyramidal foam with a basc thickness of 1 ¢m and a
total thickness of 4 cm (Figure 3.5),

e wave-profiled foam with a base thickness of 2 ¢cm and
a total thickness of 4 cm (Figure 3.6).

Figure 3. Photos of the damping materials used in tests.

Parameters of the tested enclosure:
e tunnel length: 1.8 m,

e arca of the beginning of the tunnel: 2 x Sd of the
spcaker,

e arca of the end of the tunnel: 0.8 x Sd of the speaker,
speaker placed at the beginning of the tunnel.

Spcaker used in measurements: SEAS 1.22 RN4X/P.

A B MM mE W B W AR W BB BB ag NN
W W WR MR R e W

Figure 4. Diagram of the test enclosure, along with position of damping
material (dotted lines).

Each type of damping material was mounted in the same
places marked in Figure 4. For cach type of material three
measurements were performed:
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e mecasurement in the far ficld (I m from the enclosure)
of the response as a function of frequency - the
measurement shows combined emission of the tandem
specaker + enclosure — top line in Figures 6 to 12,

e mcasurcment in the near field (I ¢cm from the exit of
the tunnel) of the response of the tunnel as a function
of frequency - measurement of the tunnel shows a
range of tunnel emission — middle line in Figures 6 to

12,
e mecasurement of the speaker impedance - this
measurement  shows the tunnel’s self-resonance,

depends on its length — bottom line in Figures 6 to 12.

Measurements were made in an acoustic chamber with a
I m long microphone (climinating the impact of the sound
wave reflections from the tripod) with a WM61A Panasonic
microphone cartridge. A laptop with an M-Audio Audiophile
USB sound card and freewarc software Audua Speaker
Workshop [8] was used for data collection and analysis.

Figure 5. Measurement setup in an anechoic chamber.

IV. MEASUREMENT RESULTS

The measurement results are presented in the same scale
(10 dB grid), the frequency is limited to 5 kHz. Measurements
of the tunnel response (collected in the near ficld, 1 ¢cm from
the exit of the tunnel) are shifted by -45 dB to better show the
measured dependences.

e control measurements performed without any damping
matcrial:

Amplitude (dB)
mpedance (Ohms)

T 20 50 100 200 00 1K 2K 5K
Frequency (Hz)

Figure 6. Mcasurements of un-damped enclosure. Far field (top), near field at
tunnel exit (middle), speaker impedance (bottom).

It is clear that the anti-resonance occurring at about 170Hz
is very strong. The emission from the tunnel at this frequency
is also very strong. The tunnel self-resonance is about 44Hz,
which in the classical formula for resonance

344 m/s |
44Hz 4

=1,95m (1)

suggests that the tunnel length is 1,95 m. The physical
length of the tunnel is only 1.8 m. It can be concluded that
shape of the tunnel with multiple turns decreases the average
wave velocity, because of that the speaker performs as if
connected to a longer tunnel. It is expected that with the use of
damping material the velocity reduction will be even greater.

e three layers of technical felt with a thickness of 3 mm
cach:

30
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Figure 7. Measurements of enclosure damped with technical felt. Far field
(top), near field at tunnel exit (middle, shifted by -45 dB), speaker impedance
(bottom), and control measurement without damping (background).

It can be noticed the reduction of emissions from the tunnel
in the higher frequencies, the impact of the tunnel on the
combined (far field) emission characteristics 1s much smaller.
Unfortunately, the antiresonance at around 170Hz is still
clearly visible and the combined characteristics is far from
smooth.
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e upholstery wool with a thickness of 3 cm:
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Figure 8. Measurements of enclosure damped with upholstery wool. Far field
(top), near ficld at tunnel exit (middle, shifted by -45 dB), speaker impedance
(bottom), and control measurement without damping (background).

The effect of the upholstery wool is similar to that caused
by the felt. The antiresonance decreased slightly, but still the
far field characteristic is very uneven. The tunnel’s sclf-
resonance 1s reduced to about 42Hz, which suggests a greater
reduction of the wave velocity in the tunnel.

e plain foam with a thickness of 2 cm:
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Figure 9. Measurements of enclosure damped with plain foam 2c¢m. Far field
(top), near field at tunnel exit (middle, shifted by -45 dB), speaker impedance
(bottom), and control measurement without damping (background).

The characteristics are similar to those measured for the
upholstery wool and felt. The antircsonance is still clearly
marked, but has changed its position on the frequency axis.
This is due to the significantly decreased self-resonance
frequency of the tunnel to about 39Hz, and thus even larger
wave velocity reduction.
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e plain foam with a thickness of 4 cm:
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Figure 10. Measurements of enclosure damped with plain foam 4cm. Far field
(top), near field at tunnel exit (middle, shifted by -45 dB), speaker impedance
(bottom), and control measurement without damping (background).

The effect 1s significantly different from the first three
materials. The antiresonance is practically unnoticeable. The
cmissions from the tunnel are very limited in the frequency
range 100-200Hz. The self-resonance of the tunnel is located at
about 36 Hz. The use of this material created the effect of a
virtual lengthening of the tunnel to 2.4 m. Unfortunately, the
expense is much weaker emission of the tunnel in the lower
frequency range, which get less profit from the work of the
tunnel.

e pyramidal formed foam with a basec thickness of I ¢cm
and a total thickness of 4 cm:
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Figure 11. Mcasurements of enclosure damped with pyramidal foam. Far field
(top), near field at tunnel exit (middle, shifted by -45 dB), speaker impedance
(bottom), and control measurement without damping (background).

Pyramidal formed foam with a base thickness of 1 ¢cm and a
total thickness of 4 ¢cm works almost exactly like the plain
foam with a thickness of 2 ¢cm, leading to the conclusion that
the shape of the padding material is less significant than its
volume and density.
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e wave-profiled foam with a base thickness of 2 ¢cm and
a total thickness of 4 cm:
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Figure 12. Measurements of enclosure damped with wave-profiled Far field
(top), near ficld at tunnel exit (middle, shifted by -45 dB), speaker impedance
(bottom), and control measurement without damping (background).

The wave-profiled foam’s performance i1s something
between the plain foam with a thickness of 2 ¢cm and the plain
foam with a thickness of 4 ¢cm. Some antiresonance can be
seen, but the characteristic is relatively even.

V.  CONLUSIONS

On the basis of presented measurecments the following
conclusions can be drawn:

Foam is able to significantly slow down the wave velocity
in the tunnel, so it is possible to virtually lengthen the
tunnel. This may be utilized to physically reduce the size of
the enclosures.

The profiling of the foam surface is not important. What
matters is the amount of foam volume in the tunnel,

It is fairly easy to reduce the emission of the tunnel (felt,
upholstery wool), but to obtain significant reduction and
characteristic smoothing is much more difficult and
requires to use other, thicker materials,

Foam as the damping material is overall the most
advantageous,

Further studies can focus on attempts to model the influence of
the foam thickness on the emission characteristics to find the
optimal amount of padding. It can also be speculated that a
combination of different damping materials such as foam and
felt or upholstery wool can give a satisfactory result.
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ABSTRACT — 'This paper proposes a design of a generic head mount-
ed gaze tracker for both, infra-red and visible, spectra. The system
design takes into account inter person morphological and visual per-
ception parameters. The proposed low cost gaze tracker is optimized
in weight. An algorithm for eye robust tracking in the presence of dif-
ferent type of eyes and eye movements is presented. The gaze tracker
potential usage as an assistance of PC interactions of the upper limb
motor impaired is outlined.

KEYwWORDS — gaze tracker, visible spectrum, assistance of upper limb
impaired interaction

I. GAZE TRACKER CURRENT STATUS AND FUTURE
APPLICATIONS

Eye movements arc a key clement for various cognitive
studies such as human attention, intcraction (human, robots,
virtual environments), navigation, rcading, painting analysis,
etc., and, morec rccently, for the design of the new
environments namcd  ARE  (Attention  Responsive
Environment, [1]). The usage of the gaze tracker as a tool for
such activitics requires the acquisition of specific skills for
control of eye movements (dwelling, displacement in precise
direction and at the appropriate speed, cyclids blinking at
specific time, ctc.).

Gaze tracker is a system which allows not only to track the
eye movements over a 2D surface located at a fixed distance
(such as a computer screen, for example), but it allows also to
identify a 3D gazed point (point of gaze) whose distance to the
observer can vary. A hcad-mounted gaze tracker 1s most
suitable for interactions at different depths. It can have onc or
two cye cameras which film onc or two cyes, and onc camera
for scene image acquisition.

However, all the cxisting gaze trackers ([2]) arc rather
expensive and based mainly of infra-red (IR) technology only.
The IR technology facilitates the image processing, but there is
a lack of epidemiological data on the usage of the IR
technology during scveral hours per day (what is usual casc in
PC gaming or internct usage) {3].

Therefore, a design of a low cost gaze-tracker adapted for
short and long time usages is an objcctive of the AsTeRICS,
FP7 ICT project [4]. This paper addresses the design of such

Andrea Carbone, Edwige E. Pissaloux
Université Pierre et Marie Curie (Paris 6), ISIR
4 place Jussicu
750005 Paris, France
Edwige. Pissaloux@upme.{r

gaze tracker. Scction 2 briefly introduces the gaze tracker
specifications. Scction 3 provides main dctails of an adaptive
mcchanical support for the gaze tracker architectures. Scction 4
shortly presents the basic software for visible spectrum cye
tracking, while Scction S outlines the designed gaze tracker
possiblc cxploitations as assistance for PC screen interaction
for the upper limb impaired people. Finally, Section 6 proposcs
the current status of the gaze tracker design and its future
improvements.

II. SPECIFICATIONS OF A HEAD-MOUNTED GAZE
TRACKER

A generic gaze tracker has to satisfy three classes of
paramcters: intra-person  (or human) paramecters, generic
design paramcters and parameters of optimal realization.

Human parameters arc head sizes, distances ““cye-
camera(s)”, allowed head movements, cyc illumination (infra-

‘red (IR) or visible).

Generic design parameters arc vision system configuration
(mono/binocular system); adaptability to scene illumination;
precision of gaze detection adaptable to targeted application ;
interchangeable parts (for system different configurations);
possibility to add additional sensors (such as an incrtial sensor
for cxample); casc to wear; case (o usc.

Paramcters of an optimized (or optimal) realization arc the
following: minimized cost, minimized weight; fast realization
time; reduction of the obtrusivencss of the field of view.

The above listed parameters are implemented in different
gazc tracker architectures.

Typical gazce tracker
synergetic components:

e mechatronic support, i.c. system framework and
support for sensors and control subsystems;

e sensors for images management (acquisition and
stabilisation);

e specific algorithms
processing.

architccture  has therefore, 3

(software) for 1mage

The mechanical (& control) support of the targeted head-
mounted gaze-tracker has to respect the following design
critena:
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- have the maximal degrees of freedom (DOF) which
allow to adapt it to the human specific needs (inter-
personal variations) such as anatomy ol the head,
vision capability, human daily activitics, and their
temporal evolution;

- have a good mechanical resistance,

- be lightweight,

- be easy wearable,

- have a sufficient temporal power autonomy,

- be ofalow price for manufacture,

- be built with few off-shelf standard components.

Two types of sensors are used: cameras (visible and IR
for cye images, and visible camera for scenc images) and
incrtial measure unit (IMU).

The camera should be exchangeable (of a visible and IR
spectrum), and should acquire images of the best quality (with
a minimal noisc (idcally, without noise) and of high contrast.
Eye images should be in centre of acquired cye images. The
ficld of view of scene camera should subtended by a solid
angle of at least 60°. Cameras should be lightweight and of a
small size. The IR illumination light should have an adaptable
power (sclection of the right IR light wavelength, selection of
the correct current, sclection of the right LED elements angle
and units).

The IMU should provide high precise results, should be

casy to calibrate, of a low price and low power consumption;
furthermore, it should be lightweight and of small size.
The algorithms should work with stabilised images of a very
good resolution. They should provide a simple calibration,
fast, precise and reliable eye tracking, and fast matching
between eye and gaze positions.  All processing should be
optimized in space and time for their fast processing by a
processor of an embedded system.

[II.  ADAPTIVE GENERIC MECHANICAL SUPPORT FOR A GAZE
TRACKER
The mechanical support for a generic adaptive gaze tracker
is built upon a standard helmet (used by welders), to which
different original specific clements are added. The number,
types and parameters pertinent for gaze tracker final usages
define the degrees of freedom (DOF) of gaze tracker; they are
also named adaptability parameters.

Two architectures of the hcad-mounted gaze tracker are
considered: a direct gaze-tracker with (IR or visible spectrum)
camera (Figure | a), and an indirect gaze-tracker with IR
camera (Figure 1b).

In a direct gaze tracker, the eye camera(s) directly films
(two) cye(s) . while the forchead camera films the obscrved
scene in visible spectrum. In the case of visible spectrum,
camera takes color images of the human cye while in the casc
of IR sctup, camera takes IR images of a human cye. In both
cases, the variations of 3D mechanical parameters of the boom
arm supporting the camera is directly linked to head
morphology, perception capability of the human cye and
acquisition parameters of the camera (field of view, resolution,
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focal distance; eye sensitivity to IR illumination in the case of
IR camera).

Figure 1. Head-mounted Gaze-tracker architectures: a) 2-camera direct
system, b) l-camera indirect system.

In an indirect camera system, the IR camera, placed on a
side of a face (close to the cars), films the image of an eye
reflected by a hot mirror. The hot mirror is transparent to
visible light, and it reflects non-visible IR light to IR
camera(s). The angle between the hot mirror and IR camera
determine the quantity of the reflected light thus the quality of
the IR image of the eye. IR light location can be in one of the
two secttings: co-planar with the IR camera or not (usually,
located on a specific IR light arms (Figure 2 right).

Figure 2. Indirect IR gaze tracker without (left) and with the arm for IR
illumination source.

3.1. Parameters of direct gaze tracker.

The mechanical support for direct gaze tracker with one
boom arm has 10 DOF (cf. figure 3) ; there are :

* 4 DOF of the camera telescopic boom arm ;

(a = 0=75°% p 0-360° y = 0-200° and S, =
120=200mm),

* 3 DOF of support for the scene camera;

(0 = 0=360° ¢ — 0=360°and S, — 10=30mm);

* | DOF of place for the scene camera;

(&= 0:360°):;

* 2 DOF of support for gaze tracker basic control;

(n = 0=30°and 0 — 0+-30°).
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The DOF/parameters of boom arm play the following roles
(their 3D position is usually defined with respect to human
body main plans: frontal, sagittal, transverse) :

Figure 3. 17 DOF of a direct gaze-tracker.

-the angle a helps to set the camera position in front of the
eye, in order to acquire the cye images with cye located in
images centre;
- the angle f adapts the camera rough position to human face,
in such a way that the image of the cye will be parallel by the
transverse plane of the body/face;
- the angle y tunes the camera position to human face (the
camera 1s adjusted to parallel (left or right) lateral and median
body planes;
- the displacement S; allows to tune the length between the
boom arm ground ¢lement and boom arm rod element. This is
needed to acquire the eye images of good quality; this
parameter is tightly coupled to camera resolution and its optics
(focal, ficld of view).

The support for cye camera has 3 DOF: two angles o, €
and displacement S :
- the angle & keeps the camera position parallel to the
body/face frontal plane (the eye camera should be in vertical
position when boom arm ground element angle a is changed);
- the angle € adapts the camera position to human eye parallel
to the transverse plane when boom arm rod clement angle y 1s
changed;
- the displacement S, adjusts the length between boom arm
rod element and camera mounting plate in order to acquire the
eye images parallel to the transverse plane.

The support for the scene cameras attached to the helmet
has 1 DOF, angle C ; this angle keeps the scene camera
position in environment (parallel to the transverse plane).

The support for gaze tracker basic control system (on the
top of helmet) has 2 DOF defined by angles: n and 0. The
angle n adapts the box of the electronics (control and IMU) in
the position which must be in parallel with transverse plane.
The angle 0 keeps the gaze tracker control unit position (IMU
included) in parallel with respect to the transverse plane.

The proposed direct eye tracker concept has 17 DOF,
therefore, it is adaptable to several inter personnel
morphologies and different conditions of interaction. Figure 4
shows a front view of the realised direct gaze tracker for one
eye tracking. The white parts — boom arm and support for

scene camera- are original (designed with a rapid prototyping
tool, RTP).

Figure 4. Direct gaze tracker front view (1-eye system)
3.2. Parameters of indirect gaze tracker.

Figure 5 shows the model of the indirect gaze tracker.
This prototype of gaze tracker has 15 DOF with two hot
mirrors (cf. figure 5), and only 9 DOF with one hot mirror.
The design parameters are :

. I DOF of IR camera arm (S; = 0=60mm);

* 2 DOF of side camera mounting plate;

(= 0=200° and S> = 0=35mm);

* 3 DOF of hot mirror arms;

(= 0+90° S; = 0=25mm and { = 0+90°);

* |1 DOF of place for the scene camera (y = 0+30°);

* 2 DOF of support for gaze tracker basic control;

(0 = 0-30° and € = 0=30°).

Figure 5. 9 DOF of an indirect gaze-tracker.

The IR camera arm has 1 DOF, the displacement S, S,
adjusts the length between helmet camera/IR light ground
plate and arm what is important for acquisition of the cye
images of good quality. The distance variation is tightly
related to camera (resolution) and its optics (focal, ficld of
view).

The side camera mounting plate has 2 DOF : the angle a
and displacement S,. The angle a adapts the camera position
to hot mirror when IR camera arm displacement S 1s changed.
The displacement S, tunes the camera’s position to reflected
cye on the hot mirror when hot mirror arm displacement S; 1s
changed.

The hot mirror arm has 3 DOF, there arc two angles 3, C
and displacement S;. The angle B adapts the hot mirror
position to side camera when displacement S1 changes. The
displacement S3 adjusts the length between camera/hot mirror
ground plate and hot mirror catcher clement in order to
acquire the eye pupil images of good quality and cnough
reflecting image. The angle € adapts the hot mirror position to
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side camera in order to obtain the reflected human eye pupil at
the centre on hot mirror in the frontal plane. The place for the
scene cameras has 1 DOF : angle y which adapts the scene
camera position to environment.

The support for gaze tracker power supply and IMU has
2 DOF: angles 0 and ¢. The angle 6 keeps the system control
in parallel to the attached inertial measure unit (IMU), while
the angle ¢ keeps the gaze tracker control unit position (IMU
included) in parallel with the transverse plane.

Figurc 6 shows the designed gaze-tracker system
adaptable to inter-person anatomy variations. All design
parameters target the acquisition images of high quality where
fcatures pertinent to image and vision processing will be
casier, faster and more reliably detected and processed. This
gaze tracker takes into account the comfort and medical
security of IR technology use.

Figure 6. Indirect gaze tracker front view (1-eye system).

3.3. Design optimization.

A wecarable gaze-tracker must be casy to wear and

lightweight. As said before every original component will be
printed with a rapid prototyping tool, RPT, (3D printer), so it
is possible to minimize the system weight by removing some
plastic material inside of designed specific components. The
minimisation is a trade-off’ between component weight and its
mechanical  resistance.  Practically, 1f  the  optimized
components are donec by CNC machining the weight
optimization is not possible. However, it should be noticed
that the weight minimization will Iead to component of higher
price.
In the RPT, when lightened components are printed, the 3D
printer fills-in the empty places with a material (usually with
the ABS BASS). The ABS BASS mechanical resistance is less
compared to the ABS as the material i1s porous (instcad of
solid one). Figure 7 gives an example of weight optimisation:
the blue parts have been replaced by the ABS BASS. The
weight optimisation of all original parts of the adaptable gaze
tracker reduces its initial weight by around 15%.

Figure 7. Section view of “Helmet camera/IR light ground plates™. a) non-
lightened, b) lightened
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IV. EYE TRACKING ALGORITHM FOR HM-GAZE TRACKER.

The whole gaze tracking process for HM-system includes
several steps. All of them target to recover a 3D point from 3
images acquired with the gaze tracker. Here afier, vision cye
detection and tracking approach is briefly outlined.

Probabilistic approaches to cye tracking scem better track
the eye in closc-up images acquired with a low-cost vision
“only” camera and with uncontrolled illumination conditions.

The defined probabilistic approach [5] combines two
concepts:  the sequential Monte Carlo algorithms (SMC,
known also as a particle filter) and the radial symmetry
transform.

The SMC algorithm allows formulating multi-hypothesis
in order to explore the state space (all probable positions of the
cye in the next image) using the currently acquired image in
order to cstimate the position of the eye in the next image. As
a particle filter converges to the truc posterior probability
density function (pdf) with the increase of particles” number
(theoretically, with their infinite number), the SMC is time
consuming solution spacc exploration method.

The radial symmetry [6] guides the potential particles’
sclection and therefore improves the temporal performances of
the particle filter. The radial symmetry has been selected
because of eye symmetric shape (the iris can be modelled with
an cllipse of center (c,, ¢y)) and a potential cye movement in
any direction from the current pixel p = {x, y}. This transform
accumulates contributions of magnitudes and orientations of
luminosity function of pixels in the p neighbourhood in
different distances (radii) r from p in the gradient orientation.

Figurc 8 outlines the proposed SMC-radial symmetry
approach.

px: 1|zey V N : .
. i

Brediction
Update

Resampling

Figure 8. Radial symmetry guided particle filter (the grey particles x; are
generated at instance t according to the probability p(x/x.;), while white
particles are propagated thank to the system status 7. Qops(Xe/Xi15 7).

The particles” sclection dynamic model is formulated as a
Gaussian mixture including obscrvation at time step t given by
a radial symmetry detector.  Whenever the  symmetry
knowledge riscs above the known pdf, the old sct of samples
is replaced by new sct of samples such that sample density
better reflects posterior pdf. This eliminates particles with low
weights and sclects (or generates) particles in regions of
highest probability for cye detection.
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Conscquently, the radial symmetry
a) robustifics iris tracking via a particle filter as 1t gencrates
only the correctly predicted next positions of the eye,
b) reduces the volume of calculation,
¢) handles abrupt motion and
d) automatically recovers from track loss (duc to eyelids
occlusion for example).

V.  GAZE TRACKER FOR ASSISTANCE OF UPPER LIMB
MOTOR IMPAIRED.

One of the targeted applications of a low-cost gaze tracker
is the assistance of screen interactions of the upper limb
impaired.

The basic scenario targets the simulation of a PC mouse
operations via the gaze what includes mouse displacement and
mousc clicking. The mouse displacement toward an object 1s a
convenient following the eye movements from the start to the
end points. The mouse clicking operation (a selection of an
object) is defined via a dwell time.

It should be noticed that other screen local and global
operations can be implemented via face expression recognition
(and processed using ASM, active shape models).

More classic application of the gaze tracker is its usage in
order to control the environment, such as a door opening,
room light switching on/off or music player control. The
environmental control is usually performed via a PC screen
displayed specific grid, where different control options are
represented by icons (cf. Figure 9 for an example of such
interface used in the frame of the AsTeRICS project).

| o

w0 ok 0 Mere
Figure 9. A grid for gaze tracker control of a remote HIFI.

In technologically more claborated future scenario, the PC
mediation will be avoided as objects of the attention
responsive technology environment will be able to directly
interact with a gazc in order to select the appropriate operation
for execution. In such case a dedicated software continuously
tracks the end-user eye(s) and gaze point in order to determine
where in the environment eyes are looking

V1. CONCLUSION.

This paper proposes the design of a mechanical support for
a generic low-cost gaze tracker. Its originality resides in the
system adaptability to human inter-personal data, to sensors
characteristics and data acquisition conditions via multiple
degrees of freedom  (DOF) of the designed system. Two
generic  implementations  of a gaze tracker have been
presented: direct and indirect.

Through its numerous DOFs, the direct gaze-tracker can
adapt to a wide sclection of low cost CCD cameras and
associated optics, and to large variations of morphological and
perceptual capability of the end-users.

Through its numerous DOFs, the indirect gaze-tracker can
adapt to a wide selection of low cost IR cameras, wide
sclection of hot mirror sizes and shapes, wide sclection of the
associated side camera optics and to various capability
(morphological/perceptual) of the end-users.

The direct gaze-tracker confliguration can be used with
any, visible or IR, spectrum.

The proposed adaptable systems and associated software
will allow to gather gaze scan paths for detailed human eyes
behavior registration when performing  different cognitive
tasks (such as navigation, rcading, human-human interaction,
human-robot interaction, ctc.). The design and implementation
of such softwarc 1s onc of the future directions on the
AsTeRICS project. Once application software and hardware
integrated, the whole system will be evaluated with primary
and sccondary users in three European countries (Poland,
Spain, Austria) for its improvements and quality life
estimation studies.

ACKNOWLEDGMENT
This research project is supported by the EU FP7 ICT
project “AsTeRICS”. The authors thank all students from the
UPMC and MIT (USA) for their contributions to this work.

REFERENCES

[1] Bonino, D., Castellina, E., Corno, F., Gale, A., Garbo, A., Purdy, K.,
Shi, F. : A Bleuprint for Integrated eye-controlled environments, Univ
Access Inf Soc (2009) 8:311 321, Springer

[2] http://www.cogain.org/wiki/Eye Trackers

[3] bttp//www.cogain.org/w/images/c/c8/COGAIN-DS .4 pdt, 2008

[4] htp://www.asterics.cu/

[5] Martinez, F., Carbone, A., Pissaloux, E., Radial Symmetry guided
Particle Filter for Robust Iris Tracking, Proc. CAIP 2011, Spain, pp. II-
531-540

[6] Loy, G., Zelinsky, A., Fast radial symmetry for detecting points of
interest, IEEE PAMI, 25 (2003), 959-973



NTAV/SPA 2012

27-29™ SEPTEN\BER, 2012, t OD2, POLAND

NEW TRENDS IN AUDIO AND VIDEO / SIGNAL PROCESSING ALGORITHMS, ARCHITECTURES, ARRANGENMENTS AND APPUICATIONS

A Preliminary Study
on Passive Gaze Tracking System for HCI
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ABSTRACT — The article presents a seminal results of a work on
short review of current eye gaze tracking algorithms and systems,
focusing mainly on the passive, non-intrusive and infrared-free
methods. The second part of the article contains results of the cur-
rent research on such a system. The developed human eye gaze
tracking system base on simple webcam presents huge potential for
further research, focused on the head motion and position analy-
sis, precise eye gaze tracking on the screen and HCI for text input,
dedicated to disabled people.

KEYWORDS - gaze tracking, gaze, IR free, eye controlled HCI

L. INTRODUCTION

Despite the active research, the eye gaze tracking remains a
very challenging task due to many issues appearing during
tracking process, including occlusion of the eye by the eyelids,
differences in size and reflectivity, head pose, camera
resolution and other technical problems. Furthermore, the most
accurate solutions are cxpensive and unaffordable for the
ordinary users.

The eye tracking brings the information not only about the
gazing point of the user. Eyes reflect the way the person is
thinking in a given moment, retricving some memories or
creating the new onc. What is more, the eye moves, due to the
complex movements programming process, can be used to
detect several brain damages or discases i1.e. schizophrenia
[20]. Scientific applications of eye movements tracking and
analysis are vast.

Eye tracking can be also used as a human computer
interface for people, who cannot operate the traditional
keyboard and mouse, as well as healthy pcople, as an
alternative way of communication with the computer [16].

II.  VISION AND EYE MOVEMENTS MECHANISMS

A.  Eye physiology

The eye tracking applications require providing the eye
model that will be used in the calculations [10]. The most
typical values of the human cyes’ parameters are presented in
Table 1. [18].

Pawel Strumitto
Institute of Electronics
Technical University of Lodz
L.odz, Poland
pawel.strumillo@p.lodz.pl

TABLE 1. HUMAN EYES’ PARAMETERS
Size of eye’s visual field ~135° x ~160°
Range of eyeball rotation ~70° x ~70°

Diameter of the fovea ~1 mm

Radius of the eyeball 1.3 cm

B. Eye movements’ types

There exist three different eye movement types. The
saccades are quick preprogrammed cye jumps to the next
viewing point. During the “jump” the cognitive process is
stopped and person becomes “blind” for a few milliseconds. In
Figure 1 saccades are shown as straight lines.

The second type of eye movements are fixations, shown in
the Figure 1 as circles. Fixations are small and very fast eye
movements focused in one point. Presence of fixations reflects
a running cognitive process and the real seeing.

The last, but not least, type of eye movements is smooth
pursuits, when the eyes are smoothly and slowly following
some object [19].

Figure 1. An example of saccades (curved lines) and fixations (circles)

C. Eye movements’ control

The process of sceing is one of the most complex one.
Many different parts of the brain are involved in the eye
movements’ control. The eye movement path is not always the
same for the given stimulus. It is strongly dependent on the
given task or intentions of the examined person. The cognitive
process works differently when the different tasks are given.
On the basis of such an cye tracking results, the cognitive
processes can be understood more clearly and any defects of
the whole process can be detected [19].

III. EYE TRACKING APPLICATIONS

Eye tracking has many different applications: from pure
scientific ones, like cognitive process analysis, through medical
applications, to human computer interfaces for disabled people.
Duc to the complexity of the eye movement programming
process and involvement of many brain parts, the cye tracking
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can be used as a simple, fast and cfficient way for diagnosis of
many diseases like: schizophrenia, strokes and brain damages
[19-20],

What is more, the cye tracking is used in the ergonomics
and usability. Eye tracking gives an answer 1if the interface or
the device is correctly designed and if it is intuitive. It also
shows the most important parts of the interfaces, where the
most significant information should be placed.

Eye tracking can be used also for fatigue monitoring and
safety, for example in cars. A system can observe the road and
the driver, and warn him if the unseen obstacle will appear in
the eye of the cameras. In addition, the driver can be warned,
when the fatigue will exceed safe level [6].

Eye tracking can be used for the remote pan-tilt-zoom
camera control. The user can see the images captured by the
remote webcam, while the viewing direction is affected by the
cyc movements [1]. Moreover, cye gaze tracking can control
the avatar’s eyes in the virtual environment, improving the
reality of such a solutions [8].

The last described, but not the last possible, application of
eye tracking is a human-computer interface for the disabled
people. User could operate computer using only the cye
movements [16].

IV. EYE TRACKING METHODS REVIEW

A.  Historical methods

The first documented observations of eye movements were
made in 19thcentury. The employed method relied on direct
obscrvation of the examined person’s eye movements. In 1879
Louis Emile Javal has found that the reading does not require
continuous cye moves with the text direction. With time, more
advanced cye tracking techniques were worked out. Edmund
Huey had been using a contact lens connected to an aluminum
pointer. This method, despite intrusive approach to cye
tracking, had proven that not all the words in the sentence are
fixated [19].

Guy Thomas Buswell implemented the method that, with
some improvements, is used in the modern eye tracking
systems. What is even more important, it is much less intrusive
than previously presented methods. Rays of the light were
reflected from the surface of the eye and recorded on the video
tape. Such a method assures that the tracking has hardly
influenced on the experiment results. Yarbus determined that
the eye movements are strongly related to the given task [19].

B. Electrooculography

Electrooculography 1s based on the measurement of the
clectric potential on the surface of the face near the examined
person’s eyes. Changes of the clectric potential between the
clectrodes are lincarly correlated with the cyc movements
caused by the muscles. The electric potential changes arc
presented in Figure 2 [19].
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Figure 2. Electrooculography results

C. Electromagnetic contact lens tracking

The other eye tracking method is based on magnetic field
measurements. User is wearing the contact lens with the coil
that creates clectromagnetic field. User’s head is placed inside
the frame of sensors measuring the magnetic ficld. The
resolution of the solution is high, however, a special contact
lens and complicated measurement system makes the solution
impractical. Furthermore, the user can feel uncomfortable
keeping his head inside the measuring frame.

D. Photo and videooculography

The photo/video oculography is one of the oldest cye
tracking method. The camera is placed behind the glass board
on which the examined person 1s solving the given problems.
Camera can be placed also in front of the user, capturing the
images of his face. The exact viewing point is determined
subjectively by the operator.

E.  Reflected light method

The reflected light method is one of the most popular eye
tracking methods, due to the simple equipment, high accuracy
and small influence on the examined person. It is based on the
light reflections that occur on the different parts of the eyes
called Purkinje reflections. Light sources are placed in the
corners of the screen and near the camera lens. The light near
the camera is pulsating with the changing frames. When the
light ncar the camera is turned on the pupil is visible in the
camcra as a bright point, duc to reflection from the retina
similar to the red eyes effect. In the consccutive frame, the light
is turned off, leaving the pupil dark.

The light sources placed in the corners remain turned on
during the whole tracking process. The reflections that can be
observed in the eye can be used for the looking direction
dctermination and measuring the position of the reflection on
the surface of the eye. First generation of the reflected light eye
trackers 1s using the first Purkinje reflection. The more
sensitive onc uses both fourth and first Purkinje reflections
(Figure 3) [19].
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Figure 3. Purkinje reflections [http://mozyrko.files.wordpress.com]

With the change of the viewing direction, the position of

the reflections on the cye will change. Reflected light cye
tracking systems are very accurate and non-invasive, however,
the price of the commercially available systems is very high.
What is more, the continuous influence of the infrared light
used in such systems can causc cyce strain and be harmful for
the users’ cycs.

V. VISIBLE LIGHT BASED METIODS

The vision based cye gaze tracking methods can be divided
into two main groups: shapc-based methods and appearance-
based mcthods. There exist also the hybrid group, employing
the featurcs of the both. The Shape-based methods usc fixed
and deformablc shape respectively for the feature detection.
The most commonly used [catures, in case of cyce tracking, arc
limbus and pupil. The appcarance-based approach (the holistic
approach) is based mainly on the templatc matching. An image
patch model is constructed and cyc detection through modecl
matching using a similarity mecasurc is performed. The
template matching can be performed on the intensity image or
a lower dimensional subspace [4].

One of the methods for iris shape analysis is the Circular
Hough Transform that is widcly used in the existing visible
light based mecthods. Kunka and Kostck employ Haar-like
features classificr for the face detection and in the next step the
threshold opcration is performed for iris scgmentation. The
threshold value was found empirically during the experiments.
The reference points — cye corners — arce found by calculation
of intensity variance changes. Irises arc detected with the
Circular Hough Transform [13]. Similar approach can be found
in [14], where the Hough transform with gradient direction is
used to perform the iris detection and gaze cstimation. Another
preprocessing mecthod and reference  point  selection s
presented in [16] and [3]. AdaBoost, Camshift and Lucas-
Kanade optical flow algorithms were respectively utilized to
track the face and nostrils. However, the pupils were also
positioned using gradient Hough circular transform.

The other approach for the cye position and motion
determination is based on initial centroid and gradient analysis
technique. Morcover, the authors take into account high and
low occlusion conditions, that can significantly affect the
results of tracking [15]. Eyc location and tracking with the usc
of isophotes (points with similar intensity valuc) propertics is

reported in [7]. The presented method is robust to lincar
lighting changes and rotational invariance. Li and Parkhust
adapted the Starburst algorithm, finding the limbus contour
points by computing the derivatives along rays cextending
radially from the initial point, until a threshold derivative value
is obtained [11].

The “one-circle™ algorithm for measuring the eye gaze uscs
an image of only one cye. Observing that the iris contour is a
circle, authors estimate the normal direction of this iris circle,
considered as the cyc gaze, from its clliptical image. Such an
approach brings two solutions for the projections, however the
geometric constraint (the distance between the cyeball’s center
and the two cye corners should be equal to cach other) removes
onc of the solutions [9].

Eye gaze tracking can be also based on the Active
Appcarance Model (AAM). Authors use AAM for the whole
hecad tracking. Required features (cye corners, eye region) arc
extracted from the whole head model [6].

Onc¢ of the main constraint of the cye gaze tracking using
simple webcam is the camera resolution. Strictly speaking, the
dimensions of eye image extracted from the whole frame. One
of the possible solutions of the problem 1s subpixel tracking
mcthod presented in [5]. Eye corners and irises contours are
interpolated with 1-dimensional cubic interpolation, giving
much higher accuracy of the tracking.

Eye tracking requires a reference points sclection that
usually arc cye corners or nostrils. Instead of these, a small 2D
mark placc on the user’s face can be employed to compensate
for the head movements [ 12].

VI.  EXISTING METHODS SUMMARY

The presented techniques have their advantages and
limitations, but the optimal performance of any technique also
implics that its optimal working conditions arc met. These
conditions relate to illumination, head pose, cthnicity, and
degree of cye occlusion. For example, the outdoor illumination
affects Infrared based tracking mecthods, while techniques
based on shapc and appearances can work both indoors and
outdoors |4].

The existing methods, besides the visible light based
mcthods, poscs many disadvantages that can influence the
examination process. The main disadvantage of almost all
presented solutions 1s high price of the system. As the cye
tracker 1s used as laboratory cquipment, the price 1s not a
crucial factor. However, such systems can be used as human
computer interfaces for the disabled pcople, for which low
price is an important fcature of the cquipment used.

The other disadvantage is invasiveness of the method.
Some of the methods require usage of special contact lenses,
while others uses artificial light sources directed straight nto
the users cyes. The influence of contact lenses or the light can
change the results of the examination, disturbing the examined
person or causing uncomfortable scnsations. Morcover, the
continuous usage of the artificial light sources dirccted into the
uscr’s cyes can be harmful for the uscr.
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VII. PROPOSED SOLUTION

A.  Previous research

The first version of the developed ecye gaze tracking
algorithm was based on Haar-like features classifier for the
face and eyes recognition and basic threshold operation for
pupils’ detection and reference point calculation. Due to the
specific operation of the Haar-like features classifier, the
middle point of the face is not stable and cannot be used as a
reference point for viewing direction determination.

To avoid fluctuations of the middle point of the face
calculated from the classifier’s output, the two stage threshold
operation was implemented in the application. The purpose for
the first operation was to detect pupils of the eyes, as darkest
areas in the image. While there often exist many other dark
points in the image (i.c. eye corners), only the two largest
regions were taken into account. The sclection of these regions
1s based on contours area calculation. Contours are segmented
from the binary image with the use of the border following
algorithm proposed by Satoshi Suzuki [17]. The second
threshold operation was used to remove points that were
significantly brighter than the eye pupils, lcaving the
approximate arca of the eye sockets.

The next step was the center point calculation for cach
obtained contour — two for eyes and one for the whole cye
sockets area. Assuming that, the center point of eye sockets is a
reference point, all eye pupils’ movements were determined
with respect to this point.

B.  Current solution

1)  Overall algorithm review

The main purpose of the application is the human eye gaze
tracking. While the problem of eye tracking is a complex one,
the modular design of the application was used. It allows
modules to be exchanged during the process of development.
All the parts of the system are described in details further in the
article.

2)  Image enhancement methods

Image obtained by the web camera requires often some
preprocessing stages to assure a proper quality for further
analysis. In the described system, acquired images arc
converted from the RGB colour components to gray scale and
then the 1tmage histogram is calculated and normalized. The
algorithm normalizes brightness and increases image contrast.

3)  Face detection and region of interest extraction

The next step of the processing is the face detection in the
image. There exist many different approaches for the face
detection. Some are based on the symmetry of the face and
geometric relations between face features (knowledge-based).
The information that can help while face detection can be skin
color (feature-based) or the correlation between the training set
of face patterns and the examined face (template matching).
Other face detection algorithms employ also necural networks.

In the presented application the Haar-like features classifier
is used, while it is onc of the most accurate, robust and fast
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method for detecting features. The principle of operation of the
classifier 1s based on simple features calculations and
cascading many simple and weak classifiers to obtain a strong
one.

Edge features

=l e

Line features

T H=E® Y

Center-surround features

Figure 4. Haar-like features

Features, presented in Figure 4, cover parts of the image.
The value of the feature in the given image location is
calculated as a weighted difference of pixels covered by the
whole feature and pixels covered by the black area. Each
feature mask 1s scaled and moved through the whole image
during face detection. Obtained values are an input for a tree of
classifiers, determining if the part is face or not. The adaptive
boosting process (AdaBoost) is implemented, to increase the
recognition rate. AdaBoost finds the classifiers that minimizes
the crror rate and updates (increases) weights of incorrectly
classified points that are considered as more important in the
next iteration. The process repeats until error rate is higher than
0.5. The boosting process is repeated several times to build a
cascade of classifiers [21].

Each classifier after operation of adaptive boosting has high
true positive detection rate (about 0.999), but also very high
false positive rate (about 0.5). Using only one of such
classifiers will make no sense; however, composing them into
the cascade creates cfficient classifier, as shown in equation

0.9997° x 98% for true positive,0.5*° % 0.0001% for false positive (1)

4) Face'’s center point calculation and tracking

The center point of the face, calculated using the data from
the Haar-like features classifier, is fluctuating, due to the
specificity of the algorithm. During computation, cach feature
is scaled to fit the input image. If the scaling step is large, the
face detection is fast but inaccurate. In consecutive frames face
can “jump” from one point to other, even if the user is not
moving his head. In the contrary, the scaling factor close to 1
decreases substantially the speed of processing.

In order to obtain a real-time computation speed as well as
stable detection of the center point of the face, the middle point
between eye corners is detected as it is shown in Figure 5.
Starting from the middle vertical line of the face that is located
between the eyes, the two darkest points placed on the left and
right side are found. The program assumes that these points are
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the ¢ye corners. Calculating the average from points' position,
the center point of the face is obtained. Stability of such an
obtained point is sufficient for the eye tracking purposes.

Figure 5. Eye corners detection

5)  Pupil detection

Recognition of the eyes on the image 1s based also on the
Haar-like features classifier. The only difference is that it was
traincd on the eye images data base. Having the rough regions
for cach eye, the exact pupil shape should be calculated. In
each region the largest set of the dark pixels are assumed to be
a pupil region. For users with dark cye colors, such a region
will be a pupil with the iris. The center point of ecach pupil is
calculated as a center of a gravity of cach region contour. Such
an approach was sufficient in the carly phase of the project
development, but it will be improved to obtain better resolution
and accuracy.

6) Viewing point calculation

Due to the instability of the user’s face position, the pupils’
positions arc calculated with reference to the center point of the
face as was described in point 4. Obtained vectors represent
the relative displacements of cach eyceball.

7)  Tracking results

The eye gaze tracking results obtained with the designed
system arc presented in Figures 6 and 7 The lines represents
the eye movements with reference to the center point of the

head.

During the experiment, the user was asked to make 4 eye
movements: up, down, left and right. The distance between
head and screen with the camera was equal about 40 ¢cm. No
additional light sources were used.

The vertical eye movements tracking results are presented
in Figure 6. Two stars represent the eye gaze points in the
screen and the corresponding tracking result (arrows).

The horizontal eye movements can be scen in Figure 7.
Straight position of the cye is marked with number 4, while the
marginal positions with 3 and 5. Point no 6 is the result of the
tracking failure, however such errors can be detected and taken
into account during the final processing of the cye gaze
direction.

Figure 6. Tracking results of vertical eye gaze movements

_‘\‘
~—

Figure 7. Tracking results of horizontal eye gaze movements

As it is visible in Figures 6 and 7, system shows acceptable
accuracy and precision, however, the vertical movements are
less noticeable, while the vertical ecye movements have
narrower range then horizontal ones.

VIII. CONCLUSIONS

Current version of the system is able to show the relative
cye movement of the user. The accuracy of operation and
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system robustness require further improvements, however it is
possible o build the passive real-time cye tracking system
using simple webcam, possessing relatively high precision and
resolution. Such a system will be a perfect solution in situations
when additional light source (particularly Infrared LEDs) can
be dangerous or harmful, i.c. for outdoor applications and HCI
systems for persons with disabilitics, where the ergonomics
and price of the system plays a key role.
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ABSTRACT — In everyday life human gestures are often used to
communicate or enhance speech. 'They can be also used to enable or
improve the communication between human and machine. Among
the contactless human-computer interfaces (HCI) the vision-based
solutions enabling for face and hand gesture recognition are the
most promising ones. Haar-like object detection algorithm devel-
oped by Viola and Jones allows for rapid detection of human faces
or hands in image sequences. This paper presents the overview of
vision-based Human-Computer interfaces employing methods
based on Haar-like features and proposes a Human-Computer In-
teraction system controlled by mouth shape change.

Keyworps — Human-Computer Interaction (HCI), Haar-like fea-
tures, face detection

I. INTRODUCTION

Over the ycars Human Computer Interfaces (HCI) evolved
from text through graphical to multimedia oncs. However the
most common input mcthod 1s still by using computer
keyboard and mousc. Unfortunately these devices are not
sufficient to mcct the nceds of the latest virtual rcality
applications. They arc also not suitable for motorically
impaired uscrs. Therefore the development of alternative
methods of communication between human and computer
attracts the interest of many rescarchers in recent years. Two
trends can be obscerved in this ficld: rescarch on possibly most
natural ways of human-computer intcraction, and building
systems cnabling communication with the computer for people
with severe physical disabilities. In both casces two types of
solutions arc utilized: systems with external devices mounted
on uscr’s body, and contactless systems which offer much
morc comfort for the users. The non-intrusive systems utilize
different types of remote sensors but the most promising oncs
arc vision-based solutions. Uscer friendly human-computer
mnterface should fulfill several conditions: be contactless, not
dependent on lighting conditions, be reliable and working in
the rcal time.

Haar-like object detection algorithm developed by Viola
and Jones [1] allows for rapid and reliable detection of human
faces or hands in image sequences. Since the classificrs build

using this approach arc availablc as open source, this method
is probably the most frequently used onc in the development
of vision-based Human-Computer Interfaces.

In this paper the Haar-like object detection method is
bricfly cxplained, followed by the overview of Human-
Computer Intcraction systems based on Haar-like classificr for
facc fcaturcs dcetection. Finally a mouth shape controlled
vision-based HCI is proposcd and the results and conclusions
arc presented.

I1. HAAR-LIKE OBJECT DETECTION
Face detection in image scquences is a challenging problem
and many techniques have been developed to solve it. The
cxisting approaches can be classified into four groups:
e knowledge-based methods employing simple rules to
describe the properties of the face symmetry and the
geometrical relationships between face features [2];

e featurc-bascd methods based on the detection of

mouth, cyes, nosc or skin color [3, 4];

e (cmplatc matching mcthods based on finding the
correlation between the input image and stored patterns
of the face [5];

e appcarancc-bascd mcthods, where algorithms arce
traincd on models using ncural networks [6], Support
Vector Machines (SVM) [7] or Hidden Markov
Models (HMM) [8].

Haar-like object detection is a method derived from the
template matching group. It was developed by Viola and Jones
[1] and modified by Leinchart and Maydt [9]. The algorithm
allows for rapid detection of any typc of the object in the
image for which the classifier is trained. The AdaBoost
classificr cascades arc based not on pixel intensitics but on so
called Haar-like features.

Haar-like features enable encoding different features of an
imagce by encoding contrasts exhibited by the object of interest
and their spatial rclationship. Each Haar-like feature can be
considered as a template of several white and black rectangles
interconnected. Haar-like features are computed similarly to
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the coefficients of transformations based on Haar wavelet. The
fecatures used are rectangular and of different size, subdivided
into white and black regions. The three types of Haar-like
fecatures are presented in the fig. 1.

1. Edge features

DE=RI N

{(b) (c) (d)
2. Line features E E ; & i
(a) (b) (c) (d) (e) {g) (h)

3. Center-surround features

] @

(a) {b)

Figure 1. Rectangular masks used for object detection

The feature value for the given mask is calculated as the
weighted sum of the intensity of the pixels covered by black
rectangle and the sum of pixel intensities covered by the
whole mask. Defining s, as the black region of the mask and s
as the whole mask, 4, as the arca of the black rectangle of the
mask and A, as the arca of whole mask, the weights of these
two arcas respectively can be defined as:

M’]Z—]. (1)

M‘rIA///‘_l (2)

The value ¢ of the feature is calculated according to the
cquation:

c=w;s; + was. (3)

where s, and s, arc the sums of pixel intensities covered by the
black rectangle and the whole mask respectively.

The key advantage of a Haar-like feature over most other
fecatures is its calculation speed. Due to the use of integral
images, a Haar-like feature of any size can be calculated in
constant time (approximately 60 microprocessor instructions
for a 2-rectangle feature) [1].

Integral image is defined as a 2-dimensional lookup table in
the form of a matrix of the same size as the size of the original
image. The value of the matrix at position (x,y) is the sum of
pixel intensities above and to the left of (x,y) inclusive. This
allows for computing the sum of rectangular arcas in the
image, at any position or scale, using 4 lookup tables only. For
the extended set of Haar-like masks the features are computed
using 6 lookup tables for 2-rectangle masks, 8 lookup tables
for 3-rectangle masks and 9 lookup tables for 4-rectangle
masks. The sum of pixel intensities for the rectangle defined
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by points pt1, pt2, pt3 and pt4 is calculated form equation (4),
here A, B, C and D arc arcas as shown in fig. 2, and E is the
sum of regions A, B, C'and D.

D=E+A-B-C. 4)
Single features are used by the large set of the weak classifiers

to label the particular image region as “object” or “non-
object”.

Figure 2. Integral image calculation

Not all calculated features are necessary to correctly detect
desired objects in the image. Effective classifier may be
formed using only a part of the features with smallest error
rates. In order to find these features the boosting algorithm
AdaBoost is used. As a result a cascade of boosted classificrs
is built. For face detection and face feature detection the
obtained accuracy rates are presented in Table 1 [15]. It can be
stated that Haar-like feature based methods have very high
rate of detection (over 90%), but the false positive rate is also
relatively high (about 25%).

TABLE L FACE FEATURE DETECTION ACCURACY
Object Accuracy
Face 95%
Eyes 80%
Nose 78%
Mouth 71%

[1I.  HAAR-LIKE FEATURES IN VISION-BASED HCI SYSTEMS

Haar-like object detection is a method widely used in the
vision-based human-computer interaction systems. A number
of vision-based interaction systems were developed using this
approach, that enable the communication with the computer
by performing hand gestures [10], eye blinking [11], mouth
movements [ 12] or head movements [ 13].

Quite simple but very useful solution was developed by
rescarchers from Chongquing University [13]. They proposed
a vision-based system for controlling the intelligent
wheelchair by head movements. For this purpose a lip detector
based on Haar-like features was used. The assumption made is
that the head of the user is located in the middle of the image
from the webcam. The head position changes are determined
by the relative changes of the mouth location with respect to
the center of the image. The system is able to recognize four
head positions (apart from the ncutral onc): head up, head
down, turn left and turn right. These changes of head position
trigger the wheelchair actions: go forward, go backward, turn
left and turn right respectively. In the paper no numbers
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concerning the accuracy of the system are reported, however it
is expected at the level of about 70% as the average accuracy
of the cascade classifier for mouth detection.

Another system where the mouth position 1s analyzed is a
lip movement multimodal human-computer interface proposed
by a rescarch group from Gdansk University of Technology
[12]. The system is designed especially for severely disabled
and paralyzed users to enable them control over computer
mouse and keyboard. The position of mouth is determined not
with the cascade classificr trained for mouth detection but the
Haar-like face detector. The mouth region s localized in the
lower part of the detected face region. Further lip shape
estimation is performed in the image composed of components
of LUV color space and Discrete Hartley Transform (DHT).
Recognition and classification of the mouth shape is done
using ncural network. The system allows for recognition of
four mouth shapes: neutral, opened, “O” shape and sticking
out the tonguc. The average effectiveness of the LipMouse is
about 85%.

Human-computer interface controlled by different type of
face gestures, that is by eye blinks, 1s b-Link invented at the
Lodz University of Technology [11] and brought to market by
the Orange group. In this bimodal interface two Haar cascades
are used: for face detection and for cye detection. Face
detector 1s used to minimize the region of interest for further
eye detection. The blinks are detected by template matching,
that is the current eye image is compared with the template
eye image of the user acquired at the initialization of the
system. In order to distinguish the voluntary (control) blinks
from the spontancous ones only cye-blinks lasting from 250ms
to Is arc considered as the input signals to the system. The
accuracy of this eye-blink controlled human-computer
interface is reported to be ~95%. The system, designed
especially for motorically impaired persons, offers the user
many functions, such as on-screen keyboard and mouse,
menus with shortcuts to favorite websites and applications and
possibility of turning off the computer.

Solutions for the disabled include not only HCI systems but
also emotion recognition systems. EmoCam [14], developed in
the Swinburne University of Technology, is designed for
persons with physical disabilities and persons having problems
with expressing feeling verbally (cases of autism, cercbral
palsy or speech impairments). The system composed of a
laptop computer and a webcam allows for recognition in the
real time of five basic emotional states: neutral, angry, happy,
sad and scared. The first stage of the proposed algorithm is
face detection using Haar-like fcatures. It is followed by
Principal Component Analysis that uses Eigenfaces to detect
emotions.

Alternative methods of human-computer interaction are
designed not only to enable the disabled users communication
with the machine but also to allow more natural interaction in
the virtual reality environments. An example of such solution
is hand gesture recognition system developed at the University
of Ottawa. This system enables detection of four hand poses:
“two fingers”, “palm”, “fist” and “little finger”. The hand
gestures are recognized in two stages: posture recognition

using parallel architecture of four cascade classifiers based on
Haar-like features, and gestures recognition using the syntactic
analysis based on stochastic context-free grammar. The
accuracy of the real time detection of these hand postures is
reported to be about 95%.

IV.  PROPOSED BIMODAL HCI

The proposed mouth-controlled HCI is based on the
graphical uscr interface designed for b-Link system [11]. The
change of the input method was suggested by one of the
disabled users of eye-blink controlled interface who is
suffering from athetosis. For persons with this type of
disability voluntary cye-blinks are quite difficult to perform,
while the gesture of showing teeth does not cause problems.
Therefore the proposed HCI offers the users the same
functionality as b-Link.

Figure 3. Result of face and mouth detection
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RGB to HSV RGB to HSV
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v \
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¢ thresholding = (0.5¥H + 0.5*Cr)

Figure 4. Block dagram of the proposed HCT system

H component
extraction

Detection of
teeth showing

The first step of the algorithm is Haar-like face detection
which allows for reducing the size of image region for mouth
detection. The mouth region detected is also performed with
the cascade classifier. The resulting image with detected face
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and mouth is shown in fig. 3. The output image ROI is
analyzed in two color spaces: HSV and YCbCr. The hue
component (H) and red chrominance (Cr) component are
added with equal weights and the resulting image is
thresholded using Otsu method [16]. The block diagram of the
system 1s presented in fig. 4. The subsequent stages of image
processing for closed mouth and the control mouth shape are
shown in fig. 5.

(d

"
0)

{fy (2) ) 1)

Figure 5. Stages of mouth shape detection: RGB image (a, f), hue
component (b, g), red chrominance component (¢, h), summed image (d, 1),
thresholded image (e, j).

The detection of the desired mouth shape, that is the
gesture of showing tecth, is done by analyzing the number of
white pixels in the final image. The gesture is recognized as
the control one if it lasts for at least 0.5s. The plot of mouth
shape are in time with trigger actions marked is presented in
fig. 6.
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Figure 6. Plot of the number of white pixels vs. time with control gesture

detection

The system was tested by 12 users, 3 female and 9 male.
Two of the male users had facial hair. Each user was asked to
make 10 control mouth gestures. The rate of correct
recognition of the desired mouth gesture was cqual to 96%.
The tests included also monitoring of the system behavior
during speech conversation. The results showed that mouth
gestures made during regular speech do not influence the
performance of the proposed system.

V.  CONCLUSIONS

Presented overview shows that Haar-like object detection
1s often successfully used in vision-based interaction systems.
The reason for it is the reliability, high accuracy and speed of
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this method. A great advantage of this approach is the fact that
it is not susceptible to noise and light conditions, and is scale
invariant. This method is often used in the object detection and
recognition systems also due to the fact that most of the
trained cascade classifiers arc available as open source.

Proposed Human-Computer Interface controlled by
“showing teeth” gesture is characterized by high detection
accuracy (~96%). This result suggests that such input method
can be successfully employed in the bimodal HCI. It can be
used as an extension for the eye-blink controlled vision-based
human-computer interface [11].
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ABSTRACT — In this paper we report a vision-based human-com-
puter interface that enables touch-free communication with a com-
puter by means of head movements and eye-blinks. The developed
interface is intended to be used by physically disabled persons. It was
shown that image analysis software running on commercial off-the-
shelf hardware (a mid-range notebook and a web-camera) allows for
successful implementation of typical computer interaction tasks,
such as: browsing the Internet, viewing image albums and reading
pdf files. Test results of the interface with participation of 6 volun-
teers are summarized. The paper also includes a short review of other
up-to-date solutions to human-computer interaction for the disabled,
ranging from brain-computer interface to a tongue control system.

KeEyworDps — human-computer interaction, soft computing, the
disabled, image processing and analysis

L INTRODUCTION

A feeling of exclusion from society and the lack of
independence are a common problem for persons with physical
disabilities [1]. This is particularly the case of persons suffering
from partial or total paralysis (c.g. duc to stroke, injury or
illnesses). The physically disabled can be fully fit mentally, yet
unable to communicate with the environment, a condition
known as the locked-in syndrome. Recent findings of fMRI
studies (functional Magnetic Resonance Imaging) indicate that
such persons, although unable to perform any body control
action, frequently regain awareness of self. Patients with the
locked-in syndrome can perceive the environment by sight,
hearing or touch. It is also argued that they understand speech
and form knowledgeable mental responses, that are reflected
by activation of the corresponding brain regions [1]. A large
number of such persons also recover fractional control over
their body, e.g. they can move their eyes and blink or perform
limited head movements.

Recent advances in ICT (Information and Communication
Technologies) and artificial intelligence allow to build devices
that offer novel and inexpensive solutions for interacting with
computers. Such devices fall into the category of human-
computer interaction (HCI) technologies. A number of
worldwide and European initiatives have been launched to
advance work on HCIs, e.g. the COGAIN network of
excellence - a European project that integrates efforts of the
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211/215 Wolczanska, 90-924 Lodz, Poland
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rescarch community on gaze interaction  systems
(www.cogain.org). A number of conferences are devoted to the
arca of HCI, e.g. the International Conference on Computers
Helping People with Special Needs will take place for the 13"
time. A new journal - the ACM Transactions on Interactive
Intelligent ~ Systems, was also recently released
(http://tits.acm.org).

In this paper a HCI solution is reported that requires
commercial off-the-shelf (COTS) computer components only.
The interface allows for touch-free communication with the
computer by sequences of head movements and eye blinks.

A.  Short overview of human-computer interfaces for the

disabled

Standard computer input devices such as the keyboard or
the mouse are inaccessible for pcople with severe mobility
impairments. Custom solutions are necessary to enable access
to computers for the physically disabled. The approaches can
be subdivided into the three following groups:

— vision-based
systems,

systems, ec¢.g. eye-blink monitoring

— systems based on non-conventional mechanical
interfaces or sensors, ¢.g. mouth operated joysticks

— systems based on electrical measurements and analysis
of biosignals, e.g. brain computer interfaces (BCI).

Within the group of vision-based interfaces are e.g.:
EyeTech — a mouse tracking device [2], B-link [3] and
14Control® [4] which are systems for monitoring eye-blinks.
The main advantage of these systems is that they are contact-
less.

The EyeTech system is a gaze tracking mouse replacement
kit. It consists of a pair of infrared (IR) light sources and a
camera. The camera lens is focused on the user’s face.
EyeTech comes with a software package that runs on-line,
detects the pupil positions and calculates the corresponding
gaze point on the screen. Clicking is selected from a menu (left,
right, double click, etc.) and activated with either blinking or
staring at a fixed position for a preset amount of time.
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The B-link 1s a vision-based system that utilizes COTS
(commercial off-the-shelf) hardware. It monitors a user’s eye
blinks and recognizes the voluntary ones (i.c. lasting longer
than 100 ms), interpreting them as control commands. The
primary use of B-Link is to operate an on-screen keyboard,
which highlights keys in rows and columns to be accepted by
cye blinks. Web browsing functionality is also provided. The
application designed at the Lodz University of Technology was
deployed in cooperation with Orange Labs and is distributed
free of charge as open source software (http://sourceforge.net/).
Trained users achicve the typing rate of 10 characters per
minute.

Another vision based human-computer interface 1s the
Cyber-cye system developed at the Gdansk University of
Technology. The system employs infrared light to facilitate the
camera to track eye-gaze of a user who locates keys on a
virtual keyboard displayed on a computer screen.. The system
offers also EEG measurement. Results of EEG analysis are
shown to the user by face gestures of an avatar displayed on a
computer screen (sound.eti.pg.gda.pl/news/media).

The 14Control” system was developed at the Czech
Technical University of Prague. The system monitors a user’s
cye by a tiny camera attached to user’s spectacle frames, i.c.
gaze tracking is achieved by the videooculography method. It
was demonstrated that the system enables the physically
handicapped to enter text (via a virtual keyboard) and browse
the internet. The disadvantage of the systems is that an extra
interface hardware connecting the camera to the computer is
required.

Good examples of non-conventional mechanical devices
and sensors are: a head pointer [5], Jouse — a mouth operated
joystick [6] and Tongue Control (TC) [7].

The head pointer device consists of a rigid rod on a harness
strapped to a user’s head. The rod is protruding forward so that
the tip is in the user’s field of view and can be used to press a
touch screen or a keyboard. Jouse is a mouth operated joystick
that replaces the ordinary hand operated mouse. Cursor
position is altered by moving the joystick with either mouth,
tongue, chin or cheek. Mouse clicks are performed by inhaling
or exhaling through a tubular mouthpiece. Use of Jouse and
other joystick based systems does not require attaching any
accessories to the user’s body.

The TC device is a tongue-computer interface which
consists of 18 inductive sensors placed within the user’s mouth
on a small hard palatc and a ferromagnetic bead glued to the
tongue. The tested individuals achieved typing rates of up to 70
characters per minute after 3h training sessions.

Finally, among the systems that are based on clectrical
measurements and analysis of biosignals the example solutions
arc: Nessi [8] — an EEG-Controlled Web Browser for Severely
Paralyzced Patients and a BCI interface [9] that detects brain
electrical responses to periodic light flashes.

Nessi 1s a Mozilla based web browser that uses signals
gathered by the so called thought translation device (TTD)
developed at the University of Tubingen, Germany. TTD
measures slow cortical potentials (SCPs), i.c. signals a person
can learn to control and invoke voluntarily. The browser

144

displays a visual feedback containing two square ficlds, colored
red and green, that correspond to one of two possible actions
sclectable in the remaining part of the screen.

The BCI interface built at the Technical University of Lodz
operates on the principle of detecting Steady State Visually
Evoked Potentials (SSVEP). The user observes a keyboard of
flashing LEDs, with unique frequencies, ranging from 3,5 Hz
to 75 Hz, corresponding to cach character. The recorded EEG
potentials feature those characteristic frequencies, thus it is
possible to determine the character which has the user’s focus.
An average typing rate of 5 sec per character is currently being
achieved by the individuals who tested this system.

Functional propertics and availability of the reported
human-computer interfaces are compared in Table 1.

TABLE 1. COMPARISON OF THE SELECTED HUMAN-COMPUTER
INTERFACES WITHIN THE REPORTED CLASSES
Assistive Assistance i S Oral 7.'“0_ Difficulty .
. s % u attached force . Price
Device to initialize contact . of use
to body opcration
EyeTech . - e
TM3* YES NO NO YES LOW 10kUSD
B-link* YES NO NO YES LOW open
source
C; Cy,f’/ﬁr,;* YES NO NO YES LOW N/A
14-Control* YES YES NO YES LOW N/A
Head . o . .
. YES YES NO NO HIGH >100USD
stick**
Jousc** NO NO YES NO MEDIUM | >100USD
Tomgue YES YES YES YES LOW N/A
Control**
Nessi*** YES YES NO YES MEDIUM N/A
BCI « o . ' ‘
SSVEP*+* YES YES NO YES MEDIUM 100USD

*)  vision-based interface, **)  mechanical rigs, ***) — EEG recording.

I1. HEAD-TRACKING HUMAN-COMPUTER INTERFACE

In the author’s opinion, vision-based HCI solutions fcature
many advantages. They are both contact-free and non
invasive. Such systems are simple in use, require no force, no
mechanical contact a little maintenance. What is more, the
vision-based systems can be “always on” — ready for usc and
awaiting a uscr’s commands. Finally, they are medically safe
and cthically casy-acceptable.

The proposed vision-based human-computer interface

system consists of two major building blocks [10]:
— hardware — providing acquisition image sequences,

— software — containing algorithms for image analysis,
screen cursor displacement calculation and program
control; the softwarc is implemented with the use of
the OpenCV library.

The system bench is illustrated in Fig. 1. The user is
positioned in front of the computer screen at a distance within
the range of 20-50 ¢cm. The camera can be a built-in device or
attached to the monitor.
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Figure 1. System user positioning with respect to computer screen
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A.  Software design and implementation

A PC Windows OS application for this project is to
perform the following operations:

—  capture a sequence of images of the user’s face,

—  preprocess the images,

— identify the user’s face location in consecutive image

frames,

— resolve current face movements and decide of mouse

cursor shift,

— detect the user’s eyes (open/closed) and perform

specified mouse button actions.

In order to perform the indicated operations an application
was designed, consisting of the software modules that arc
indicated in a block diagram shown in Fig. 2.

The image acquisition and pre-processing modules fetch
frames from the imager and perform the following image pre-

processing operations: resolution adjustment, image rotation,
image flipping, color coding transformation and others.

; : ]
i Haar J Template
[ Cascade ’ Matching
. Face | Cursor

» Detection & | »  Position
~ Tracking J Controller |
e - ‘ = |
| Template » Mouse Button |
‘ Acquisition ~ Controller

Figure 2. Software modules implemented for image-based head tracking and
eye-blink detection

The face detection and tracking module consists of the
three image processing steps: 1) face detection: by means of
Haar cascade filtering masks according to Viola and Jones
algorithm [11], 2) tracking initialization: for the motionless
“neutral” face position, face and cye templates are collected, 3)
face tracking: implemented by means of template matching
technique which serves both for face tracking and monitoring
the user’s blinking.

During tracking cach frame retricved from the camera is
correlated with the face template. The point with the highest
match i1s assumed as the face’s gecometric center of mass and its
coordinates arc forwarded to the Cursor Position Controller
(Fig. 3).

The Mouse Button Controller is activated in a “ncutral”
enface face position. The cye template acquired during
initialization is assumed to represent an “eyes open’ state.
Once the “quality” of the match falls below a configurable
threshold, the left eye is identified as closed. This triggers the
left mouse button service routine. If the user’s face leaves the
ncutral position while the left eye is identified as closed
dragging or framing is performed. Screen cursor movements
are controlled by user’s head pitching and yawing (Fig. 3).

Figure 3. Image of user’s face from the left: “neutral” enface position, head
yawn, head pitched; circular marker represents center of the face in the
“neutral” position; triangular marker represents center of face afier rotation,
its displacement from “neutral” position is clearly visible

[TI.  SYSTEM TESTS AND RESULTS

Hardware sctup of the system is bound to be simple and
limited to commercially available, off-the-shelf components.
There are no specific requirements for the camera’s resolution,
though it is assumed to be at least VGA standard resolution of
640x480 pixels with a frame rate between 25 and 30 fps
(frames per second). For image acquisition an ordinary
webcam  with USB interface was used: Logitech model
QuickCam UltraVision. As a computing platform for the
softwarc a PC class computer with an Intel Celeron 1,5 GHz
processor and 512 MB RAM memory was used and proved to
be sufficient for running the application at a pace sct by the
camera frame rates.

The system was tested n 4 trial scenarios on 6 test subjects.
Test users were both frequent computer users, accustomed to
Microsoft Windows XP operation, working with a computer
several hours cach day and “occasional” users who in general
lacked this experience. Trials had been preceded  with
individual training sessions.
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Each trial session consisted of three parts that were
conducted in different lighting conditions:

1. Optimal lighting conditions, in midday, with good
natural illumination.

2. Poor conditions, in late evening hours, with artificial
light sources placed outside the camera’s field of view.

3. Complex lighting conditions with external light source
placed in the field of view, behind and above the user.

Four test scenarios were prepared to simulate situations
experienced 1n typical computer usc situations. Scenarios were
focused on leisure and entertainment.  The lack of keyboard
input precludes the vision-based interface in the current version
from being used as a tool for work

A.  Test scenario | — web browsing

This scenario simulates use of the interface for accessing
information using a popular news portal. It 1s assumed that the
necessary bookmarks have been added to the web browser.

In this scenario the user is expected to perform the
following actions: 1) Open the Opera web browser using the
shortcut on the workspace, 2) Open the Bookmarks tab, 3)
Select one of 5 available bookmarks, 4) Access the weather
forecast section using an expandable menu, 5) Return to the
root bookmark, 6) Access the news section, 7) Scroll the page
down, 8) Sclect the last available news article.

Total time and number of crrors is recorded. Errors are
divided into following types: I. Involuntary actions — ¢.g. an
unintended click, II. Time related errors — ¢.g. a single click
instead of a double, 111. Precision related errors — e.g. failing to
use the expandable menu.

The total average time to complete all targets in this
scenario was less than 5 minutes. This speed seems to be poor
in  comparison to manually opecrated input devices.
Nevertheless, error of type 1 —has never occurred in this
scenario. Less severe errors of type I and 11 — related with
incorrect timing when clicking and lack of precision in
navigating, had no significant impact on the final result.

B. Test scenario 2 — image browsing with IrfanView

Simulates accessing and browsing a collection of 10 stored
images. The user is to perform the following actions: 1) Double
click on My Computer, 2) Access drive C:\, 3) Access a
specified folder, 4) Access the folder Pictures, 5) Open the first
picture, 6) Scroll through all 10 pictures using “Next file...”
button, 7) Close IrfanView.

All users succeeded in completing all tasks. The average
time of 1 minute and 40 seconds to complete all goals is a
promising result, comparable to manually operated input
devices. The source of this improvement is the spatial
distribution of the used icons and buttons. Comparing to
conditions of scenario 1, where the hyperlinks were spread on
the whole screen IrfanView requires the use of only the toolbar
where all buttons arc located in close vicinity. This
considerably decreased the total path traversed by the cursor.
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C.  Test scenario 3 — the labyrinth

This scenario is focused on precision of cursor movement.
The goal is to lead the pointer through a labyrinth without
touching the edges (sce Fig. 4). The smallest width of the path
is sct to 10 pixels. The total size of the labyrinth 1s 700x500
pixels.

In the course of this scenario precision and control of the
cursor position was tested. In Fig. 4 a typical labyrinth
following task is illustrated (all subjects obtained comparable
results). Satisfactory control in vertical and horizontal cursor
movement was noted. Traversing a skewed line proved a more
difficult task.

Figure 4. Paths traversed in the labyrinth by subject 1; the lines indicate
results from three conducted sessions

D. Test scenario 4 — reading pdf files with Adobe Reader

This scenario simulates opening and manipulating a pdf
format file using Adobe Reader. The following actions are to
be performed: 1) Open Start expandable menu, 2) Sclect a
folder, 3) Access a folder, 4) Open test.pdf, 5) Zoom in, 6)
Scroll down to second page continuously, 7) Scroll, 8) Close
Adobe Reader.

Average time to complete all goals was 1 minute and 53
seconds. A user when reading a book spends most of his/her
time focused on the text. Mouse actions are limited to scrolling
the text or switching pages. Thus a disabled person, using the
proposed vision based interface, can read a voluminous text
document in a time period comparable to a healthy person
using mouse or touchpad interfaces.

IV. CONCLUSIONS

The designed vision-based interface provides mouse pointer
control and allows performing single and double left mouse
button clicks using head movements and cye blinks. A
potential user can be a paralyzed person with deteriorated
precision of head movement.

Results gathered in the course of 4 test scenarios prove that
the presented prototype meets the design constrains  and
requirements.  Implemented — solutions  demonstrate  the
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necessary precision and reliability. Although, this vision-basced
interfacc fcaturcs  significantly reduced input  speed, as
compared (o manually operated devices, it 1s still a promising
step forward for making computers accessible to physically
disabled persons.  Such  perspective  1s  a  significant
improvement in lifc quality, providing a sense of independence
and sclf-sufficiency.
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ABSTRACT — In this paper, a novel method for detecting steadys-
tate visual evoked potentials (SSVEP) using multiple channel elec-
troencephalogram (EEG) data is presented. Accurate asynchronous
detection, high speed and high information transfer rate can be
achieved after a short calibration session. Spatial filtering based on
the Canonical Corelation Analysis method proposed in [1] is used
for identifying optimal combinations of electrode signals that can-
cel strong interference signals in the EEG. Data from a test group
consisting of 21 subjects are used to evaluate the new methods and
to compare results to standard spectrum analysis approach. Con-
ducted research, for different length signal segments and five visual
frequencies, showed improvement of both classification accuracy
and detection speed.

INDEX TERMS — Brain-Computer Interface (BCI), Electroencephalo-
gram (EEG), Steady-State Visual Evoked Potential (SSVEP) detection

I. INTRODUCTION

Studics on the development of the Brain-Computer Inter-
faces (communication systems, that do not depend on the
brain’s normal output pathways of peripheral nerves and
muscles [2]) have more than 20-year history. BCI devices may
allow pecople with disabilities, including paralysed people, use
the computer and other technical equipment, on a par with
other users. Over the ycars, most widely represented group of
devices are non-invasive BCI systems with clectroencephalo-
graphic (EEG) brain activity monitoring.

At the moment, the¢ most commonly used ELG-based
BCI systems employ cvent-related synchronization of s and
B rhythms (ERD/ERS), event-related potentials (ERP) and
steady-statc visual evoked potentials (SSVEP). Information
transfer rate (ITR, introduced in [3}) is used by majority of the
BCI laboratorics and rescarch groups to evaluate BCI system
performances. This measure depends on three factors: speed,
accuracy and number of targets. It is proved, that currently the
SSVEP approach provides the fastest and the most reliable
communication paradigm for the implementation of a non-
invasive BCI system [4].

High speed and accuracy, sufficient number of targets for a
particular task arc essential for BCI system in order to become
a practical device. Today a number of signal processing
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‘Technical University of Lodz
L.odz, Poland
c-mail: materka@p.lodz.pl

Marcin Byczuk
Institute of Electronics
Technical University of Lodz
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methods for detection and extraction of SSVEPs exist. From
simple methods for detecting a single frequency component
in a single clectrode signal [5], through most widely used
speetrum analysis methods [6], [7] up to multichannel spatial
filtcring and detection methods [8], [1].

In this paper, a novel approach for multichannel detection
of SSVEP responses is proposed. System, after a simple cali-
bration session, is able to work asynchronously with improved
(in relation to spectrum analysis method) detection speed and
accuracy (thus higher ITR).

The paper is organized as follows. The second section dis-
cusses the details of the proposed method. Off-line experiment
conducted 1o prove the algorithm quality are presented in the
third session. Fourth section contains results and discussion,
Conclusions are presented in the last section.

II. DETECTION METHOD

In this scction, the proposed Cluster Analysis Canonical
Correlation (CACC) method for detection of SSVEPs is
discussed. It is based on the coefficients derived from the
Canonical Corrclation Analysis (CCA) which is described in
what follows.

A. Canonical Correlation Analysis

CCA mcthod is used for finding the correlations between
two scts of multi-dimensional variables. It was first used for
SSVEP detection in | 1] and was further developed in [9).

CCA method seeks for a pair of lincar combinations w and
v, for two sets of data Y and X, such that the correlation

p1 = cor(S, U) (1)

between the first pair of canonical variables S w!Y
and U — v"X is maximized. Consecutive pairs of lincar
combinations, canonical variables and canonical corrclation
cocfficients can be obtained, but the maximum numbcer of pairs
cquals the number of variables in the smallest of two sets (Y
and X).

As far as the CCA method is used for SSVEP detection:
Y refers to the set of N, multi-channel EEG signals and X
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Fig. 1:
EEG signal analysis. Matrix Y is where data from N, EEG
channels is stored. X is an ideal, reference SSVEP response,
containing both sinus and cosinus components for N, har-
monics.

An illustration for usage of the CCA method in

refers to the set of 2Ny, reference signals (Fig. 1). In the rows
of the X reference matrix, the sinus and cosinus components
for all Ny, harmonics of the stimulation frequency are stored:

sin(2m7 ft)
cos(2m ft)
X = hE : (2)
sin(2mw Ny, ft)
cos(2m Ny, ft)

CCA finds the maximum canonical correlation with respect
to weight vectors w and v by solving the following problem:

cov|[S, U]
maxp =
W,V var[S] var[U]
_ . BED]
VE[S?|E[U?
Ew’YX"v]|

= — — . (3)
\/E[WTYYTW]E vIXX"v]

When CCA is used in frequency recognition of the SSVEP-
based BCI system, where there are Ny targets (stimulus
frequencies fi, fa,..., fn,), the same number of reference
matrices must be used (Fig. 2).

Y X v

Classifier output

Fig. 2: An illustration for usage of the CCA method in different
frequency components recognition of the SSVEP-based BCI
where there are Ny targets. X is the response reference matrix
for the -th stimulus frequency.

150

For each pair of multi-channel EEG and reference signals,
a maximum canonical correlation coefficient is obtained and
it can be used for frequency recognition. As proposed in [9]
user’s command is recognized as

C =maxp;, i1=1,2,..., Ny, (4)
[

where p; is the CCA coefficient obtained with the reference
signal frequency being fi, fo,..., fn, -

B. Encountered CCA problems

Original CCA method, even in conjunction with thresh-
olding of maximum canonical correlation cocfficients for
cach stimulus frequency, does not seem reliable in practical,
asynchronous SSVEP BCI system. Main problem is related
to strong dependence of measured EEG signals against user
psychophysical state (Fig. 3). This state changes with the on-
going measurement session and between different days (when
user eg. did not sleep well). In such cases, the background,
non-stimulated EEG activity is increased. Brief moment of
relaxation often improves recorded signal quality, but this is
usually only a short-term effect.
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Fig. 3: Comparison of the classification results of the relevant
parts of the signal for the ALI user in two test sessions. In
the second case wrong system decisions were marked red.
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In Fig. 3b it is clearly visible that all of the canonical
correlation coefficients have greater variability over time (often
reaching established threshold value, resulting in false detec-
tions). In this particular example SSVEP BCI system is not
able to distinguish between working and idle state classes
properly. There is also only a little margin to rise threshold
value due to the low canonical correlation coefficient values
in segments which involved stimulation.

C. Cluster Analysis Canonical Correlation

Original CCA method uses a single canonical correlation
coefficient (with the highest value) for cach of the Ny SSVEP
response patterns. CACC method uses three highest valued
correlation coefficients as features. Detection and idle states
can be accurately identified with k-means cluster analysis
performed separately in cach of the feature spaces (Fig. 4).

0.25

02 ~— 0.8
~ ~ 06
P, 01 = 0.4

0 o Py
Fig. 4: Sample result of the k-means cluster analysis in the
correlation coefficients feature space. Idle class was marked
red, detection class was marked blue. Centroids of both classes
were marked green.

Distance which can be measured between centroids of both
detection and idle classes in feature spaces for cach stimulus
frequency, varies between the subject and frequency used for
stimulation. Its value must be determined during the training
phase, therefore BCI system work should be divided into two
stages:

1) calibration session: At this stage (Fig. 5) the objective of
the algorithm is to identify the distances between centroids of
detection and idle classes. This value is characteristic for cach
of the frequencies used for stimulation. The user 1s instructed
to move his/her eyes (but not faster than every 5 seconds)
between all stimulation symbols.

In the first step, a sct of response patterns for each of the
stimulation frequencies used (Xj,7 = 1,2,..., Ny) is built. As
aresult of canonical correlation of N, EEG source channels in
the detector window Y sequentially with patterns X;, one gets
sets of three factors: py;, po; and ps,. Each of the sets can be
represented as a point p; in the the feature space constructed
on the basis of canonical correlation coefficients of the source
EEG data with the i-th response pattern.

Along with cach successive point p; in particular feature
space, k-means cluster analysis is performed and mutual

Y D, Xttt ssasnsoe
cm— A
e ] P11, P21, P
CCA
B >
X X K-means cluster
AR AR 2 ~aaanaanananan P12 P2 Pro analysis,
o —— 3 CCA ——>» verification of
AN : detection and idle
) ] Do P state class
(o N W/Nmy centroids distance
P e ~» CCA

Fig. 5: System in calibration mode.

distance between two classes (detection and idle state) is
examined. Euclidean metric is used:

3

Z(/)If.ji, — PD.ji)?, (5)

J=1

d(B;, D;) =

where B; and D; denote the points where the idle and detec-
tion class centroids lay in the ¢-th feature space. Calibration of
the frequency f; ends when the B; and D; centroid distance
is large enough:

d(Bi,D;) > (6)

and after adding ¢.g. the last 25 points to appropriate feature
space, the distance was not changed by more than 10%.

Based on the analysis of recorded EEG data and our
practical investigations, 3 = 0.25. Its value is a compromise
between the accuracy (especially for lower quality signals) and
the time of detection. Too high 3 value results in increased
number of false negative errors, and too small increases false
positives.

The training session ends upon completion of the calibration
for all Ny frequencies. If the calibration procedure lasts over
one minute, the system reports a problem with particular
frequency.

2) working mode: This is the target operating mode, in
which device is used for communication (Fig. 6). All cali-
brated data (locations of the detection and idle class centroids
in cach of N feature spaces) are used to improve classification
at this stage.
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Fig. 6: System in working mode.

Like in the calibration mode, as a result of canonical
correlation of the EEG source data (Y) with subsequent
response patterns X, sets of three coefficients: py;, po2; and p3;
(a point p; in a three dimensional feature space) are obtained.
Each point is classified (nearest neighbours method) to one of
the classes I3; or D;.
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If, during the classification in each of Ny feature spaces,
none or exactly one point p; was classified to D; class, system

will detect respectively class zero (idle state) or number 7 of

particular feature space. If more than one point, represented by
the canonical corrclation analysis coefficients of source data
and response pattern X;, will be qualified to the detection
classes, a conflict occurs.

Conflict situations are solved by using the distance of cach
of the conflicted points p; from the point laying on the line
passing through centroids of both B; and D; classes, and lying
half-way between them. The classifier output is determined as
the number of the i-th feature space in which the distance was
the greatest.

After successful detection of responses at any of the stim-
ulus frequencies, all data in detector window Y are replaced
with zeros. This prevents multiple detection of the same
symbol. In addition, after each classification, 700 ms of the
EEG data will not be utilized (classifier will not take any
decisions). This will give the user of the BCI system time
for gaze shifting.

I1I. OFFLINE EXPERIMENTS

The experiments were carried out at the Institute of Elec-
tronics, Technical University of Lodz. Fig. 7 presents the
layout of the measurement stand.

stimulation parameters

11

synchronization | USB i
1

EEG

~——

Fig. 7: Layout of the measurement stand: visual stimulator (1),
subject (2), EEG recording device (3) and operator (4).

Subjects sat in the front of a visual stimulator (described
in the next section) on a comfortable, ergonomic chair. Mea-
surements were carried out in a room with a window on the
south side, curtained with a light impermeable material blind
and a standard fluorescent light switched on. Light conditions
during all experiments were the same.

A. Subjects

Twenty one healthy subjects (ten women and eleven men,
age range 16-33 years, with the average of 22.2 years and a
standard deviation of 3.4 years) participated in this study. For
cach subject, two measurements were carried out on different
days.
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Four subjects previously used our BCI system. None of
the subjects had neurological or visual disorders (glasses or
contact lenses were worn where appropriate). Subjects did not
receive any financial rewards.

In the carly stages of the experiment, users were qualified
to one of three groups:

1) Group A (best results, 5 subjects): Subjects who in most
cases had carlier contact with the device (in our previous
studies and tests).

2) Group B (average results, 11 subjects): The most widely
represented group. Subjects who were not familiar with the
idea of a BCI device, but actively participated in the experi-
ments.

3) Group C (poor results, 6 subjects): Subjects with con-
centration problems or very high unstimulated, spontancous
brain activity

This classification helped to investigate system parameters
in relation to a specific group of users.

B. Visual Stimulator

A universal, computer driven LED stimulator was used
for stimulation. Each stimulation symbol (Fig. 8) consisted
of three LEDs: two stimulation lights with a diameter of
Smm positioned on the lower right and lower left quarter
of the visual field of each eye retina and one fixation light
with a diameter of 3mm placed in the center of visual field.
Distance from visual stimulator to subject eyes was equal to
50 centimetres.

5mm

5mm

Fig. 8: A view of stimulating lights (SL, SR) and a fixation
light (F) on the screen of stimulator.

Stimulation lights flash with the same frequency alterna-
tively in phase (alternate half-field stimulation technique [10]).
Fixation light is used for two purposcs: the subject is expected
to concentrate his/her sight on it; additionally it provides
a feedback information about amplitudes of corresponding
SSVEPs detected in the subject EEG signal.

Visual stimulator had five sets of LEDs forming stimulation
symbols in five different colors (cach set had stimulation
and fixation LEDs of the same color): white, blue, green,
yellow and red. Luminous intensity of cach LED used was
approximately 1000mced.

C. EEG Recording
Equipment from g.tec (Graz, Austria) was used for EEG

measurements: g.USBamp biosignal amplificr, 2 GAMMAbox
active clectrode driver and g.GAMMAcap with sixteen
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Ag/AgCl active clectrodes. Seven electrodes over the primary
visual cortex (positions PO7, PO3, OI, OZ, 02, PO4 and
POB8) and nine electrodes evenly distributed over the remaining
cerebral cortex (positions P3, PZ, P4, C3, CZ, C4, F3, FZ and
F4) were used for recording. A ground electrode was placed
on CPZ position. A reference electrode was placed on right ear
lobe (position A2). The EEG signals were bandpass filtered
between 2.0-60.0 Hz with a notch filter for 50 Hz power line
frequency suppression, amplified and sampled at 600 Hz.
EEG signals were recorded with a home-made software
package - BioStudio [11] which was able to drive visual
stimulator and processed measured signals in order to compute
biofeedback information for stimulation symbols.

D. Experimental paradigm

Subjects were instructed to focus their gaze on fixation
LED and flickering lights below it to produce SSVEPs. Each

measurement lasted for several minutes and consisted of

five stimulus sequences (one sequence for each color, only
one stimulation symbol switched on at a time). The first
sequence began a few seconds after starting the measurement
(time required for stabilization of electrode-skin connection
impedance and possible adjustments of subjects’ position on
the chair to reduce the EMG signals). Stimulation frequencies
were chosen to match the discrete Fourier transform frequen-
cies used in the subsequent analysis (in order to minimize
spectral leakage). Each sequence contained 27 different stim-
ulation frequencies in the range of about 7-47 Hz.

Each stimulation lasted eight seconds, followed by a 2-
second pause before the next stimulation (Fig. 9). Additionally

a brief pausc followed each sequence (several up to tens of

seconds). This pause was intended for position adjustments on
the chair and subject relax with eyes closed (EEG signal was
still being recorded).

automatic sequence generation i

automatic sequence generation

Sequence 1 - white (4:30 min) Sequence 2 - blue (4:30 min)

0:02) 1:'00 Z:E)O 3:60 4:00 ’ ! S:bO 6:00 7:00 8:00 9:00 ' t (m:ss)
H Pause e
[ Stimulation 1 —7,03 Hz (8 s) l (2s) [ Stimulation 2 — 8,59 Hz (8 s l s o
0 4 8 10 T T T 14 . B T 118 T T tr(s)

Fig. 9: Timing of each trial.

Binary signal from visual stimulator indicating stimulation
state (on/off) was recorded along with the subject EEG signal
from all sixteen channels.

The original EEG data for subjects were re-sampled (Fy —
200 Hz) and divided into shorter fragments, containing scv-
eral stimulation patterns. Algorithm was tested with window
lengths of 1.28, 2.56 and 5.12 seconds and data window moved
with a step of 0.16 s.

Results of the proposed method were compared to standard
spectrum analysis SSVEP detection approach: power spectral
density of EEG signal was computed in the sliding window
(frequency resolution of about 0.78 Hz). For ecach predefined

TABLE I: Results in Group A

Window uccurzﬁ&]%] dclﬁ.ﬁ speed [s] ITR [bpm]
Length [s] || BBC | cacc || BBC | cacc || BBC | cacc
128 [ o119 | 9027 || 255 [ 228 [[ 40.38 | 43.82
256 || 94.12 | 93.05 || 247 | 252 || 45.74 | 43.29
502 || 9153 | 94.88 || 4.02 | 335 || 25.85 | 34.52

discrete frequency of stimulation a signal to background ratio
(SBR) was estimated [12]. The frequency of the maximum
SBR, after it was compared with the threshold value, was
decided to be the intended target of the user. This algorithm
was executed for all possible bipolar source electrode combi-

nations: " W]
2 — V)= ¥ 7
V. (2> 2(N, — 2)! Z

in order to find Best Bipolar Combination (BBC). In analysed
case (N, = 16) 120 bipolar channels had to be processed.

IV. RESULTS AND DISCUSSION

Binary markers (stimulation on and off events) stored in par-
allel with the EEG data and the known stimulation sequence
for cach color were used to verify performance of the proposed
detection algorithm. Classification results for each user were
assessed in terms of accuracy, average detection time and the
information transfer rate and were afterwards averaged in each
of the subject groups.

A. Group A

High accuracy of both SSVEP detection methods is proved
(Table I). The increase in detection accuracy with the increase
of window length is negligible. Measured mean detection
times increase as the window length is extended (this is a
known problem an can be casily solved in practical system by
use of multiple, different length parallel detectors). Informa-
tion transfer rates are similar in case of both algorithms.

B. Group B

The biggest increase of accuracy of the CACC method over
the BBC algorithm was observed in this group (Table II).
Depending on the window length, it was from 7 up to 11%.
There is also a noticeable rise of detection accuracy with the
increase of window length. As in the previous group, average
detection times are similar (particularly for shorter windows),
but detection usually took about 0.8-1.0 second longer. As far
as the information transfer rate is considered, CACC method
seams (o be clearly better than BBC because of both: shorter
detection times and higher accuracy.

C. Group C

Increase of detection accuracy for the CACC method over
the BBC algorithm in this group was from 5 up to 8% (Ta-
ble III). Similarly to the first group, the increase in detection
accuracy with the increase of window length is negligible. As
far as the average detection speed is considered, BBC method
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TABLE 11I: Results in Group B

Window accuracy [%] det. speed [s] ITR [bpm]

Length [s} || BBC | cacc || BBC | cacc || BBC | cacc
L2 || 6315 | 7074 || 339 | 3.02 || 11.24 | 1718
256 || 68.26 | 79.65 || 3.26 | 3.15 || 14.46 | 22.58
.12 || 68.33 | 78.51 || 5.06 | 4.15 || 9.31 | 16.51

TABLE HI: Results in Group C

Window accuracy [%] det. speed [s] ITR [bpm}

Length [s] || BBC | cacc || BBC | cacc || BBC | cacc
1.28 45.07 | 50.98 || 4.02 | 506 || 344 | 2.14
2.56 4723 | 5322 || 475 | 512 || 3.39 | 1.06
5.12 4712 | 5507 || 5.35 | 572 || 299 | 4.54

is faster (difference of about 1 s for the shortest window and
about 0.4 s in remaining cascs).

V. CONCLUSIONS

Results clearly show that research on multichannel detection
methods are important and can significantly improve classi-
fication accuracy, detection times and overall communication
speed. The proposed detection method improves the classifica-
tion accuracy in the groups of subjects with the average (Group
B) and poor (Group C) results. In the group of users with the
best results (Group A), there was no clear improvement of the
SSVEP detection accuracy. Average detection times for both
algorithms arc similar in most cases (but there were differences
of up to 1 second). Information transfer ratc in many cascs
(especially for Groups B and C) was higher for the CACC
mcthod, which is due to greater classification accuracy of this
method. What is important, only a short off-lin¢ calibration
session was necessary to achieve such results.

At the moment many of the BCI systems arc at the stage of

laboratory demonstrations. This is mainly duc to high user
variation, BCI illiteracy phenomenon and low communica-
tion speeds (low ITR). New spatial filtering and detection
mcthods will make it possible to overcome this limitations.
In the presented research, each of 21 subjects was able to

communicate in the off-linc experiments and 16 subjects
(Groups A and B) rcached substantial information transfer
rates. These results encourage further development of the
proposed detection method and its implementation in the on-
line BCI system, what will be the subject of our future work.
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