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Abstract. Speech emotion recognition (SER) is a crucial aspect of human-
computer interaction. In this article, we propose a deep learning approach,
using CNN and RNN architectures, for SER using both convolutional and re-
current neural networks. We evaluated the approach on four audio datasets,
including CREMA-D, RAVDESS, TESS, and EMOVO. Our experiments tested
various feature sets and extraction settings to determine optimal features for
SER. Our results demonstrate that the proposed approach achieves high ac-
curacy rates and outperforms state-of-the-art algorithms.
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1. Introduction

Speech emotion recognition (SER) is a critical aspect of human-computer in-
teraction, particularly as more interactions are based on spoken communication.
Emotions are conveyed not only through posture, facial expressions and gestures
but also through the tone, pitch, and other acoustic features of spoken language.
However, recognizing emotions from speech patterns can be challenging due to
the subjective nature of emotions, the difficulty of distinguishing between multiple
emotions expressed in a single conversation, and the time-consuming process of
collecting and classifying data. In this article, we investigate the application of
Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) in
SER, which have potential applications in various fields, such as healthcare, psy-
chology, criminal investigations, and customer service. The use of trained classi-
fiers can help computers better understand human needs and respond appropriately,
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particularly when the conversation context is essential. Overall, SER has the po-
tential to improve the quality and effectiveness of human-computer interactions
and contribute to our understanding of emotional expression and communication.

2. Datasets and methodology

In our research on speech emotion recognition, we have selected four databases:
CREMA-D [1], RAVDESS [2], TESS [3], and EMOVO [4] to evaluate the pro-
posed algorithm. The combination of these databases enables a comprehensive
evaluation of speech emotion recognition with the ability to consider various emo-
tions, cultures, genders, and languages.

In this study, we selected three features for sound transformation from the
time domain to the frequency domain to extract features from audio files. The Mel
spectrogram was chosen as the first feature due to its frequent use in deep learning
and ability to transform frequencies comparable to how humans perceive sound
differences expressed in Hertz. The second feature are the Mel frequency cepstral
coefficients (MFCCs), which consist of 13 coefficients that capture the shape of
the human vocal system and tone color. The last feature is the Chromagram, a
pitch-based profile of 12 pitch classes that captures harmonic and melodic sound
features, resistant to changes in tone color. For RNN, the extracted features were
stacked, forming a single matrix that becomes the input to the network, while for
CNN, each feature was sent separately to the network to enable the convolutional
layers to learn specific weights for each feature. These three features enable a more
comprehensive analysis of the emotional state of the speaker, which is particularly
important in the context of the proposed deep learning models (see Fig. 1).

Figure 1. Architecture of the proposed algorithm. Source: own work.

During the training process, the input size had to be standardized. This was
particularly important for the CNN where each input signal had to have the same

268 Progress in Polish Artificial Intelligence Research 4



dimension. In contrast, the length of the signals could differ in the RNN. To en-
sure compatibility with the CNN, each sample was divided into fragments that
overlapped by 25%. Furthermore, the datasets were augmented using three ap-
proaches: adding noise with an amplitude of 0.035 to the sample, slowing down
the speed of speech, and lowering the pitch. The CNN architecture consisted of
two convolutional layers with 128 and 64 filters for the Mel spectrogram and 64
and 32 filters for the other features, respectively. The results for all three fea-
tures were then combined and flattened. Two fully connected layers with 64 and 6
neurons were used to complete the network. For RAVDESS and CREMA-D, the
optimal neural network consisted of one additional convolutional layer for each
feature with 32 filters. The RNN architecture consisted of two Long Short-Term
Memory (LSTM) layers with 128 and 64 cells for RAVDESS, TESS, and EMOVO
and three LSTM layers with 128, 64, and 64 cells for CREMA-D. Similar to CNN,
the RNN also used two fully connected layers with 64 and 6 neurons to complete
the network.

3. Results

In our study, we evaluated the performance of our proposed deep learning
models for speech emotion recognition using four datasets: TESS, RAVDESS,
CREMA-D, and EMOVO. During our experiments, we tested several different
feature sets and feature extraction settings to determine the optimal features for
speech emotion recognition. Our final results were very promising, with the model
achieving satisfactory results on all tested datasets (Table 1).

Furthermore, we have compared the accuracy of our approach with several
state-of-the-art methods using three different datasets: RAVDESS, EMOVO, and
CREMA-D (Table 2). Our results indicate that our proposed approach has a higher
accuracy rate than other algorithms in RAVDESS and EMOVO datasets and com-
parable accuracy in CREMA-D.

Table 1. The classification performance on chosen datasets using CNN and RNN.
Dataset CNN LSTM
TESS 100% 99%

RAVDESS 84% 77%
CREMA-D 64% 62%

EMOVO 87% 89%
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Table 2. Accuracy comparison with existing SER algorithms
Method Accuracy Year

RAVDESS dataset
DCNN [5] 71.6% 2020
Multimodal fine-grained learning [6] 74.7% 2020
Head Fusion [7] 77.4% 2020
BiLSTM [8] 82% 2020
Our approach – LSTM 77% 2023
Our approach – CNN 84% 2023

EMOVO dataset
Multi-Level Local Binary and Ternary [9] 73.87% 2020
Mel frequency magnitude coefficient [10] 73.81% 2021
Twine shuffle pattern [11] 79.08% 2021
Statistical Feature Extraction for Deep SER [12] 83.9% 2022
Our approach – LSTM 89% 2023
Our approach – CNN 87% 2023

CREMA-D dataset
SE-ResNet + GhostVLAD layer + emotion constrain [13] 64.92% 2021
ANN+ReLU (MFCC) [14] 71.96% 2021
2D CNN [15] 70.1% 2022
BYOL-S, 2048 [16] 76.9% 2022
Our approach – LSTM 66.2% 2023
Our approach – CNN 64% 2023

4. Conclusions

The research presented in this article provides a comprehensive evaluation
of the proposed deep-learning algorithms for speech-emotion recognition. The
high accuracy of our method suggests that it is a promising technique for accurate
speech emotion recognition, which can be applied in various fields, such as health-
care, psychology, and customer service. Furthermore, our approach can facilitate
the development of more sophisticated human-computer interaction systems that
can better understand the emotional state of the speaker and respond appropriately.
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