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PPRREEFFAACCEE  

 
This is the sixteen time when the conference “Dynamical Systems – Theory and Appli-

cations” gathers a numerous group of outstanding scientists and engineers, who deal with 
widely understood problems of theoretical and applied dynamics.  

Organization of the conference would not have been possible without a great effort of 
the staff of the Department of Automation, Biomechanics and Mechatronics. The patron-
age over the conference has been taken by the "Excellent Science" program of the Polish 
Ministry of Education and Science. 

It is a great pleasure that our invitation has been accepted by so many people, includ-
ing good colleagues and friends as well as a large group of researchers and scientists, who 
decided to participate in the conference for the first time. With proud and satisfaction we 
welcome 748 authors from 52 countries all over the world. They decided to share the 
results of their research and many years experiences in the discipline of dynamical sys-
tems by submitting many very interesting papers. 

This booklet contains a collection of 364 abstracts, which have gained the acceptance 
of referees and have been qualified for publication in the conference edited books. In-
cluded abstracts belong to the following topics: 

 asymptotic methods in nonlinear dynamics, 

 bifurcation and chaos in dynamical systems, 

 control in dynamical systems, 

 dynamics in life sciences and bioengineering, 

 engineering systems and differential equations, 

 experimental/industrial studies, 

 mathematical approaches to dynamical systems 

 mechatronics, 

 non-smooth systems 

 optimization problems in applied sciences 

 original numerical methods of vibration analysis, 

 stability of dynamical systems, 

 vibrations of lumped and continuous systems. 
Our previous experience shows that an extensive thematic scope comprising dynam-

ical systems stimulates a wide exchange of opinions among researchers dealing with dif-
ferent branches of dynamics. We think that vivid discussions will influence positively the 
creativity and will result in effective solutions of many problems of dynamical systems in 
mechanics and physics, both in terms of theory and applications. 

Every two years we extend scope and recognition of the conference. This time, we 
have opened 6 special sessions gathering 86 presentations. 
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We do hope that DSTA 2021 will contribute to the same extent as all the previous con-
ferences to establishing new and tightening the already existing relations and scientific 
and technological co-operation between both Polish and foreign institutions. 

On behalf of both Scientific and 
Organizing Committees 

 

Chairman 
Professor Jan Awrejcewicz 
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Abstract: Sandwich structures with stiff face sheets and a soft core have high specific energy 

absorbing characteristics that can be used either as standalone or as bumpers to protect valua-

ble assets.  Optimization of materials of the fiber-reinforced face sheets and of the core, their 

thicknesses, and fiber orientations subject to constraints of given total thickness and areal 

mass density results in a lightweight blast-resistant design.  Challenging issues include char-

acterization of the blast wave produced by detonating a charge, clamping conditions at the 

edges, failure criteria for different materials, measures of energy dissipated, validation of 

mathematical models, verification of numerical algorithms, consideration of geometric and 

material nonlinearities and of uncertainties in values of various parameters, and damage initia-

tion and progression till ultimate failure.  We will present team’s work completed by using an 

equivalent single-layer third order shear and normal deformable plate theory, Tsai-Wu failure 

criteria, honeybee inspired Nest Site Selection Optimization (NESS) algorithm, and the finite 

element method.           

Keywords: Doubly-curved sandwich shell, parameter uncertainties, ANOVA, progressive damage 

1. Introduction  

Sandwich structures have wide-ranging applications in civil, aerospace and automotive industries due 

to their high specific stiffness, strength and tailorability of material properties.  Designing them opti-

mally against extreme loads is challenging due to complex interactions among a large number of 

variables involved.  It requires synthesizing results of deformations found using a plate theory, com-

puting stresses from displacemens, constitutive relations, and a stress-recovery scheme, identifying 

when and where a failure initiates first, progressively degrading material properties of a failed materi-

al point, and determining when a structure has collapsed. Reviewing the literature on these topics is 

beyond the scope of the abstract.   

 

We have optimized transparent armor against low velocity impact using genetic algorithms [1], com-

posite laminates with unidirectional fiber-reinforced plies for the first failure load [2] using the NESS, 

and one and two core sandwich structures exposed to blast loads with fiber-reinforced facesheets and 

either balsa wood, or honeycomb or foam core [3].  Whereas 3-dimensional (3D) deformations were 

anlyzed in [1], a third-order shear and normal deformable (TSNDT) equivalent single layer (ESL) 

theory was employed in [2] and [3] with the transverse shear stresses computed using a one-step 

stress recovery scheme (SRS).  In all cases the failure criteria employed 6 components of the stress 

tensor but delamination between adjacent plies was not considered.  The transparent armor was mod-

elled as a thermo-elasto-visco-plastic material and its 3-D finite transient deformations were analyzed 

using the commercial finite element (FE) software, Lsdyna, with a user defined subroutine for the 
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constitutive relation.  Infinitesimal deformations of the other three structures were analyzed with the 

in-house developed FE software by using the Tsai-Wu 

failure initiation criteria and progressively degrading 

the material elasticities.  The FEs in which the materi-

al strength had reduced to zero at all of its integration 

points were deleted from the analysis domain.      

2. Results and Discussion  

 

Referring the reader to [3] for details, results in the Table illustrate the effect of boundary conditions, 

inertia forces, and load distribution on the top surface of the plate.  The plots in the figure show that at 

the collapse load the deflection of the centroid of plate’s back surface rapidly increases in time when 

nearly 13% of the material has reached its ultimate stress. 

3. Concluding Remarks  

We have successfully developed an algorithm to design lightweight one- and two-core sandwich 

structures subjected to blast loads, and computed their collapse loads.  With an increase in the uncer-

tainty in values of material parameters from 10% to 30%, the median first failure load drops from 6.1 

MPa to 5.84 MPa.  The validation of the mathematical and numerical models by comparing the com-

puted damage with the experimental one is very challenging because of several failure modes in-

volved that cannot be accurately delineated during tests.  
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 Failure 

load  
(MPa) 

Failure position 

(1)Design j1 (non-uniform & instantaneous) 

transient 1.773 B,C (bottom surf.) 

static 1.865 B,C (top surf.) 

(2)Design k1 (non-uniform & rise time) 

transient 1.848 B,C (bottom surf.) 

static 1.841 B,C (top surf.) 

(3)Design l1 (uniform & rise time) 

transient 0.811 B,C (top surf.) 

static 0.678 B,C (top surf.) 
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Abstract: It is known that an impact oscillator exhibits complex dynamics and chaos close to 

the grazing bifurcation. What happens to a similar system in the quantum domain? To explore 

this question, we simulate the quantum versions of a hard-impacting system and show that 

such systems would exhibit complex non-chaotic behaviour with a countably infinite number 

of frequencies.  

Keywords: Impact oscillator, quantum mechanics, chaos 

1. Introduction 

In this work we explore the dynamics of an impact oscillator in the quantum domain. The classical 

analogue comprises a mass-spring system that can impact a wall placed at a distance. Such a system is 

known to have square root singularity and exhibits chaos [1,2]. In the quantum version, the potential 

function is similar to that of a harmonic oscillator, but assumes an infinite value at the position of the 

wall (Fig.1(a)). 
 We solve the Schrödinger equation for these systems numerically to obtain the dynamics of the 

wavefunction. To obtain the visual analogue of the phase space dynamics, we use the Wigner func-

tion. The dynamics is finally analysed by obtaining the overlap integral with the initial wavefunction 

to obtain  a real-valued time series. Analysis of the time series shows aperiodic dynamics but without 

any sensitive dependence on the initial condition. 

2. Results and Discussion 

 
Fig. 1. The potential function and the initial wavefunction (a), and the evolution of the Wigner function when the 
classical oscillator undergoes grazing: (b) at t=0 and (c) at t=2697 in natural units. 
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Fig.1(a) shows the potential function of the system and the initial wavefunction, which is a shifted 

Gaussian function—the quantum analogue of the mass being released at a stretched position of the 

spring. In Fig.1(b) and (c) we show the Wigner function in the phase space at two different times 

under the condition where the classical oscillator would undergo grazing. Note that a quantum sys-

tem’s wavefunction is spread over a range of the phase space and so the existence of the wall influ-

ences the dynamics  even when the wall is placed away from the classical impacting condition. 

Fig. 2. The time series obtained by computing the overlap integral for different wall positions. 

Fig.2 shows that the system exhibits periodic behaviour when the wall is placed far away from the 

oscillator and when it is placed exactly at the unstretched position of the spring. The system exhibits 

aperiodic orbits for intermediate positions of the wall. We have analysed these orbits and have found 

that the Lyapunov exponent is zero, implying no sensitive dependence on the initial condition. The 

Fourier spectrum reveals an infinite number of discrete frequency components.  

3. Concluding Remarks 

This work reveals that quantum systems may exhibit a new type of dynamics, where the orbit is ape-

riodic but the spectrum is neither spread over all frequencies like a chaotic system, nor does it have a 

finite number of frequency components like quasi-periodic dynamics. It has an infinity of discrete 

frequency components. 
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Abstract: This paper presents novel approaches to investigate the accuracy and computation-

al efficiency of 1D and 2D structural theories. The focus is on free vibration problems in me-

tallic and composite structures. Refined theories are built via the Carrera Unified Formulation 

(CUF), and the influence of higher-order generalized variables is analysed via the Axiomat-

ic/Asymptotic Approach (AAM). Best theory diagrams (BTD) are built by considering those 

models minimizing the computational cost and maximizing the accuracy. BTD can estimate 

the accuracy and efficiency of any structural models, including classical models and refined 

theories from literature. The construction of BTD can be a cumbersome task as multiple finite 

element (FE) problems are required. Machine learning through neural networks can signifi-

cantly reduce such overhead. In other words, surrogate structural models are built using a lim-

ited number of FE analyses for training and having as input a structural theory and providing 

as output the natural frequencies without the need for finite element analyses. Finally, exten-

sions to node-dependent kinematics (NDK) are presented for further optimization of the com-

putational cost.    

Keywords: structural dynamics, finite elements, structural theories, neural networks, CUF 

1. Introduction 

The use of refined structural theories is convenient to extent 1D and 2D theories to problems other-

wise requiring 3D models [1, 2]. CUF has emerged as a powerful method to build any-order theories 

and related finite element matrices [3]. CUF exploits a few formal expressions and index notations to 

obtain unified governing equations independent of the order of the theory. Via CUF, classical and 

refined models can be implemented, and any non-classical effect considered, e.g., shear deformabil-

ity, transverse stretching, and warping. The systematic use of CUF for 1D and 2D models leads to 

considerable reductions of computational costs estimable in 10-100 times fewer degrees of freedom 

than 3D FE. 

The development of a refined structural theory requires the proper choice of higher-order terms. 

AAM has been introduced as a tool to select such terms [1]. AAM provides the Best Theory Diagram 

composed of those models minimizing the computational cost and maximizing the accuracy. BTD can 

estimate the accuracy and efficiency of any structural models, including classical models and refined 

theories from literature. 

Via CUF, the structural theory can change point-wise, i.e., each node of the FE model can have a 

different structural model. Such a capability is referred to as NDK and is helpful to use refined mod-

els only where needed [4]. The combined use of CUF, AAM, NDK, and Neural Networks (NN) is a 
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promising approach to build surrogate models that can provide information on the structural theory 

and finite element discretization for a given problem [5].  

2. Results and Discussion 

The typical result provided by AAM is shown in Fig. 10, in which the horizontal axis is the error 

in computing the first ten natural frequencies, and the vertical axis reports the number of nodal de-

grees of freedom of various theories. The continuous line is composed of those theories with the 

minimum error for given DOF. Theories from literature are reported as well to evaluate their perfor-

mances as compared to the best models. As well-known, third-order terms are very significant for this 

class of problems.  

 

Fig. 1. BTD for first ten mode of a simply-supported shell with 0/90/0 lamination and a/h = 10. 

 

3. Concluding Remarks  

This paper has presented an overview of refined structural theories for structural dynamics 

problems. The focus is on methodologies to build and evaluate the role of refined terms and 

obtain the best theories with superior accuracy and computational efficiency. Furthermore, 

using machine learning algorithms is promising to obtain indications on how to build re-

fined models and FE discretizations. 
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Abstract: Nonlinear dynamics of different types of multistable systems is presented in the 
paper. As an example a multistable shell which exhibits several equilibria in a static configu-
ration and snap-through effect in its dynamic response is investigated. On the basis of the ex-
perimental tests, a one degree of freedom model in a form of quintic oscillator is proposed. 
The local and global dynamics of a bistable oscillator is investigated to detect reversible snap-
through effect.   

Keywords: nonlinear vibrations, multistable systems, snap-through, control, energy harvesting 

1. Multi-Stable Systems 
Multi-stability is one of the main futures of nonlinear systems. Duffing’s oscillator may serve as a 
classical example where a zone with three different solutions may exist. Moreover, for certain excita-
tion conditions a number of solutions in the Duffing model may increase up to five, as presented in 
[1]. However, the Duffing type equation has just one equilibrium position, which can be stable or 
unstable, depending on a shape of a potential function. In a classical Duffing equation the equilibrium 
is stable and the potential function has just one minimum.  

Systems with multi equilibria belong to another group of the multi-stable structures [2]. This 
type of multi-stability can be created artificially by adding nonlinear external force, for example 
magnetic force produced by two magnets. The introduced nonlinear force enables to design a poten-
tial function which may have two potential wells. Another option is to add axial force to the structure 
which often may occur naturally due to increased temperature, for example. Then the system operat-
ing close to a buckling point has two potential wells, corresponding to two equilibria.  

The composite technology offers new possibilities in creating multi-stable structures. The bi-
stability, with associated snap-through mechanisms (a rapid jump from one to another equilibrium) is 
attractive for a design of efficient energy harvesters [3]. Most of the studies devoted to the dynamics 
of bistable laminates are characterized by symmetric stable configurations with free boundaries. A 
special design of a laminate shell with asymmetric configuration has been proposed in [4] where a 
few equilibria have been detected. The shell designed in [4] is investigated in this paper to detect local 
(in-well) and global dynamics with the snap-through effect.    

2. Shell Model and Results  
The studied shell is presented in Fig.2. A number of layers and the layout is designed to get shell 
multi-stability as presented in [4].   
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Fig. 2. Multistable shell I-state (a), C-state (b) and function of potential energy with indicated I and C states (c).  

In Fig.2 two stable states are presented, I-state (Fig.2a) and C-state (Fig.2b). A corresponding func-
tion of potential energy, with two local minima indicated in Fig.2(c), confirm the bistability of the 
system. On the basis of experiment a reduced shell model is derived in a form of a quintic oscillator 
which represents dynamics of the shell observed experimentally. The model is used to predict in-well 
behaviour and the snap-through effect.    

         
Fig. 2. Resonance curves of a multistable shell structure around I-state, (a) softening effect for selected amplitude 

of excitation, (b) period doubling indicating possible transition to snap-through effect  

The numerical solutions of the elaborated model shows softening effect of the resonance curves for 
in-well dynamics, as presented in Fig.2(a) for I-state. For large amplitude of excitation the period 
doubling is observed (Fig.2b) which may lead to the snap-through with chaotic global dynamics.    
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Abstract: Miniature structures and devices have captured the attention of the scientific com-

munity for several decades for their unprecedented attractive features. Along with their dis-

tinct practical advantages, micro and nano devices are considered excellent platform to probe 

and reveal fundamental physical and mechanical phenomena in well-controlled environment 

[1].   

Today, several micro-electro-mechanical systems MEMS devices are being used in our eve-

ryday life, ranging from accelerometers and pressure sensors in automobiles, radio-frequency 

(RF) switches and microphones in cell phones, and inertia sensors in video games. Due to the 

quest to boost sensitivity, reduce power consumption, and increase integration density, the 

past two decades have witnessed the emergence of Nano-electro-mechanical systems NEMS. 

With the increasing demand to embed more intelligence into various applications, MEMS and 

NEMS continue to play key role on advancing innovation. 

Along with their great promise, micro and nano devices have brought new challenges and a 

wide spectrum of unexplained and less-understandable mechanical behaviors and phenomena. 

Because these devices employ moveable compliant structures and due to the interaction with 

short-range forces, many of these challenges are related to their dynamical behavior, which is 

mostly nonlinear.  

The talk will overview some of the recent revealed intriguing phenomena at the micro and 

nano scale including modes veering, jumps, and internal resonances including three-one, two-

one, and one-one [2,3], Figs. 1,2,3. Mode veerings, hybridization of modes, and localization 

will be also be discussed along with their potential for practical applications. The softening 

and hardening behaviors and the associated jumps will be shown with examples of proposed 

devices. The escape-from potential well will also be presented and its potential for realizing 

smart switches for gas sensing application will be shown. We will also discuss the static and 

dynamic behavior of actively tunable structures; which can be tuned using electrostatic and 

or/electrothermal actuation. The talk will end on future directions and perspectives.  

Keywords: MEMS, arch, jumps, bifurcations, nonlinearity  
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Fig. 1. Experimental data of a clamped-clamped beam actuated by electrostatic forces demonstrating transitions 

from softening to hardening behaviour.  
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Fig. 2. Mode veering between the first and third modes of a micromachined arch.  

 
(a)                                                      (b)  

Fig. 3. The saturation phenomenon in a micromachined portal frame: (a) Measurements, (b) Simulations.  
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Abstract: Some interesting results on the dynamics of continuous systems are reviewed. They 
involve: 1) vibration and stability of translating media with time-varying lengths and/or veloc-
ities; 2) nonlinear vibrations of systems with large degrees of freedom and general nonlineari-
ties; 3) new spatial discretization methods for one- and two-dimensional continuous systems; 
4) new formulations of flexible multibody dynamics with application to elevator traveling ca-
bles; and 5) elastic wave propagation in nonlinear phononic structures. Two types of dynamic 
stability problems are addressed from the energy viewpoint in the first area: dynamic stability 
of translating media during extension and retraction, and parametric instabilities in continuous 
systems with periodically varying lengths and/or velocities. The incremental harmonic bal-
ance method is used in the second area to handle periodic responses of high-dimensional 
models of nonlinear continuous systems and their stability and bifurcations, as well as quasi-
periodic responses. New spatial discretization methods in the third area ensures that all 
boundary conditions of continuous systems are satisfied, and hence uniform convergence of 
solutions. New nonlinear models of slack cables with bending stiffness and arbitrarily moving 
ends are developed for moving elevator traveling cables in the fourth area. A minimal number 
of degrees of freedom are needed to achieve the same accuracy as that of the finite element 
method. Wave propagation analysis of phononic structures with finite deformations are de-
veloped in the fifth area to study influences of nonlinearities on wave propagation characteris-
tics. Some experimental results are presented to validate theoretical predictions. 

Keywords: energy methods for finding dynamic stability of continuous systems with variable lengths 
and velocities, parametric excitation for second-order partial differential equations, nonlinear vibra-
tions of systems with large degrees of freedom and general nonlinearities, new spatial discretization 
methods for continuous systems, and nonlinear wave propagation. 

1. Introduction 

All structural systems are continuous systems. While spatial discretization can be used to analyze the 
dynamics of continuous systems in some cases, spatially discretized, low-dimensional models can 
lead to misleading results. The goal of this research is to develop new methodologies to analyze the 
vibration of continuous systems, and to use the new methodologies to solve important industrial 
problems such as elevator systems. This work integrates vibrations of continuous systems, nonlinear 
vibrations, flexible multibody dynamics, and nonlinear wave propagation. Continuous system vibra-
tions include time-varying translating media with variable lengths and/or velocities [1-5], and spatial 
discretization of continuous systems with complicated boundary conditions [6-8]. This deals with 
mostly time-varying linear systems with small deformations as well as nonlinear systems with inter-
mediate deformations. Extensive nonlinear vibration research focuses on high-dimensional models of 
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continuous systems with strong and complicated nonlinearities [9-13]. A new flexible multibody 
dynamics formulation with a minimum number of degrees of freedom is developed for continuous 
systems with large deformations with application to elevator traveling cables [14-16]. New methodol-
ogies for analyzing strongly nonlinear elastic wave propagation are also developed [17-19].          
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Abstract: The present work brings to the reader’s attention the benefits and facilities of the 

Energy Pulse application. The application enwraps a complete solution for real-time monitor-

ing of electrical energy consumption of the Faculty of Electrical Engineering buildings, the 

Swimming Complex from the Technical University of Cluj-Napoca, the Faculty of Building 

Services Engineering, and from Marasti Student Campus dormitories.  

Keywords: electricity consumption, database, software application. 

1. Introduction 

Given the importance of efficient use of electricity, this paper aims to present a complete IT solu-

tion for home and industrial users in terms of monitoring electricity consumption and reducing the 

cost of the related monthly invoice, to create habits of efficient electrical energy consumption. 

Starting from the decentralized data sets that the BEMS UTCN application generates, in this re-

search, the authors aim to develop an integrated solution for monitoring electricity consumption. 

Following the analysis of consumer data over several years, and the centralization of consumption 

data in a database, the authors aim to send personalized notifications to the user according to the 

consumption habits he has. Subsequently, the user will be able to choose from a series of percentages 

with which he will be able to reduce the cost of his monthly bill, and the Energy Pulse application 

will automatically disconnect some non-essential consumers, their number being determined accord-

ing to a control algorithm. 

2. Results and Discussion 

In order to obtain the best possible results, the authors of this paper aim to develop a new algo-

rithm for forecasting electricity consumption, starting from the results obtained through the algorithm 

used in [1]. Using the capabilities of the algorithm mentioned above, the authors will add other rele-

vant parameters for electricity consumption, identified from the experiments, in order to increase the 

efficiency of the prediction: the evolution of temperature and the type of activity in the analyzed day. 

In this sense, the temperature data provided by the Copernicus program [2] will be used, along with 

the definition of four categories of day types. To this end, the authors aim to reduce the training time 

required for a neural network and to facilitate access to information relevant to the end-user. 

Moreover, considering the way of saving data in decentralized CSV files by BEMS UTCN appli-

cation, in order to reduce the execution time, the authors will develop a database containing the cen-

tralization of all consumption data saved by the previously mentioned application.  
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Taking into consideration the reading errors that have been identified in the process [3], [4], the fu-

ture application will use improved methods for detecting outlier data, which following the standard 

deviation of the data will update the threshold parameter according to the results obtained previously 

from the experiments. 

In order to validate the future results, the authors will compare them with those of the usual fore-

casting methods for electricity: MARS, SVR, ARIMA [5]. 

The final results will be presented to the user both in graphic form and in the form of a notifica-

tion. In graphical form, the current consumption will be compared with the typical one. The text of 

the personalized notification will contain information regarding the cost of the monthly invoice and 

the savings that the user will achieve if he continues to develop the same consumption habit. If the 

user wants to reduce the cost of the monthly bill, to increase his savings, the Energy Pulse application 

will allow him to choose a certain percentage of cost reduction. Depending on the user's wishes, the 

application will automatically disconnect non-essential consumers to obtain the percentage imposed 

by the user. In order to determine the number of non-essential consumers that must be switched off 

automatically, a control algorithm will be used, determined after comparison with the performance of 

the fractional control. Fractional control is a generalization of classical PID control, keeping the 

meaning of each term but offering performances which cannot be achieved with classical control. 

In order to fulfil their objectives proposed in this abstract, the authors will use the facilities offered 

by the MATLAB development environment, together with those of MATLAB App Designer and 

MATLAB Web App Server. 

3. Concluding Remarks 

As a result of the above, this paper aims to draw attention to the facilities that the Energy Pulse 

application will have. Given its competitors, developed by Efergy [6] and Sense [7], the Energy Pulse 

application will further integrate the notification of the cost of the monthly bill and can be operated by 

any smart meter owner, without the need for installing additional devices. 
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Abstract: A novel toolbox for non-experienced users is developed and presented in this paper. 
The toolbox produces fractional order (FO) controllers to be implemented on various processes. 
To design the controller, the toolbox requires solely a step response data, experimentally ob-
tained on the process. Based on this data, an automatic system identification algorithm is used 
that models the process as a second order plus dead-time (SOPDT) transfer function. Then, a 
FO controller is designed using the previously estimated model parameters and according to 
performance specifications, such as gain crossover frequency, phase margin and maximization 
of the gain margin. Several experimental step response data are used and several FO controllers 
are designed for different processes. The results validate the toolbox.  

Keywords: automatic system identification, automatic design of fractional order controllers, experi-
mental results, vertical take-off and landing 

1. Introduction  

 Most of the times accurate modeling implies an increased complexity of the model. 
However, for a large range of processes simple SOPDT models provide sufficient accuracy 
and are easily used in the controller design procedure. To determine such a model, the engi-
neer needs knowledge regarding system identification methods. An alternative approach, 
based on automatic system identification, has been developed and presented in [1]. The ap-
proach does not require any system identification expertise. The only process information 
required from the user is a set of step response data. The current manuscript presents a toolbox 
that uses an improved version of the algorithm in [1], along with an additional feature for the 
automatic design of a FO controller. The parameters of this controller are determined by 
imposing a set of performance specifications and using the model parameters as returned by 
the automatic system identification algorithm.   

The method presented in this paper uses step response data to estimate SOPDT models: 
𝐺(𝑠) = !

(#!$%&)(#"$%&)
𝑒(##$                      (1) 

where 𝜏) is the process dead-time, K is the proces gain, 𝜏& and 𝜏* are the time constants. The 
automatic system identification algorithm is based on step response data, possibly corrupted. 
Numerical integration and computation of areas in the experimental step response data leads 
to an efficient and simple estimation of the model parameters. Once the model has been 
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determined an indirect autotuning method is used to design a fractional order PI (FO-PI) 
controller: 
𝐶(𝑠) = 𝑘+ *1 +

,$
$%
-                     (2) 

where kp and ki are the proportional and integral gains and 𝜆 ∈ (0,2) is the fractional order. 
The analytical equations for computing the kp and ki parameters as a function of 𝜆, 𝜏&, 𝜏*, 𝜏) 
and K are determined such that certain gain crossover frequency 𝜔c and phase margin PM are 
obtained. The final controller parameters are selected such as the gain margin is maximized.  

2. Results and Discussion  

To validate the proposed method several experimental step response data are used, includ-
ing that for a challenging Vertical Take-Off and Landing (VTOL) unit. The experimental unit 
is described in [2]. A step signal of 6.3V has been supplied to the VTOL unit and the resulting 
output signal was used to determine an accurate model as in (1). To tune the controller pa-
rameters, 𝜔c=0.4rad/s and PM=75o are imposed. The resulting FO-PI controller was then 
implemented on the actual unit and the experimental results are provided in Fig. 1. Disturb-
ance rejection tests, as well as robustness tests will be carried out for the final manuscript. 

 
Fig. 1. Experimental results obtained on the VTOL unit using the proposed toolbox 

 

3. Concluding Remarks  

In this paper, a first toolbox combining automatic system identification and fractional order 
controller design is presented. The algorithm behind the SOPDT automatic system identifi-
cation method is described. Then, the automatic design for a fractional order controller is 
developed. Several experimental examples, from a wide range of processes are provided to 
validate the proposed methods and the utility of the toolbox and its user interface.  
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Abstract: This paper presents a proposal of a control hardware architecture for the implemen-
tation of integer-order (IO) and fractional-order (FO) controllers. In particular, the design and 
experimental validation of the FO controllers implemented in several control technologies are 
applied to a temperature laboratory setup in order to demonstrate the effectiveness of the pro-
posed hardware architecture. Some comments relating to industrial practice are offered in this 
context. 
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1. Introduction 

In spite of all the advances in process control over the past several decades, the proportional integral 
derivative (PID) controller remains to be certainly the most extensive option that can be found on in-
dustrial control applications and have become an industrial standard for process control, see [1].  
While more powerful control techniques are readily available, the transparency and relative simplicity 
of the PID control mechanism, the availability of a large number of reliable and cost-effective commer-
cial PID modules, and their widespread acceptance by operators are among the reasons of its success 
and popularity, see [2]. 
Over the last decades, the emergence of fractional calculus (FC) has made possible a great deal of 
academic and industrial effort focused on the transition from classical models and controllers to those 
described by differential equations of non-integer order. Thus, FO dynamic models and controllers were 
introduced [3, 4, 5]. 
The apparent benefit of FC in the field of modelling has been justified from an industrial point of view. 
However, the adoption of FO-PID controllers in the industry is currently low, even though FO-PID 
controllers offer clear advantages in comparison with IO-PID controllers. It has been more difficult to 
convey the advantages of FC on the controller side because of implementation issues [6]. 
To fill the gap between theoretical FO-PID controllers and their practical implementation in a control 
hardware device, this paper proposes an architecture that facilitates their real implementation in a real-
time target. 
In order to test the performance of the proposed hardware architecture, several FO-PID controllers have 
been implemented in different control technologies and have been applied to a temperature experi-
mental prototype that has recently been designed and developed at the University of Deusto [7]. 

2. Results and Discussion 
Currently, industrial processes are mainly controlled using various control technologies, the most 
widely used being computer, microprocessor-based, or FPGA-based hardware devices [8].  
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Fig. 1. Scheme of the proposed hardware architecture used to implement control algorithms in the prototype 

These technologies are usually included in some Programmable Automation Controllers (PAC). 
In this paper, a National Instruments® (NI) myRIO-1900 equipment is used as a control hardware de-
vice, although any other microprocessor or control hardware could be easily incorporated.  
Figure 1 shows the configuration of the control hardware architecture used for controlling temperature 
in the temperature prototype. The flexibility offered by this control hardware and the configuration of 
its control architecture allows the following control modes or control technologies: 
1. Computer control, using LabVIEW programming language on the Lab PC. In this control mode, 
the control device is used as a data acquisition (DAQ) card. 
2. Control by the NI myRIO real-time controller, where the control algorithm is implemented using 
LabVIEW RT and the access to input and output (I/O) ports is done through the FPGA interface. The 
user can interact with the control system from the Local or Host PC. 
3. Control by FPGA, where the control algorithms are implemented and LabVIEW FPGA is used 
for accessing the I/O ports through the FPGA interface. The real-time controller manages the commu-
nication between the FPGA and the Local or Host PC. 
This paper includes details about the practical implementation of FO-PID controllers with each one of 
the considered control technologies. In this way, the theoretical methods and developments can be val-
idated experimentally. 

3. Concluding Remarks 

In this paper, a proposal of control hardware architecture for the implementation of FO-controllers is 
presented and applied to a laboratory setup in order to validate its performance. 
The main advantage that this architecture presents from a control point of view is the flexibility in the 
control technologies offered to the final user that can be used. Another advantage from the implemen-
tation of control algorithms point of view of is that, regardless of the control technology used, the pro-
gramming language is always the same: LabVIEW.  
The way to implement FO-PID algorithms on different real-time targets is described in detail. 
It is the opinion of the authors that this type of control hardware prepares engineers in the use of control 
technologies and low-cost FO controller-embedded system realization that will encourage industrial 
use of FO controllers. 
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Abstract: Accurate process modelling is occasionally difficult. In such situations, autotuning 

methods enable the design of controllers. Fractional order PIDs have recently emerged as 

generalization of the standard PIDs, but autotuning methods for these controllers are scarce. 

In this paper, a new approach is described, based on an extension of the widely-used Ziegler-

Nichols method. Comparative tests with two other autotuning methods are performed on a 

highly non-linear process. The experimental results validate the proposed method.  

Keywords: auto-tuning; fractional order; experimental validation; vertical take-off and landing 

1. Introduction 

The fractional order PID (FO-PID) controller was first introduced by Podlubny [1]. It allows 

for improved closed loop response and robustness, due to the two supplementary tuning parameters 

involved, , the fractional orders of integration and differentiation. The transfer function 

of the FO-PID controller is described as: 

 

                         (1) 

 
where kp is the proportional gain, while Ti and Td are the integral and derivative time constants. In this 

manuscript, we assume  and Ti=4.Td [2]. In a large area of applications, including aeronautics, 

accurate process models are difficult to be obtained. Autotuning methods are preferred in this case, as 

the popular Ziegler-Nichols approach [2]. The method produces acceptable results in terms of dis-

turbance rejection, but poor results regarding setpoint tracking. Autotuning designs for FO-PID con-

trollers are however scarce. Three autotuning methods for FO-PIDs are compared in this manuscript. 

One of these is a novel extension of [2]. To obtain the necessary process information, a relay test is 

used. The process critical frequency and critical gain are obtained in this way.   

The proposed method is based on shaping the “direction” of the loop frequency response in a 

fixed point in the Nyquist plot, corresponding to the critical frequency. It is determined that for a 

given fractional order of the FO-PID controller, tuning rules similar to the Ziegler-Nichols method 

can be obtained. The parameters of the FO-PID controller can thus be easily computed, without any 

complex optimization procedure. For a given fractional order , the parameters kp, Ti and Td of the 

Ziegler-Nichols FO method can be computed as indicated in Table 1> Notice that for , the 

standard parameters of the Ziegler-Nichols method are obtained. 
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Table 1. FO-PID parameters according to the modified Ziegler-Nichols method  

 kp Ti Td 

0.4 0.16kc 2.27  0.57Ti 

0.6 0.29kc  0.44Ti 

0.8 0.42kc  0.33Ti 

1 0.6kc  0.25Ti 

2. Results and Discussion 

The proposed autotuning method is tested on a Vertical Take-Off and Landing (VTOL) system as 

described in [3]. The designed fractional order controller is implemented on the VTOL unit. The 

experimental results are given in Fig. 1. For comparative purpose two other FO-PI controllers are 

implemented. These are designed according to the auto-tuning methods presented in [4] and [5].  

 

Fig. 1. Experimental closed-loop system response of the VTOL platform with the FO-PID controllers  

3. Concluding Remarks  

A new auto-tuning method extending the popular ZN approach to fractional order controllers is de-

scribed in this paper. To validate the method, comparisons with other autotuning methods are per-

formed on a VTOL unit. The experimental results clearly demonstrate that these autotuning methods 

can be successfully used to control highly nonlinear and poorly damped systems.  
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Abstract: The twin-rotor aerodynamical system (TRAS) is a highly nonlinear system with a 
cross-coupling effect. Although several controllers are published in the literature, all solutions 

are with great complexity. The novelty of this work consists in the design of fractional order 
controllers using two innovative methods. Two controllers are designed for adjusting the 
rotational speed of the azimuth motor, respectively two controllers for the rotational speed of 
the pitch motor. The two sets of controllers are implemented and tested on the physical TRAS 
equipment in the laboratory, yielding results comparable with any complex solution already 
acknowledged. 

Keywords: fractional-order controller; frequency design method; optimum magnitude 

1. Introduction 

Fractional order controllers (𝑃𝐼λ𝐷μ ) are a generalization of the classical PID controllers with integral 
and derivative parts replaced by a fractional integral of order λ and a fractional order derivative of order 
µ. Fractional order controllers perform better for nonlinear systems or for systems with variables that 

change over time. The fractional order controller uses more degrees of freedom compared to the 
conventional PID controller and has better robustness and fault rejection properties. 

2. Results and Discussion 

Two Rotor Aero-dynamical System (TRAS) is an equipment created by INTECO [1]. It is a multi-

variable system with two inputs and four outputs. The inputs of the system are the voltages applied on 
the two DC-motors, while the outputs are the rotational speed of the rotors and the position. The transfer 
matrix (1) represents the linearized TRAS model identified between the rotational speed of the main, 
pitch and tail, azimuth motor and the input voltage signals applied on these DC-motors.  

                                                 (
ωh

ωv
) = (

8393

0.22s+1

−28.66

0.17s+1
−39.33

0.75s+1

5965

0.83s+1

)                                                         (1) 

The TRAS being a cross-coupled system, decoupling technique is used to control the individual outputs. 
For the decopuled model, fractional order controllers are designed, based on two generalizations of 
Kessler's optimum magnitude method [2, 3]. The form of the used fractional order controller is: 

                                                          𝐻𝑅 = 𝐾𝑃+
𝐾𝐼

𝑠𝛼
                                                                      (2) 

Given the advantages of the IMC scheme as well as FOPID controllers and taking into account the 
inevitable presence of delays in a real-life control system, a control scheme is used as in [4], which 
combines both fractional order controllers and the IMC scheme for phase delay systems. As design 

performances, the crossover frequency ωgc and the phase margin ɣ𝑘  of the closed loop system are 
imposed. The final form of the resulted controllers are presented in equation (3). 
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                                       𝑄𝑓𝑏 =
1

𝐾𝜁𝑠𝑛+𝐾𝑇1 𝑠
𝛽−1

(𝜓 +
1

𝑠
+ 𝑇𝑠𝛼−1+𝜓𝑠𝛼)                                            (3) 

In this way the final control structure is a cascade between a fractional filter  and a fractional PID 
controller. For the implemntation of both type of fractional order controllers, the NRTF approximation 
approach is used, having the advantage of low order [5]. The results are presented in Table 1. 

Table 1.Comparison between the two types of designed fractional order controllers 

The controller 

Steady state 

error 

εssp [rad] 

Overshoot 

𝜎 [%] 

Settling 

time 

ts [s] 

Control effort 

[V] 

Azimuth controller with [3]: 

𝐻𝑅_11 = 0.008+
−1.083 ∗10−5

𝑠−0.0454 
 

εssp =0.0044 𝜎 =0 ts = 0.95 
𝑐𝑚𝑎𝑥 = 2.387 
𝑐𝑚𝑖𝑛=0.00353 

Azimuth controller with [4]: 

𝑄𝑓𝑏_11 =
1

8390∗0.0774∗𝑠0.111
(0.232 +

1

𝑠
+

0.00263𝑠) 

εssp = 0 𝜎 = 8.8 ts = 0.2 
𝑐𝑚𝑎𝑥 = 0.0616 
𝑐𝑚𝑖𝑛=0.00358 

Pitch controller with [3]: 

𝐻𝑅_22 = 0.042+
−3.546 ∗10−4

𝑠−0.0121 
 

εssp =0.0012 𝜎 =0 ts =0.00935 
𝑐𝑚𝑎𝑥 = 1.247 
𝑐𝑚𝑖𝑛=0.00501 

Pitch controller with [4]: 

Qfb_22 =
1

5930∗0.0975∗s0.0111
(0.837 +

1

s
+

0.0099s) 

 

εssp =0 𝜎 = 4 ts =0.262 
𝑐𝑚𝑎𝑥 = 0.5146 
𝑐𝑚𝑖𝑛=0.005055 

3. Conclusion 

Fractional order controllers designed by innovative methods are suitable even for cross-coupled 

nonlinear MIMO systems, because the system becomes much more robust, the performance of the 

transient mode is realistic. The experimental results proves that these controllers are comparable with 

complex elements like  
 

References 

[1]  http://www.inteco.com.pl/products/two-rotor-aerodynamical-system/  

[2] DULF E.H., ȘUȘCĂ M., KOVACS L.: Novel Optimum Magnitude Based Fractional Order Controller 

Design Method. IFAC PapersOnline 2018, 51(4):912-917 

[3] DULF E.H.: Simplified Fractional Order Controller Design Algorithm, Mathematics 2019, 7(12), 1166; 

https://doi.org/10.3390/math7121166  

[4] MURESAN C.I., BIRS I.R., DULF E.H.: Event-Based Implementation of Fractional Order IMC 

Controllers for Simple FOPDT Processes, Mathematics 2020, 8(8), 1378; 

https://doi.org/10.3390/math8081378  

[5] DE KEYSER R., MURESAN C.I., IONESCU C.M.: An efficient algorithm for low-order discrete-time 

implementation of fractional order transfer functions, ISA Trans. 2018, 74, 229–238. 

[6] Gu D.W, Petkov P.H, Konstantinov M.M.: Robust Control of a Twin-Rotor Aerodynamic System, In: 

Robust Control Design with MATLAB®. Advanced Textbooks in Control and Signal Processing . 

Springer, London. 2013, https://doi.org/10.1007/978-1-4471-4682-7_18 

63

http://www.inteco.com.pl/products/two-rotor-aerodynamical-system/
https://doi.org/10.3390/math7121166
https://doi.org/10.3390/math8081378


 

 

 

Influence of fractional order parameter on the dynamics of different 
vibrating systems 

AZHAR ALI ZAFAR1*, JAN AWREJCEWICZ2 

1. Department of Mathematics, Government College University Lahore, Pakistan 
2. Department of Automation, Biomechanics and Mechatronics, Lodz University of Technology, Lodz, Poland 
* Presenting Author 

Abstract: In this work, we will investigate the fractional differential equations associated to different 
vibration phenomena. More specifically, we will discuss Bagley-Torvik equation, composite 
fractional relaxation differential equation and the motion of a linear oscillator using fractional 
derivative operator in the sense of Atangana-Baleanu. In order to be consistent with the physical 
systems the value of the fractional parameter that characterizes the existence of fractional structures in 
the system, lies within unit interval. The solutions of the non-integer order differential equation are 
obtained and expressed in terms of generalized functions depending upon the fractional parameter. 
The classical cases could be recovered by making the limit of fractional parameter approaches to 
unity. Moreover, we will analyze and compare the control of the fractional order parameter on the 
dynamics of the models and useful conclusions are recorded. 

Keywords: fractional derivative operator, vibrating systems, linear oscillators 

1. Introduction  

From the last few decades fractional calculus has been motivating and attracting in a great deal of 
consideration of researchers, physicists and mathematicians. It is seen that different interdisciplinary 
problems can likewise be solved with good accuracy by the aid of non integer order derivatives. In 
viscoelasticy, the introductory implementation of fractional calculus is seem to be done by Bagley 
and Torvik [1], while Makris et al. [2] approximated the applicable value of non integer order 
parameter that has good compliance with the experimental and material properties anticipated by non 
integer order derivative model. In addition, fractional order generalizations of one dimensional 
viscoelastic models have been found to be of great utility in displaying the response linear regime  
and they are in agreement with the second law of thermodynamics. So, list of the application of 
fractional calculus is too long to be included here. 
Many physical phenomenon have inherent fractional order characterization, hence, fractional calculus 
is necessary to explain them. Non integer order derivative provide an excellent instrument for the 
explanation of memory and hereditary characteristics of various materials and processes. This is the 
main advantage of fractional calculus in comparison with the classical integer order models, in which 
such properties are in fact ignored and clearly inadequate to certify suitable correlation with 
experimental data.  
Different investigations are made for the study of fractional oscillator equations, for example Ryabov 
and Puzenko [3] respectively Naber [4] investigated the fractional oscillator equation in the setting of 
Riemann-Liouville type and Caputo type fractional derivative operator. Stanislavsky [5] interpreted 
the fractional oscillator equation as the ensemble of ordinary harmonic oscillators governed by 
stochastic time arrow. Gaul in [6] discussed the damping description by employing fractional 
operators and investigated the influence of damping in waves and vibrations. It is important to note 
that, in the mostly published papers researchers have used Riemann-Liouville or Caputo differential 
operators with singular kernel. More recently, Atangana and Baleanu [7] have proposed non-singular 
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kernel based modern definitions of fractional derivative. It possess all advantages of Caputo and 
Riemann-Liouville operators but have smooth kernels.  

With these motivations in mind, our aim is to study the fractional differential equations associated to 
different vibration phenomena. More specifically, we will discuss Bagley-Torvik equation, composite 
fractional relaxation differential equation and the motion of a linear oscillator using fractional deriva-
tive operator in the sense of Atangana and Baleanu. A thorough investigation is made for different 
driving force functions and different values of fractional order parameter and useful conclusions will 
be recorded.  

2. Concluding Remarks  

From the solutions of the fractional Bagley-Torvik equation, it is noticed that the motion of the plate 
is the increasing function of the fractional parameters and influence is sensitive to the applied force to 
the plate. Our results could be used as the exact solutions for the comparison of the new numerical 
methods for the solution of the Bargley-Torvik equation. From the analysis of the solutions of 
fractional relaxation oscillator it is observed that for increasing values of fractional order parameter 
velocity increases. The velocity attains the constant value after its initiation and time to reach this 

constant value is smaller for large value of 
p

f




. From the analysis of the solutions of fractional 

damped harmonic oscillator it is observed that the equation of oscillator in the setting of fractional 
derivative operators without damping term still shows damping features depending upon the 
fractional order parameter. Fractional oscillators with periodic forcing represents the periodic 
solutions and time for transients to disappear is proportional to the fractional order parameter. By 
quasi periodic excitations, the behaviour of the oscillator is quasi periodic but periodicity could be 
achieved by customizing the fractional derivative operator and its order. For the explanation of 
memory and hereditary characteristics of oscillator fractional derivative approach is more useful. 
ABC operators have non-singular kernel, so these operators are more preferable to adopt in the 
fractional order vibration phenomena. 
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Abstract: The present analysis focuses on the dynamics of a pendulum vertically vibrated by 

a DC motor. The pendulum moved on the support by vertical harmonic displacement is exten-

sively studied in the literature because of different types of motion including chaos. When the 

pendulum is vibrated by a DC motor the system is considered non-ideal and it is common a 

synchronization in frequency between the pendulum and the motor, where the pendulum ex-

hibits either oscillation or rotation. The analysis in the present text varied the value of the in-

ductance from zero to 1 million times the value of a real motor, but the basins of attraction 

with rotation and oscillation nearly maintained its features. The influence of the inductance 

has a major effect while the motor accelerates, which could cause an uncertain during the cap-

ture by a coexisting attractor. However, the results demonstrated the influence of inductance 

in this configuration is minimum.   

Keywords: inductance, DC motor, pendulum, non-ideal 

1. Introduction  

The parametrically excited pendulum is vastly analysed in literature. In this situation, the pendu-

lum may have chaotic motion, rotation, oscillation, periodic mixture of rotation and oscillation and 

the fixed point, where the pendulum is at rest. Basins of attraction for parametricaly excited pendulum 

with crank-slider mechanism were performed and published in [1]. Recently, non-ideal analyses have 

been gaining space in literature. The system is called non-ideal when the masses involved interfere on 

the dynamics of the source of energy. The case simulated for the present paper is a pendulum vertical-

ly excited by a DC motor with 250 W using a crank-slider mechanism. The motivation of the present 

analysis is the conclusion in [2] where the authors consider of high relevance the inductance for the 

results where a cart is moved by a DC motor. On the other hand, a pendulum horizontally moved by a 

DC motor with a pendulum had its dynamics studied in [3] neglecting the DC motor inductance.   

2. Results and Discussion  

The results pointed we do not have changes in the types of motion when the inductance is varied. 

The types of motion found are oscillations in 2-period represented in green colour in Figs. 1 (a,b,c,d). 
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In black and red, there are two different rotative 1-period attractors where the red has a positive speed 

and black a negative speed. The Fig1e represents the mechanism with the pendulum, DC motor and 

crank-slider. The Eq.(1) represent the electric equation of the motor and the Eq.(2) represent the 

torque supplied by this DC motor. The Fig.1a demonstrate the basin of attraction when the inductance 

is neglected in the electric equation. The Fig1(b) presents the basin of attraction with the real value of 

inductance found in the manufacturer catalogue. This value for inductance is 0.161x10-3 Henry from a 

motor with 250 Watts. In Fig.1c the value for the inductance is 1000 times the value from catalogue 

and in Fig.1 d, the value is one million times the value from the catalogue.  

 

  (1) 

 

             (2)

  

 

Fig. 1. Basins of attraction. a) No inductance b) Real inductance c)1000 times the inductance d) One million times 

the inductance e) The figure of the mechanism 

3. Concluding Remarks  

The results led to conclude that the inductance was not relevant in these mechanism working under 

the parameters set. The actual idea concerning the inductance is that it is not relevant when the speed 

of motor does not vary considerable.  
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Abstract: The main goal of this paper is to analyse the influence of the inductance in elec-

tromechanical systems. Specifically, a DC motor coupled to a mass horizontally moved by a 

yoke scotch mechanism. Recent articles claim that the inductance could not be neglected 

based in electric constant and mechanical constant of the motor. Although many parameters 

are involved, this analysis intend to demonstrate that the main reason for the relevance of the 

inductance is the presence of high external load varying in time. The results of torque, electric 

current and speed of the motor indicates the relevance of the inductance when the mass is 

high, and the motor has its speed diminished. In conclusion, the inductance will have a greater 

influence when the motor operates in lower speeds with variable loads. The reason for that is 

the speed has a minor relevance in the electric equation when the motor is slow, therefore the 

importance of inductance increases.  

Keywords: DC motor, inductance, electromechanical systems, nonideal systems 

1. Introduction 

The system analysed is a DC motor represented in blue in Fig.1a, coupled to a mass horizontally 

moved through a scotch yoke. The mass is moved without friction in the wheels or in the pin linked to 

the DC motor.  Note that in [1,2] neglecting the inductance in DC motor causes high differences in 

the results of the torque and speed, it was studied a problem with varying parameters like the voltage 

set on DC motor and the distance of the pin to the centre of the motor, while the present paper focus 

on the mass vibrated because we consider it is the more relevant for the results. Therefore, the present 

analysis is an expansion in data and in comprehension of the previous study considering the same 

mechanism with the same parameters. In reference [3] there was a pendulum horizontally excited by a 

DC motor. In this last, to neglect the inductance was not a problem for the accuracy of results. The 

reason for that is the size of mass is relatively smaller. All this discussion brings back the idea of the 

nonideal excitation well discussed in [4].   
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2.  Numerical Results and Discussion  

The governing equations of motion are:  

 

    (1) 

  (2) 
 

The term l stand for the inductance, r the resistance, c the electric current,  the electric constant,  

the motor speed, v the voltage set,  the moment of inertia of the motor,  the damping coefficient, 

 is the torque over the motor caused by the mass. The results were found integrating with the Runge-

Kutta 4th order and timestep 10-6 second, using total time for integration equal to 10 seconds, but only 

last 10% pointed were plotted. The results in Fig.1b and Fig.1c are the torque of the mass caused on 

the motor versus the motor speed. The graphics in red represent the model considering the electric 

inductance on the mechanism. The graphics in blue represent the model which neglects the electric 

inductance. Comparing the Fig.1(b) and Fig.1(c), it is possible to state that the different models di-

verge when the masses are high, and the models converge when the mass is small.  

 
(a)                   (b)      (c) 

Fig. 1 a) The scotch yoke mechanism with the DC motor and the mass. ( Elaborated by the authors) . Results of 
Torque versus angular speed for b) m=5kg c) m=0.05kg  

3. Concluding Remarks  

The current results led to conclude that the inductance may be neglected in some conditions. These 

conditions include mainly to observe how the angular speed in DC motor evolve during time. When 

the speed approaches to zero or when it has a high fluctuation, you are probably facing a situation 

where the inductance cannot be ignored. On the other hand, always to consider the inductance may 

result in more problems for compute the equations. A stiff equation may require a timestep smaller 

than the computer offers or just more time consume to complete the calculus. Therefore, ignore the 

inductance may be useful in some conditions, but in others may change considerably the results.  
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Abstract: According to past research, the flexoelectricity effect is dependent on the strain 

gradient noticeable in micro/nanoscales. It can be concluded that flexoelectricity has a consid-

erable effect on the electromechanical behavior of structures in small scale. For the first time, 

the first-order shear deformation theory (FSDT) and the reformulated flexoelectric theory is 

used to study nonlinear free vibration of three-layered cylindrical microshell made of a func-

tionally graded piezoelectric (FGP) core and two layers of flexoelectric material. Equations of 

motion and corresponding boundary conditions are derived from variational Hamilton's prin-

ciple. Change a volume element due to the elastic deformation is taken into account, so it cre-

ates a source of nonlinearity in the derived equations of motion. The nonlinear partial differ-

ential equations are numerically solved by perturbation method.  Effects of crucial geometric, 

material and scale parameters on the dynamic response of the flexoelectric structure are com-

prehensively investigated and discussed. 

Keywords: first-order shear deformation theory, reformulated flexoelectric theory, FGM, microshell, 

nonlinear dynamics 

1. Background 

Optimized performance of intelligent small structures such as microbeams, microshells, micro-

plates in such cases as measurement equipment, medical equipment, electronic equipment is a funda-

mental issue in  micro- and nanoelectromechanical systems (MEMS/NEMS)  [1,2]. Due to the appli-

cation of MEMS and NEMS in the mechanical, chemistry, and aerospace industries and because of 

their high performance and high accuracy in adverse environmental conditions, researchers have paid 

special attention to these systems and tried to determine their electromechanical responses in different 

environmental conditions. Due to electromechanical properties, mechanical energy (tensile, pressure, 

bending, and twisting) and electrical energy (voltage, electric field, and electrical polarization) can be 

converted to each other, and used in the construction of transducers, sensors, actuators, resonators at 

diverse scales. 

Considering the fact that the properties of the functionally graded materials are common in struc-

tures at micro scale, therefore, the functionally graded flexoelectric cylindrical microshell is the object 

of our investigation. By deep investigation of the previous studies, it can be found that modified 

flexoelectric theory has not been used to study the nonlinear vibration of the flexoelectric cylindrical 

microshell under electrical loadings [4,5]. Additionally, the effect of functionally graded material on 

the electromechanical behavior of the flexoelectric microshell under electric forces based on the 
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modified flexoelectric theory has not been investigated in previous studies. The present study on the 

behavior of this type of microstructure fills the gaps in the existing literature. 

2. FGP microshell 

In this study, we consider a three-layer flexoelectric microshell with a total thickness of ℎ𝑡 = ℎ + 

2ℎ𝑓, where ℎ𝑡, ℎ and ℎ𝑓 are the total thickness, core thickness and thickness flexoelectric layers of the 

structure, respectively. The microshell has a radius equal to R, a length equal to L and a thickness 

equal to ht. The upper and bottom layer are assumed to be made of two different flexoelectric materi-

als, and the core is made of functionally graded of two piezoelectric materials. The properties of the 

microshell core are quite different in the direction of thickness. The schematic of microshell model is 

presented in Figure 1. 

 

 

Fig. 1. The geometry and coordinate system of the microshell. 
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Abstract: This paper is concerned with the attitude and position control of a fully-actuated non-

planar hexa-rotor aerial vehicle equipped with reversible fixed rotors. A six-degrees-of-freedom 
force-torque control law is designed using a unit-vector multi-input global sliding mode control. 
The method is evaluated and demonstrated in a software-in-the-loop simulator, which shows 
its effectiveness. 

Keywords: multirotor aerial vehicle, hexa-rotor, global sliding mode control, dynamics. 

1. Introduction  

Applications of multirotor aerial vehicles (MAVs) for aerial manipulation, delivery and air taxi are 
expected in the near future. These tasks require the vehicle to safely manoeuvre in position inde-
pendently of the attitude, while subject to unknown environmental disturbances (e.g, wind) [1]. There-
fore, these applications are quite suitable for fully-actuated MAVs, such as the non-planar hexa-rotor 
aerial vehicle considered in this paper. 

To allow a safe flight in the presence of bounded disturbances, we design a sliding mode controller 
(SMC) suitable for fully-actuated MAVs. The controller provides a six-dimensional command for the 
resultant force and torque, thus it can control both the vehicle's translational and rotational dynamics. 
The conventional SMC design consists of two phases: reaching a specified sliding manifold and sliding 
along this manifold [2].  However, during the reaching phase, robustness is not guaranteed. Therefore, 
we use the global sliding mode control (GSMC) scheme, which provides robustness from the initial 
condition until the desired reference [2,3]. This abstract briefly shows the control methodology, which 

includes the MAV dynamic modelling, the adopted sliding surface, and the proposed GSMC law. Ad-
ditionally, we present the simulation results of the proposed control compared to a proportional-deriv-
ative (PD) feedback linearization control law, considering a non-planar hexa-rotor aerial vehicle. 

2. Controller Design and Results 

Assume that 𝐱 ≜ (𝐱1, 𝐱2) ∈ ℝ12 is the vector of state errors, where 𝐱1 ∈ ℝ6 denotes the errors of position 
and attitude, which is expressed as a Gibbs vector, and 𝐱2 ∈ ℝ6 represents the errors of linear and an-
gular velocities. Moreover, consider the control torque vector 𝐮 ∈ ℝ6 as a command to the force and 
torque produced by the MAV, while 𝐝 ∈ ℝ3 is an unknown force-torque disturbance such that ||𝐝||  ≤ ρ, 

with known ρ ∈ ℝ+. Therefore, the complete nonlinear dynamics of the MAV can be modelled as fol-
lows 

𝐱̇1 = 𝐟1(𝐱),                                                                      (1) 

                 𝐱̇2 = 𝐟2(𝐱) +  𝐁(x)(𝐮 + 𝐝),                                                        (2)  

where 𝐟1: ℝ12 → ℝ6, 𝐟2: ℝ12 → ℝ6, 𝐁: ℝ12 → ℝ6x6 are given functions. Furthermore, 𝐟1 and 𝐁 are such that 
||(∂𝐟1/ ∂𝐱2)𝐁|| ≠ 0, ∀𝐱 ∈ ℝ12. Now, we can define the following time-varying sliding function 

                                                                 𝐬(𝑡, 𝐱) ≜ 𝛔(𝐭) − 𝐏(𝐭)𝛔(𝟎),                                                   (3) 
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where 𝛔(𝒕)  ≜  𝐂𝐱1 + 𝐟1 ∈ ℝ6 with 𝐂 ∈ ℝ6x6 being given a diagonal matrix, and 𝐏: ℝ+ → ℝ6x6 is a function 

which satisfies, among other design conditions, 𝐏(𝟎)  = 𝐈6  [3]. Based on (3), consider the set 𝒮 ≜ 𝐱 ∈

ℝ12: 𝐬(𝑡, 𝐱) = 𝟎, ∀𝑡 ≥ 0 as the eventual sliding set. Therefore, to ensure a global sliding mode of system 
(1)-(2) in 𝒮, we can design the control law [3]  

                                𝐮 =  − (
𝜕𝐟1

𝜕𝐱2
𝐁)

−1
((𝐂 +

𝜕𝐟1

𝜕𝐱1
 ) 𝐟1 + 

𝜕𝐟1

𝜕𝐱2
 𝐟2 + 𝐏̇(𝒕)𝛔(𝟎) +  𝜅

𝐬

||𝐬||
 ),                     (4) 

where 𝜅 >  ||(𝜕𝐟1/𝜕𝐱2)𝐁||ρ is a design parameter.  

Figure 1 shows the controlled position and attitude, as well as the respective commands. The reference 

trajectory is a step of (1,1.5,2)T for position, combined with a conic motion with frequency of 1/15 Hz 
and amplitude of 30° fir attitude. The disturbances are considered as sinusoidal signals with frequency 
of 0.1 Hz and amplitudes of 0.02 N and 0.003 Nm for force and torque, respectively. The parameters 

used for the GSCM are 𝜅 = 0.5, 𝐂 =  𝐈6, and 𝐏(𝐭)  =  exp(-t)𝐈6. For the PD control, 𝐊1 =

diag(2,2,2,3,3,3) is the proportional gain and K2 = 5𝐈6 is the derivative gain. For the position states, we 
can note that the GSMC does not present overshoot neither oscillation around the commanded value. 
Furthermore, for the attitude states, the GSMC reaches the reference faster and follows it precisely.  

 
Fig. 1. Numerical results for attitude and position control of a fully-actuated non-planar hexa-rotor aerial vehicle, 

where for attitude and position - - -  PD control, -  GSMC, and - the command trajectory. For the GSMC -                      

𝑇1, - 𝑇2,  - 𝑇3  the control torques and - F1, - F2, - F3 the control forces. For the PD control, - - -𝑇1, - - - 𝑇2 ,  - - - 𝑇3 

the control torques and - - - F1, - - - F2, - - -  F3 the control forces. 

3. Concluding Remarks 

This paper has presented the design of a global sliding mode control law for a fully-actuated non-planar 
hexa-rotor and has compared the results with a proportional-derivative feedback linearization control 
law. We can observe that the GSMC outperforms the PD control, while ensuring robustness against 
bounded disturbances during all the flight. 
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Abstract: The conveyor belt is an important equipment of the preparation system in sugar 
and alcohol plants. It is responsible for providing the mills with constant feeding of sugar 
cane mass, avoiding overloads due to excessive feeding. This work aims to develop a small-
scale experimental setup of the conveyor belt, which can reproduce its behavior, and thus be 
able to implement modifications to validate theoretical studies.   

Keywords:  non-ideal machinery, conveyor belt dynamics, Sommerfeld effect, nonlinear dynamics 

1. Introduction 

    The sugar cane grinding depends on equipment specially designed to receive and prepare the raw 
material in order to obtain maximum production efficiency. As the last segment of a long equipment’s 
line the conveyor belt depicted in Fig.1(a) is the most important element to keep the feeding constant 
for the grinding process.  

 

Fig. 1. 3D Model of Conveyor Belt and Apparatus Developed (a: [3]; b, c: Elaborated by the authors).  

    The experimental setup consists of the lower base connected to the upper base by two pairs of 
springs of different lengths, as described in Fig.1(b) and Fig.1(c), in order to have the inclination 
shown in the real equipment. A 9V DC motor was connected on the upper base and its speed control 
was done by Arduino. The motor speed was measured using an LM393 (optical photosensitive light 
sensor module) and the Arduino was also responsible data acquisition. Additionally, to acquire the 
vibration data, the accelerometer of the iPhone 6 cell phone was used, as depicted in Fig.2. Because 
of the dynamic interaction and energy transfer between the vibration modes of the apparatus when 
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excited by an unbalanced motor, its torque does not remain constant, which characterizes the motor as 
non-ideal [1, 2]. 

 

Fig. 2. Equipment’s Used in Experience and Accelerometer Coordinates (a: Elaborated by the authors; b: [4]). 

2. Results and Discussion  

    The experimental results showed movements of pitch, roll and bounce, as represented in Fig.3, for 
which it was observed the Sommerfeld effect [1]. This phenomenon occurs in unbalanced rotating 
machines supported by flexible structures where power is converted into mechanical vibration instead 
of increasing the machine rotation speed.  

 

Fig. 3. Time Histories in Physical Coordinates for Conveyor (a) Roll (b) Pitch and (c) Bounce. 

3. Concluding Remarks 

    Experience has shown that on the x-axis, rotation around the longitudinal, the frequency has stag-
nated although during the experiment the angular velocity continued to increase. There is an increase 
in the amplitude of vibration in the frequency range of capture near the resonance frequency and then 
a jump to a higher frequency with lower vibrations. Future results include the exploration of vibration 
modes and numerical results of mathematical modeling [1, 2]. 
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Abstract: In this work, we revisited and investigated the nonlinear parametric resonance of free 

surface oscillations of fluid inside a tank excited by a non-ideal power source with limited power 

supply. Numerical analysis of nonlinear dynamics is presented as phase portrait diagrams, power 

spectrum and maximum Lyapunov exponents to determine the regions in which the resonant slosh-

ing vibrations have a chaotic or periodic behavior. we also present an Optimal Linear Feedback 

Control (OLFC)  and a State Dependent Riccatti Equation (SDRE) Control design that can both 

reduce to the chaotic movement to a stable condition. The (OLFC) technique is based on Lyapunov 

stability theory and optimal quadratic linear control (LQR) and has the characteristic of separating 

nonlinearity from the system and applying feedforward control feedback control. The (SDRE) con-

trol method (SDRE) has as main characteristic for calculating the LQR gain the variable state ma-

trix 

 
Keywords: Non-ideal power sources. Parametric resonance. Nonlinear dynamics. Control Design’s 
 

1. Introduction 

   Sloshing inside a tank excited by a non-ideal power source has diverse applications in engineering 

sciences as in aerospace and nuclear fields. The excitation of the system analyzed by this work is limited 

by the characteristics of the energy source and its dependency on the vibrating system. We present a 

model based on [1, 2], composed by a tank of radius R, partially filled with a Newtonian fluid, para-

metrically excited by an electric motor (Fig. 1(a)). The nonlinear dynamics of system can be represented 

by equations below: 
. 

 

𝑑𝑝1

𝑑𝜏
= −𝛼𝑝1 − (𝛽 + 𝐴𝐸 − 2)𝑞1 +𝐵𝑀𝑝2;

𝑑𝑝2

𝑑𝜏
= −𝛼𝑝2 − (𝛽 + 𝐴𝐸 − 2)𝑞1 + 𝐵𝑀𝑝1 ⬚

𝑑𝑞1

𝑑𝜏
= −𝛼𝑞1 + (𝛽 + 𝐴𝐸 + 2)𝑝1 +𝐵𝑀𝑞2;

𝑑𝑞2

𝑑𝜏
= −𝛼𝑞1 + (𝛽 + 𝐴𝐸 + 2)𝑝2 +𝐵𝑀𝑞1;

𝛽

𝑑𝜏
= 𝑁2 − 𝑁1𝛽 − 𝜇(𝑝1𝑞1 + 𝑝2𝑞2)

   (1) 

. 

where, τ: slow time; 𝑝
1
, 𝑞

1
, 𝑝

2
, 𝑞

2
: dominant modes amplitudes; α:liquid coefficient of additional vis-

cous damping forces of liquid; β: tuning parameter related to motor frequencies. A and B: constant 

coefficients dependent on tank diameter and depth of the filled liquid; E and M: energy and angular 

momentum of fluid vibrations in the fundamental modes. N1: constant of linear static performance curve 

of the motor; N2.: natural frequency of the fundamental free surface oscillations; μ: natural frequency 

and physical characteristics of the moto and 𝐸 = 𝐸1 + 𝐸2, 𝐸𝑛 = 12 𝑝
𝑛

2
+ 𝑞

𝑛

2  and 𝑀 = 𝑝1𝑞2 + 𝑝2𝑞1.  

 

 
. 
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2. Results and Discussion 
The computational numerical method for solution used was the fourth order Runge-Kutta implicit with 

integration step of h=0.001 and time of t=105 and transient time of 40% of total time. We assume the 

parameters are 𝛼 = 0.8, 𝐴 = 1.112, 𝐵 = −1.531, 𝑁2,= −0.25, 𝜇 = 4.5 and initial conditions to be equal to 𝑝1(0) =

𝑞1(0) = 1.0, 𝑝2(0) = 𝑞2(0) = 1.0, 𝛽(0) = 0, adapted from [1].⁠ 

.    

(a) (b) (c) 

Fig. 1.  (a) Schematic diagram of the system composed by a partially filled tank, excited by a motor. 

(b)Lyapunov exponent λ in range  𝑁
1
∈  0.05,1.5 × 𝑁

2
∈  −2.0,2.0  (c) Energy total  in range  𝑁

1
∈  0.05,1.5 × 𝑁

2
∈  −2.0,2.0  

. 

Fig. 1(b) shows the behavior of maximum Lyapunov exponent (λ) with 𝑁1 ∈  0.05,1.5 × 𝑁2 ∈  −2.0,2.0 . 
For negative values of λ the system is periodic, for positive values of λ the system is chaotic. Fig. 1(c) illus-

trates the results for the dimensionless total power[2]⁠. For high values of N1 and N2 the rate of change of the 

total energy is zero. Inside the regions where N1 and N2 have intermediate values the total power oscillates 

around zero but there is no constant period.  OLFC  and  SDRE techniques based on [3] were applied to an  

orbit was defined with a Fourier Series as 𝑢(𝑖)(𝑡) = 𝑎0 + 𝑎1𝑐𝑜𝑠(𝜔𝑡) + 𝑏1𝑠𝑖𝑛(𝜔𝑡)  and they have excellent 

agreement  according to Fig 2(a) and (b). 

 
(a)                                      (b) 

Fig 2    Results using  a) OLFC ,b) SRDE 
. 

 3. Conclusion   

This work shows that the OLFC and SDRE strategy applied to the presented mathematical model reduced the 

chaotic movement of the system to a periodic one. The Fig. 2 illustrates the effectiveness of the control strat-

egy to this interaction fluid-electric motor problem. Future works include  sensibility analysis. 
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          The Existence of Absolutely Continuous Invariant Measures for 

q-Deformed Unimodal Maps  
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Abstract: In this paper, we describe the various types of deformation schemes 

inspired by Heine and Tsallis in reference of q-deformed physical system related to 

the quantum group structures and the statistical mechanics. We discuss the dynamics 

of  deformed unimodal maps in particular q-Logistic map and q-Gaussian map. 

Further we show that numerically, there exists a set of the parameter values with 

positive measure, for which these deformed maps admits absolutely continuous 

invariant probability measure with respect to the Lebesgue measure. 

Keywords: acip, deformed map, deformed Logistic map, deformed Gaussian map. 
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Abstract: In this paper we show that the q-deformed Logistic map proposed by 

Banerjee and Parthasarathy [1] is actually topologically conjugate to the canonical 

Logistic map and therefore there is no dynamical changes by this q-deformation. We 

propose a correction on this q-deformed scheme applied on Logistic map and 

describe the dynamical changes. We illustrate the Parrondo's paradox by assuming 

chaotic region as the gain. Further, we compute the topological entropy in the 

parameter plane and show the existence of Li-Yorke chaos. Finally we show that in 

the neighbourhood of particular parameter value, q-Logistic map has stochastically 

stable chaos. 

Keywords: q-Deformed Logistic map, Heine deformation on nonlinear map, 

Topological entropy, Stochastically stable chaos. 
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Abstract: The idea of using feedback mechanisms to adaptively amplify signals beyond the 

linear range is inspired by the human cochlea. The considered active composite MEMS (micro-

electromechanical systems) oscillator amplifies input signals distinctively using its passive, ac-

tive nonlinear, and Hopf dynamics. The amplification level is solely determined by the mechan-

ical properties of the device and the input stimulus strength, making use of the system’s com-

plex dynamics. One of the key outcomes of our work is that we can demonstrate amplitude-

dependant amplification, which can be likened to the compressive nonlinearity seen in the coch-

lea. Our comprehensive dynamic and stability analyses are accompanied by experimental vali-

dations of new findings, including an evaluation of technological feasibility. 

Keywords: active MEMS sensor, signal-to-noise ratio, nonlinear compressive amplification 

1. Introduction 

The human cochlea is an impressive example of a biological sensor. The cochlea's remarkable 

dynamic range, highly tuneable sensitivity and nonlinear compressive amplification properties are 

attributed to its underlying active nature [1, 2]. Theoretical and experimental attempts to create an 

artifical device include active oscillators with different feedback mechanisms [1], diverse nonlinear 

systems [1, 3] and operation near bifurcation points such as a Hopf [4]. This novel work explores the 

dynamics of a self-sensing and self-actuating MEMS oscillator [5] subject to external stimuli and 

feedback mechanisms (see Fig. 1). Our investigations focus on the amplification properties of the 

MEMS oscillator operated at selected parameter tuples. Furthermore, selected theoretical findings are 

validated experimentally and technological feasibility of parameter ranges is discussed. 

2. Model 

We consider a single MEMS cantilever (Fig. 1) with inte-

grated sensing and actuation capabilities [5]. Based on our pre-

vious work [6], the analysis is carried out with a simplified 

modal representation of the first vibration mode 

𝑞̈𝑤 + 𝛿𝑞̇𝑤 + 𝑞𝑤 = 𝛼𝑞𝜃 + 𝜅𝑒𝑥𝑡, (1) 

𝑞̇𝜃 + 𝛽𝑞𝜃 = 𝛾𝑖2 , (2) 

where 𝑞𝑤 and 𝑞𝜃 are the non-dimensionalised mechanical and 

thermal variables of the system. Parameters 𝛼, 𝛽, 𝛾, 𝛿 are inte-

gration constants originating from a modified Ritz discretiza-

tion [6] and 𝜅𝑒𝑥𝑡 being the external stimulus.  
 

Fig. 1. SEM picture of MEMS sensor. 

(Taken with JEOL JSTM-IT300) 
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A feedback mechanism is introduced by means of the thermal actuator as 𝑖 = tanh(𝑖𝐷𝐶 + 𝑎𝑞𝑤), where 

𝑖𝐷𝐶 is an offset current, which controls control equilibrium states and 𝑎 is the feedback strength. 

3. Results and Discussion  

Figure 2 depicts relevant equilibrium states of the system and associated gain properties for a range 

of feedback values and input strengths. In this brief discussion we highlight the different dynamics of 

three system configurations. The passive system (black) exhibits a constant gain of 38.42 dB at reso-

nance for any input amplitude and feedback parameter. In contrast, the gain of the active, nonlinear 

system (blue) is dependent on input amplitude. As a result, the system is capable of demonstrating 

amplitude-dependant amplification, which can be likened to the compressive nonlinearity seen in the 

cochlea [2-3]. Certain equilibrium states also feature a Hopf bifurcation (purple), exhibiting another 

range of gain properties available with this system. Input amplitudes encompassing a parameter range 

of 10−7 to 10−3 yield a maximum gain of 76 dB near the Hopf-point at 𝑎 =  2.7 for even a non-

optimised system. 

 

Fig. 2. Simulated behaviour of the MEMS system for different feedback strengths and varying stimuli; a) equilib-

rium states, b) associated gain properties; insert: initial experimental investigations showing gain at Hopf point. 

4. Concluding Remarks  

A novel adaptable MEMS sensor with self-sensing/-actuation capabilities has been presented whose 

complex nonlinear dynamics gives rise to much improved amplification properties. Initial theoretical 

gain characteristics, which have also been qualitatively validated experimentally (see insert of Fig. 2b), 

suggest very promising amplification and signal detection properties, even in noisy environments (not 

directly shown here but observable in Fig. 2b)). A more detailed and satisfying discussion of our new 

findings in addition to a discussion on the technological feasibility is included in the full paper. 
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Abstract: The coupling of drive units of electric and hybrid vehicles with flywheel-based ki-

netic energy recovery systems is one of the best suitable options to reduce fuel energy usage. 

And, in consequence, it is also a convenient method to reduce greenhouse gas emissions. The 

essence of the work will be to design a hybrid traction system cooperating with a flywheel 

that collects kinetic energy during vehicle braking. 

Keywords: electric and hybrid vehicles, flywheel energy storage system, continuously variable 

transmission 

1. Introduction 

Electric cars are well known already over one hundred years, but despite this, they are only now 

beginning to appear on the streets of cities in a noticeable number. Despite the view of many people, 

an electric car is not a modern idea at all. It cannot be unambiguous to attribute the invention of the 

electric vehicle to only one originator. In 1828, a Hungarian engineer, physicist, and Benedictine 

priest, Ányos István Jedlik, created a tiny model of some vehicle powered by the world’s first electric 

motor invented by him. Robert Anderson, the Scottish inventor, created the first-ever prototype of 

such a vehicle (exactly an electric crude carriage) between 1832 and 1839 (the exact year is uncer-

tain). Non-rechargeable primary power cells powered his electric carriage. However, in 1835 Sibradus 

Stratingh (Dutch professor of chemistry, as well as an inventor), with Christopher Becker, his assis-

tant, constructed a small-scale cart called the forerunner of the electric car. Their cart used the voltaic 

pile. Other great inventors built themself their vehicles powered by electricity. One of them was 

Thomas Alva Edison. Inventors of electric cars were facing to find as possible both extremely capa-

cious- and durable batteries at those times. By the way, it applies especially to current times as well. 

Rechargeable batteries of modern electric cars provide them approximate ranges from 100 to over 500 

km, depending on their capacities. The maximal car driving range above about 500 km often requires 

an application of rechargeable batteries with a total capacity of over 100 kWh. For small cars, ranges 

of 250 km are possible owing to rechargeable batteries of a capacity of 30 kWh at least. 

However, the common problem in the electric vehicle implementation on a large scale is that they 

require a long time to full charge (repeatedly longer than refuelling at a gas station). Compared to 

internal combustion-powered cars, the most popular electric vehicles are not yet providing such long 

ranges. 

In many electric vehicles, additional cooling and/or heating systems provide advantageous condi-

tions for rechargeable battery packs that guarantee their high efficiency. Such systems also occur in 

advanced hybrid cars with expanded battery packs. At present, engineers and scientists have coped 

with many initial technological barriers limiting the application of electric vehicles from 100 years 

ago. Increasing the driving range of electric cars in a built-up area of cities with frequent start-stops 

can be performed utilizing kinetic energy recovery systems. However, such systems have a less mean-

ingful effect on fuel efficiency during highway driving. For electric and hybrid vehicles recovering 
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kinetic energy through regenerative braking seems to be very promising (see [1] & [2]). A flywheel 

energy storage system is often used. However, the advantage of such energy storage technology in 

mechanical form is partly lost when this system has electrical or hydraulic type transmission. Such 

systems with flywheel require the application of low-cost, high-efficiency, continuously variable 

transmissions. Up to now, no completely satisfactory solution has been found. 

2. Results and Discussion 

The work aim is to build a modified hybrid kinetic energy recovery system with the flywheel. This 

system uses an innovative, continuously variable transmission of mechanical energy. An additional 

benefit resulting from the application of this system will be the improvement of a vehicle’s stability 

by reducing loss of traction (skidding) during braking and acceleration. The torque, M, generated by 

the flywheel due to the angular momentum change over time will protect against squat, dive, and lift 

of the vehicle body, as shown in Fig. 1. In other words, this system alters and controls the amount of 

compression of suspension springs due to acceleration, deceleration, or braking conditions. In Fig. 1, 

FIN is the inertial force (also called a fictitious force), which appears to act on a vehicle body whose 

motion is described using a non-inertial frame of reference, such as a deaccelerating reference frame, 

in the considering case. 

Verification calculations were carried out using the SCILAB development environment to verify 

the correctness of the design of the vehicle's traction control system. 

 

Fig. 1. Forces acting on the vehicle during braking 

3. Concluding Remark 

This concept of the drive of electric and hybrid vehicles belongs to energy-saving methods. 

Thus, this method makes the reduction of greenhouse gas emissions possible. 
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Abstract: The paper presents its contribution to tracking control of systems in failure work 

conditions. The example we examine is a three degrees-of-freedom planar manipulator with 

rigid and flexible links, for which one of actuators fails during its work. The work task for the 

manipulator is defined by the programmed constraints. The CoPCoD method is used to derive 

the reference motion dynamics and the tracking control after one of manipulator failure. 

Keywords: manipulator, reference motion dynamics, underactuated systems, tracking control 

1. Introduction 

Modern mechanical and mechatronic systems like robots, aircraft, satellites and space platforms, 

underwater vehicles and human servicing systems are designed for delivering work, services, for 

exploration and military purposes, to mention some of the applications only. Efforts of engineers and 

researchers aim excellent functionality, durability and reliability of these systems. Also, there are 

domains where failure is not an option, like space exploration and service delivery or health related 

devices. The growing demands for reliability lead to the active research in dynamics, nonlinear con-

trol theory and optimal control, and others. At the same time, failures are constantly associated with 

engineering activities. Failures can be costly in work time, equipment or the whole mission, e.g. a 

space mission, lost. The question thus arises, in all engineering branches, of how to minimize failure 

costs. From the dynamics and control theory side, an active research dedicated to underactuated sys-

tems continues. A fully actuated system, i.e. the one enjoying the number of control inputs equal to 

the number of degrees of freedom, does its mission as long as the actuators work properly. In case of 

failure, questions arise of how to minimize risks and danger of damages to the workplace and contin-

ue a predefined task up to bringing the system to some rest position, if possible. A system which is 

not fully actuated refers to as underactuated. An interest in design and control of underactuated sys-

tems is driven by two main questions, i.e. can we control underactuated system models (USM) using 

our current control techniques and whether there are any new control techniques for USM that can 

solve reliability problems in practice. These questions motivate a lot of current research in USM.  

The literature on USM is quite vast, see e.g. [1]. Most of these papers tackle work conditions where 

there are no other motion limitations and demands, i.e. constraints. The constrained USM dynamics 

and control are presented in [2,3] for rigid models of underactuated systems. In [4] a dynamics ap-

proach to modeling, i.e. the automated computational procedure for constrained dynamics (CoPCoD) 

is presented. It works for rigid and flexible multibody systems which are fully actuated. Tracking 

control of USM is still a challenge topic, see e.g. [5-7].  
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2. Mathematical model of a rigid-flexible link manipulator 

A model of three link, three degrees-of-

freedom planar manipulator is presented in 

Fig.1. It is assumed that link 2 can be treated 

as rigid or flexible. The flexible link is dis-

cretised using the Rigid Finite Element 

Method (RFEM). The motion of the manipu-

lator is forced by means of three driving 

torques. The aim of the paper is to propose 

an algorithm for control the manipulator 

when certain drives stop working due to 

failure. The algorithm is implemented in 

three main steps: 

 Calculation of reference time courses of 

joint coordinates for the assumed pro-

grammed constraints, in this case the 

following DAE system is solved: 
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  (1) 

 

where all symbols are explained in detail in [4]. 

 Application of the reference time courses to flexible drives to realize trajectory tracking.  

 Compensation of the tracking errors due to the drive failure using the appropriate controller. As a 

result the analyzed manipulator is transformed from fully actuated to underactuated which is as-

sociated with additional numerical challenges. 
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Fig. 1. Model of a rigid-flexible link manipulator 
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Abstract: Tall structures often sway with large amplitude and low frequency due to reso-
nance conditions induced by wind loads and long-period seismic excitations. These sources of 
excitation affect the performance of vertical transportation systems (VTS) deployed in these 
structures. The fundamental natural frequencies of tall buildings fall within the frequency 
range of the wind and seismic excitations and the sway motions form the excitation mecha-
nism which acts upon the VTS. Particularly affected are long moving slender structural com-
ponents such as the suspension ropes, compensating cables and travelling cables. Complex 
nonlinear resonance interactions arise in the system when the frequency of the excitation is 
tuned to the natural frequencies of those elements. The methods to mitigate the effects of dy-
namic interactions in a high-rise VTS involve the application of passive and active control 
devices attached at the compensation sheave assembly. In this paper a numerical simulation 
model is presented to predict and analyse the resonance behaviour of the system equipped 
with a nonlinear damper-actuator system. The performance and characteristics of this device 
can then be optimized and adjusted to minimize the effects of adverse dynamic responses of 
the system. 

Keywords: tall structure, slender continua, nonlinear vibration, control 

1. Multibody dynamics model 

Fig. 1 shows a dynamic model of a high-rise VTS system deployed within a vertical cantilever host 
structure subject to ground motions sr(t), 1 2r ,=  in the in-plane and out-of-plane directions, 
respectively [1]. The structure undergoes bending elastic deformations with the in-plane and out-of-
plane displacements at the top end (z = z0) denoted as wr(t), where 1 2r ,= , respectively. The equa-
tions of motion of the system are formed a system of nonlinear partial differential equations. The 
dynamic response of the system is defined in terms of lateral displacements of the slender continua 
elements denoted as ( ) ( )i i i iv x ,t ,w x ,t , i = 1,2…, 4, the longitudinal displacements of the dicrete 
massess represented by qM1, qM2 and qM3, with the corresponding rotations M 3θ . 

2. Results and Conclusions 

The results presented in the paper demonstrate the resonance behaviour of the system [2,3]. The 
resonance frequencies of the slender continua can be shifted / changed by the use of different masses 
of the compensating sheave assembly. The frequencies of the suspension ropes depend on the mass/ 
weight of the car (and the corresponding mass of the counterweight) as well as on the car loading 

89



 

conditions. The characteristics of the damping -actuator device can be optimised and adjusted to 
minimize the effects of adverse dynamic responses of the system.  

 

 
Fig. 1. Dynamic model 
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Abstract: The paper presents a new approach to guidance and control systems design for a 
free-flying space manipulator. It takes advantage of a dynamically equivalent manipulator 
(DEM) model, which is a fixed manipulator representation of a free-floating or a free-flying 
one and it can be successfully used to handle the guidance problem that is very complex for a 
non-fixed space manipulator. Also, the free-flying manipulator model includes constraints re-
sulting from linear and angular momentum conservation and its attitude is a function of an ac-
tual state and of a path. Since the position of the end effector, joints and base angles are the 
same in the DEM and in the space manipulator, the fixed representation of a space robot al-
lows for simpler joint and work space transformations and results in simpler path planning 
and guidance systems design. The novelty is also in the attitude presented in the quaternion 
description that prevents singularities during computation. The presented design of the guid-
ance and control system allows for effective space manipulators mission design and execu-
tion. 

Keywords: free-flying manipulator, dynamically equivalent manipulator, quaternion dynamics, con-
trol, guidance 

1. Introduction 

An effective guidance and control design of a space manipulator is challenging and its control can be 
performed in free-floating or free- flying approaches [1]. The first design allows for control of only 
the manipulator joints while in the latter the base of the spacecraft is also actuated. A free-floating 
regime is more power efficient and in case of spacecraft’s base actuated with reaction wheels, there is 
no saturation problem. However, the free-flying approach facilitates use of guidance and control 
methods developed for a ground-based robotic arms. Stabilized manipulator’s base attenuates influ-
ence of the arm dynamic coupling on the space robot’s attitude but the impact on manipulator’s base 
position still must be considered. Translation of the spacecraft’s base could be stabilized by a reaction 
control system, but it implies some difficulties, e.g. the spacecraft must take additional propellant. 
Also, a fault of propulsion system can cause a collision. For these reasons, a free-flying control ap-
proach is chosen as a baseline for the design. The paper focuses on applying a concept of dynamically 
equivalent manipulator (DEM) to design an efficient guidance and control system for a free-flying 
space manipulator. The concept of mapping a free-floating space manipulator into equivalent fixed 
base manipulator is introduced in [2]. DEM preserves both kinematic and dynamic properties of a 
space manipulator and allows modeling using classical methods. It is also more suitable for experi-
mental validation of guidance and control algorithms. To map a free-floating space manipulator into a 
fixed-base robotic one, the base is reproduced by a spherical joint. It can be passive or active respond-
ing to free-floating or free-flying space manipulator, respectively. In [3] the quaternion representation 
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to the DEM approach is introduced. Since DEM maintains the position of manipulator’s end-effector 
the model can be applied to facilitate the guidance and control design. 
 

 
Fig. 1. The space manipulator and its corresponding DEM – end effector’s position is maintained 

Mapping the free-flying manipulator to a fixed one allows to efficiently apply guidance and control 
algorithms developed for ground-based manipulators and mitigate complex dynamic coupling be-
tween motion of the robotic arm and translation of the base. 

2. Results and Discussion 

The use of DEM dynamics in the design allowed for a stable and effective guidance and control sys-
tem. From the DEM dynamics model of the form  

  (1) 

where: M – mass matrix, B – matrix of position constraints,  – state vector, λ – vector of 
Lagrange multipliers, f - vector of forces and torques, μ – term from the extended constraint equa-
tions, we can compute the base’s reaction torques which can be further used as a feed forward part of 
the controller to better stabilize the manipulator’s attitude. The overall guidance and control system 
structure is presented in fig. 2. 

 
Fig. 2. The overall guidance and control system structure 

3. Concluding Remarks 

Applying DEM to inverse kinematics as well as to dynamics to calculate the feed-forward controller 
part allowed to handle efficiently guidance and control designs for free-flying manipulator. 
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Abstract: The work addresses the problem of propagation of periodic waves in a beam rest-

ing on a bilinear substrate, having different soil stiffness in “compression” and “tension”. The 

closed form solution is obtained, and some aspects of the complex behaviour are illustrated. 
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1. Introduction 

The problem of a beam resting on a bilinear elastic foundation, i.e. a Winkler soil with different 

stiffnesses in “compression” and in “tension”, has been scarcely studied in the past, despite its practi-

cal relevance and despite the fact that it is one of the few nonlinear problems for which an exact 

mathematical solution can be obtained. 

In the static case it has been addressed in [1] and, recently, in [2]. In the more interesting dynam-

ical case, it has been initially studied in [3] where an analytical solution is obtained by means of a 

perturbation approach. The case of a load moving at a constant velocity have been considered in [4] 

and [5] by means of a numerical approach. Much more investigated has been the case of a unilateral 

soil, which is a particular case of a bilinear foundation when one stiffness is set to zero, see [5,6] for 

an interesting literature survey. 

In previous works the problem of a free wave propagation has not been considered, and this consti-

tutes the goal of this work, where periodic waves are studied. This allows us to obtain an analytical 

solution, and to highlight the complex nature of the response due to its (piecewise) nonlinearity. 

2. The problem and main results 

The governing equation for the undamped unforced Eulr-Bernoulli beam resting on a bilinear 

Winkler foundation is 
 

 ρAü + EJuIV + f(u) u = 0, (1) 
 

where u is the transversal displacement, ρA the mass per unit length, EJ the bending stiffness, and 
 

 f(u) = ĥ1 if u < 0; ĥ2 elsewhere. (2) 
 

Equation (2) underlines the bilinearity of the Winkler foundation, which is the unique source of 

nonlinearity. The solution is sought after in the travelling wave form u(x,t)=U(s), s = x – ĉt, where ĉ is 

the phase velocity, to be determined. Defining the dimensionless parameters (L is the wavelength)  
 

 c = ĉ L (ρA/EJ)1/2,    h1,2 = ĥ1,2 L4/EJ,    ξ = s/L, (3) 
 

we obtain that U(s) satisfies 
 

 UIV + c2 UII + f(U) U = 0. (4) 
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Looking for a periodic wave we introduced the following boundary conditions guaranteeing the 

continuity of the displacements, rotations, bending moments and shear forces: 
 

 U(0) = U(α) = ΔU(0) = ΔU(α) = ΔUI(0) = ΔUI(α) = ΔUII(0) = ΔUII(α) = ΔUIII(0) = ΔUIII(α) = 0. (5) 
 

In (5) α[0,1] is the parameter that divides the “compression” (U<0, ξ[0, α]) and “tension” (U>0, 

ξ[α, 1]) parts of the domain.  

Equations (4) and (5) constitutes a nonlinear eigenvalue problem, where the unknowns are c(h1,h2) 

and α(h1,h2), together with the modal displacement U(ξ). Note that in the linear case h1 = h2 = h the 

solution is given by α=1/2 and clinear(h) = 2π (1 + h/(2π)4)1/2. For the bilinear case h1 ≠ h2 the solution 

is reported in Fig. 1. 

 
Fig. 1. The solution c(h1,h2). 

3. Concluding remarks 

The propagation of a periodic wave in a bilinear elastic foundation has been considered. The exact 

close form solution has been obtained thanks to the piecewise linearity of the problem.  
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Abstract: Resonance behavior of the system with a limited power-supply (or non-ideal sys-

tem) which contains a pendulum as absorber is studied. The system dynamics is described us-

ing the multiple scales method. Resonance steady state and frequency responses are con-

structed. Stability of this stationary regime is studied by the analysis of the state neighbor-

hood. Besides, transient is studied for initial times of the system dynamics.  

Keywords: non-ideal system, resonance dynamics, transient 

1. Introduction. The principal model 

The systems with limited power supply are characterized by interaction of source of energy and elas-

tic sub-system which is under action of the source. Such systems are named also as non-ideal systems. 

For the non-ideal systems the external applied excitation is a function of coordinates of excited elastic 

sub-system. The most interesting effect appearing in non-ideal systems is the Sommerfeld effect [1], 

when in the elastic sub-system it is appeared the stable resonance regime with large amplitudes, and 

the big part of the vibration energy passes from the energy source to these resonance vibrations. Res-

onance dynamics of the non-ideal systems was first described by V.Kononenko [2]. Then investiga-

tions on the subject were continued in numerous papers.  Different aspects of the NIS dynamics are 

discussed in few books and overviews, in particular, in [3-5].  

It is known that nonlinear vibration absorbers permit to reduce essentially amplitudes of reso-

nance elastic vibrations. Here the non-ideal system having the pendulum as absorber (Fig.1) is con-

sidered. Such absorber permits to evaluate a decrease of amplitude of resonance vibrations of the 

elastic sub-system, and to select such parameters of the system when the large amplitude resonance 

regime is not appearing.  

 

 
Fig. 1. The model under consideration 

95

https://orcid.org/0000-0002-1780-9346


 

2. Results and Discussion 

The multiple scales method is used to describe dynamics of the system under consideration with 

respect to variables x, φ and θ described by the following system:  
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   (1) 

 

where I is the inertia moment of the rotating masses, L a b   describes the driving moment of the 

energy source, and the moment of the forces of resistance to the rotation.  

. Analysis of modulation equations permits to construct the steady state near the region of the res-

onance between frequencies of the motor and the elastic sub-system. Choice of the system parameters 

gives a possibility to decrease essentially amplitudes of the elastic vibrations. Besides, the analysis of 

the modulation vibrations permits to study a behavior of the system near the resonance regime, and 

the state stability can be determined. Besides, we can study dynamics of the system at initial times of 

the dynamical process to analyze an evolution of the system to the steady state.  
 

3. Concluding Remarks  

It is shown that the multiple scales method permits to describe the resonance steady state of the 

system having the pendulum as absorber. A use of the absorber permits to reduce large amplitudes of 

the system resonance vibrations.   
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Abstract: Tall buildings are susceptible to significant lateral sway in the events of earthquake. 

Seismic ground motions generally contain low-frequency waves which resonate with the funda-

mental mode of the buildings. This affects vertical transportation systems, such as lifts, installed 

in the buildings. Resonance interactions between the building structure and modular vertical trans-

portation installations such as lifts arise then. This can induce the lateral motions of the car/coun-

terweight system, and consequently lead to severe damage in the lift installations. This paper aims 

to present a detailed Finite Element (FE) model that can predict the dynamic responses of the car/ 

counterweight system installed in tall building structures under seismic excitations. An analytical 

model is also developed based on the structural dynamics theories, and the results are then com-

pared with those obtained from the FE models. The results of this study can be  used to develop 

design strategies to mitigate the effects of earthquakes on vertical transportation systems. 

Keywords: Dynamic responses, seismic ground motions, lift, Finite Element (FE) analysis, tall buildings 

1. Introduction 

In this paper, a detailed nonlinear FE model using Open System for Earthquake Engineering Simulation 

(OpenSees) [1] is developed to obtain the dynamic behaviour of a lift car/ counterweight system under earth-

quake. The El Cenro earthquake data are used in the model [2]. An analytical model is also presented to 

predict the dynamic responses of a cable-mass system which represents a lift suspension rope-car/ counter-

weight system under seismic conditions. Finally, the seismic responses generated from the analytical model 

are compared with those obtained from the FE simulations.  

2. Results and Discussion 

2D models of high-rise buildings made of steel moment-resisting frames are built in OpeenSees FE software. 

The primary members of the steel frame (i.e. beams and columns) are modelled using elastic beam-column 

elements connected by zeroLength elements which serve as rotational springs to represent the structure’s 

nonlinear behaviour, as shown in Fig.1 (a). The springs follow a bilinear hysteretic response based on the 

Modified Ibarra Krawinkler Deterioration Model [3]. The reinforcement concrete core is modelled in the 

mid-spam of the frame to take into account the effect of the lift shaft. The mass M is connected to the shaft a 

spring-viscous damping element of effective coefficient of stiffness k the coefficient of damping c (see Fig.1 

(b)). The analytical model is developed using a cable-mass system mounted within a vertical cantilever host 

structure subject to ground motion s0(t), as shown in Fig.1 (c) [4]. The mass M is suspended on the cable of 

length L and is constrained horizontally within the host structure by a spring-viscous damping element.  
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Fig. 1. Modelling of a high-rise building with lift  

The maximum seismic responses of the lift car/ counterweight, including lateral displacement (dM,max) and 

acceleration (aM,max), obtained from FE and analytical models are listed in Table 1 for 12, 20 and 50 storeys 

buildings. To investigate the effect of the lift location along with the height of the building, each structure is 

analysed twice when the mass (M) is located at the bottom and top storeys.     

Table 1. Comparison between maximum seismic responses of the lift in the buildings with various number of sto-

reys obtained from FE and analytical models 

Number of storeys 
Vertical location 

of the lift 

Natural 
frequency 

(Hz) 

dM,max (m) aM,max (m/s2) 
FE 

model 

Analytical 

model 

FE 

model 

Analytical 

model 

12 
1st storey 

1.42 
0.009 0.008 1.921 1.988 

12th storey 0.115 0.105 3.128 3.250 

20 
1st storey 

1.96 
0.014 0.012 3.059 3.288 

20th storey 0.188 0.162 4.517 4.874 

50 
1st storey 

2.78 
0.032 0.025 8.816 10.570 

50th storey 0.276 0.204 12.335 15.036 

Average error (%)   15% 11% 
 

3. Concluding Remarks 

The following main conclusions can be drawn: (I): The location of the lift along the height of the building 

can significantly affect the seismic response. The responses at the top floors are 13 times the response at the 

bottom floors. (II) A good agreement can be achieved between the results of FE and analytical models for the 

lower storey buildings (e.g. 12 storey) when the frame response either remains in the elastic stage or shows 

slight plasticity into their beam and column elements. However, a 40% error is observed for the results of 

higher storey buildings (e.g. 50 storey) when significant plasticity is developed in the main structural ele-

ments. This is attributed to the fact that the developed analytical model is unable to take into account the 

plastic behaviour of the building into calculations.  
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Abstract: Torsional vibration is present in most drilling operations and arises from the non-

linear bit-rock and string-wall interactions. The stick-slip phenomenon is the most severe 

stage of torsional oscillations. It results in excessive bit wear and reduces drilling efficiency. 

Therefore, proper modelling and control of the system dynamics are necessary to optimize 

drilling procedures. This work aims to identify the physical parameters of an electromechani-

cal system and the model of the friction observed experimentally. The electromechanical sys-

tem is an experimental setup designed to offer similar dynamic properties as a drill string with 

a braking device to introduce dry friction in the system, disturbing the rotating motion. For 

friction identification, this study tests and compares some well-known friction force models 

considering different friction phenomena. This study intends to be a source for further com-

prehension of torsional dynamics in slender structures. 

Keywords: stick-slip, friction model, system identification 

 

1. Introduction 

The stick-slip phenomenon is the most severe stage of the torsional oscillations present in most 

drilling routines. This type of vibration results in excessive bit wear and reduces drilling efficiency. 

For these reasons, the comprehension and reduction of stick-slip are of great concern. 

Modelling plays an essential role in the simulation, estimation, control, and monitoring of a dy-

namic process. Practical limitations of first principles motivate the application of system identifica-

tion, which comprises a set of techniques for building mathematical models on the basis of input and 

output measurements [1]. In the context of system identification, dynamical systems with friction, and 

dynamical systems with hysteresis, contributions have been published [2, 3, 4, and 5]. This work aims 

to identify the physical parameters of a test rig, including the electrical parameters of the DC motor 

and the mechanical parameters of the rig, and to identify the model of the friction present in the ex-

periments. 

 

2. Experimental Setup 

The rig consists of a horizontal apparatus composed of a DC motor, a planetary gearbox with a 

reduction ratio of 8:1 coupled to the DC motor, two solid discs, and a low-stiffness shaft, that trans-

mits the rotation from the DC-motor to the discs. Figure 1 (right) shows a schematic of the test rig. 

The discs are free to rotate, and bearings constrain their lateral motion. There are braking devices 

placed on the discs to induce friction torque in the system. It consists of a pin that passes through the 

bearing support and meets the disc. The pin and disc dry contact cause friction torque. The friction 

torque leads the system to experience torsional vibrations and, eventually, stick-slip. 
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Fig. 1. (right) The schematic of the experimental setup. (left) Comparison between measured and estimated angu-
lar velocities of the disc subjected to friction. 

 

3. System Identification 

The experimental rig used in this work has a braking device placed on one of the discs to in-

duce friction torque in the system. For friction modelling, this study intends to employ both grey and 

black-box approaches considering well-known friction models. The graph on the left of Fig. 1 pre-

sents some preliminary results of this work. It plots the direct comparison between measured and 

estimated angular velocities of the disc subjected to friction. In Fig. 1(left), 𝜔 is the measured velocity 

and 𝜔1 is the estimated velocity simulated with the model proposed in [6]. We used the error between 

the measurements and the simulation to build an ensemble model. The error is identified adopting a 

Nonlinear Autoregressive Exogenous (NARX) model. And the estimated velocity simulated with an 

ensemble model, 𝜔2, is plotted in Fig. 1(left). 

 Experimental results showed the existence of a hysteresis phenomenon in friction [6], which 

has been already observed in other tribological experiments [7]. As a continuation of [6], this study 

intends to identify the system friction model that better reproduces the dynamics of the experimental 

setup. Therefore, it tests and compares some well-known friction force models, identifying their 

parameters, accounting for the hysteretic aspect of the friction torque. The work also includes the 

analysis of ensembles of grey and black-box models. 
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Abstract. In this work we analyze the dynamic behavior of an offshore platform system using piezoelectric 
material in its structure for a possible energy harvesting. We analyzed the behavior of the average power produced, 

together with the Maximum Lyapunov Exponent and Bifurcation diagram. Another analysis performed was for a 
given set of parameters the basins of attraction in which we detected the presence of two attractors for the initial 

conditions in range of [-5.5], we also analyzed the behavior of the amplitude dynamics (A) of the sea wave applied 

to the system with parameter (p) related to the damping coefficient of the structure and thus we determine the 
regions in which the system is chaotic or periodic. With this we calculate the average power for p in [0,5] and for 

values of p → 5 there is an increase in the average power of the system with a value of A = 2.5. 

    

Keywords: offshore platform, nonlinear dynamics, piezoceramic 

 

1. Introduction 

      In the last decades, the demand for energy consumption has been growing and several ways to obtain a clean 

and sustainable energy have been researched. Some examples for obtaining clean and sustainable energy are wind 

energy, solar energy, etc [1]. However, an energy that is being exploited is obtained by the waves of the sea waves 
[2]. Thus, we analyzed the behavior of a mathematical model of an oil platform under the action of an external 

force of the type  
1 2(t) sin( t) Bsin( t)extF A    , where A and B is amplitude of wave sea and ω1 and ω2 are 

the frequencies of wave and applying piezoceramic patches to its structure for possible power generation. The 

analyzed model is proposed by [2] and described by: 

0( ) psin( ) c (t)

0

extI c F v

v v

      

 

        

                                       (1)
 

where θ0 is an initial imperfection (for a perfect model θ0 = 0);  ,   and  represent the perturbed displacement, 

velocity and acceleration, respectively, I is the generalized inertia, µ is the damping coefficient p is the load para-
meter and g is the acceleration of gravity. , χ is the coupling term of the piezoelectric, κ is the reciprocal temporal 

constant in electrical circuit, λ ≈ 1/RC is the reciprocal of the dimensionless time constant of electrical circuit, R is 

load resistance, C capacitance and ν is the dimensionless voltage in load resistor [2, 3].  Figure (1) represents a 

scheme of platform structure with a piezoelectric material for energy harvesting. 

 

 

 

101



 

 

 

 

 

 

 

Fig. 1: Scheme of offshore platform structure, adapted to [2]. 

2.  Numerical Results and Discussion  

    For the numerical analysis of the  simplified model,  we used the following parameters µ=0.1, c=0.5, θ=0.95, 

θ0=0.009485,  χ=0.5, ω1=2πf1, ω2=2πf1+0.2, f1=0.2, κ=0.05, B=2.5 and γ=0.01. Figure 2. (a) show the basin of attrac-
tion for the initial conditions between and with p = 0.5, 2 (b) represents the parameter space of the Lyapunov 

Maximum Exponent for px A in [0.2.5] x [0, 5] and initial condiction [0, 0, 0], 2 (c) show Maximum Lyapunov 

exponent for A = 2.5 and p in [0.5] and initial condiction [0, 0, 0] , 2 (d) the bifurcation diagram for A = 2.5 and p 

in [0.5] and initial condiction [0, 0, 0]and 2 (e) the average power of the systems 
2

1

2 (t)avgP v dt
T






   same initial 

condiction. 

 

 

 

 

      

 

 

   

 

 

 

Fig. 2: (a) Basins of attraction of eqs. (1), (b) Maximum Lyapunov Exponent p x A in [0, 2.5]x[0,5], (c) Maximum 

Lyapunov Exponent for A=2.5 and p in [0,5] ,(d) Diagram Bifurcation for A=2.5 and p in [0,5]  and (e) Average 
Power for A=2.5 and p in [0,5] 

3. Concluding Remarks 

We analyzed  basins of attraction for p = 0.5,  which revealed the emergence of two attractors. In this way, we 

establish the initial condition [0,0,0] and analyze the Maximum Lyapunov exponent for parameters A (amplitude 
of the sea wave) and p (the damping coefficient of the structure) and determine the chaotic and periodic regions. 

with this we calculate the average power for p at [0.5] and for values of p → 5 there is an increase in the average 

power of the system with a value of A = 2.5. Future works will be related to erosion of the basis of attractions. 
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Abstract: In this work, we explored numerically the fractional dynamics of model with the Riemann-Liouville 

operator fractional derivative applied to Bouc-Wen's Damping where this damping is related to the hysteresis that 
constitutes the beam that is coupled to the piezoceramic materials patches. This beam is subject to two magnetic 
field of the poles in the base and under the action of the external force of a non-ideal motor (RNIS), the external 
force has two parameters a0 and b0, for a0=0 it is sinusoidal kind force. In this way, we analyzed the behavior of 
the output power for the fractional system considering parameters of the external force of the non-ideal motor 
(RNIS)and the parameter of the fractional derivative operator of Riemann-Liouville. Therefore establishing the 
range in which fractional dynamics is chaotic and periodic and also the behavior of parameter space a0 x q4 and b0 x 
q4 establishing the behavior of the system's output power. 

 
Keywords: Fractional Calculus, Bouc-Wen Damping, Energy Harvesting, Non-ideal; Machinery  

 

1. Introduction 

    In the Design of structures, it is necessary to investigate the relevant dynamics to predict the structural response 
due to the excitations. But in reality, the excitation sources are non-ideal, they have always limited power, limited 
inertia and their frequencies varies according to the instantaneous  state  of oscillating  system.  Here, we extended 
earlier works, which constitutes a bar coupled to an electrical system with piezoceramic material inserts when 
deformed generating electric current. In this paper considering the force applied to the system usable in this work 
is a non-ideal motor (RNIS) [2], considering the mutual interactions between them. This Mathematical Modeling 
is considered the Bouc-Wen damping that represents the hysteresis of bar where the piezoceramic material patches 
are applied. Fig (1) represents the system considered (RNIS) where 0 0 0F(t) f cos( t a sin(b t)   , f0 is amplitude 

force, ω is natural frequency, a0 and b0 is force parameters. If a0 and b0 equal to zero we will obtain (the Ideal 
Excitation) [2], that is no mutual interaction, as considered in [1], using Jacobi-Anger expansion. 

 

 

 

 

Fig 1: (A) Energy Harvesting model with  non-ideal  excitation and magnetic poles and (B) is the piezoceramic 
patches material on beam.  Elaborated by the authors. 
       Therefore, the Riemann-Lioville fractional derivative operator (RL) defined by [2] is used in this paper. Thus, 
we will obtain the fractional differential equation: 
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2(t)qD f x
 

2 2
2 1 3 1 1 1 4 0 0 0

1
(t) 2 (1 ) x ak x (1 a)Dk x f cos( t a sin(b t))

2
q x

D f x x            
                            (1) 

3
3 2(t)qD f x x   

 
4

1

2 2 4 1 4(t)
n nqD f Ax x x x x     

where x is the displacement, ν is the dimensionless voltage in load resistor, η is damping coeficient, χ is the 
coupling term of the piezoelectric, κ is the reciprocal temporal constant in electrical circuit, λ ≈ 1/RC is the 
reciprocal of the dimensionless time constant of electrical circuit, R is load resistance, C capacitance. 
 
2.  Numerical Results and Discussion  
 
    We  analyzed the behavior of the nonlinear dynamics of the model described by equations (1). In fig. (2) (a) is 

0 4[0,1] [0.85,1]a q   and fig. (2) (b)  is 0 4[0,1] [0.85,1]b q   showed the behavior of power output, in fig.(2) (c) is 

the Bifurcation Diagram, taken the initial condition x0 = [0.1, 0, 0, 0], and the parameters η = 0.01, k1 = 0.25, α = 
1.1, n = 4, a = 0.25, λ = 0.01, κ = 0.5, A = 1.0, β = 0.55, γ = 0.45,    f0 = 0.2 and χ = 0.01 and fig.(2) (d) is 0-1 Test 
(Kx1) Test 0-1 is observed that values close to 0 the system is periodic and for values close to 1 it has chaotic 
behavior [3]. 
 

 

 

 

 

 
 
Fig. 2. (a) Average Power ( 2

avgP v ) with 0 0.5b  ,(b) Power Average  output ( 2
avgP v ) with 0 0.2a  , (c) 

Bifurcation Diagram with 0 0.2a  , 0 0.5b  and 4 [0.85,1]q   (d) 0-1 Test (Kx1) with 0 0.2a  , 0 0.5b  and 4 [0.85,1]q  . 

 
3. Concluding Remarks 
 
It was possible to analyze the behavior of the average output power with RL and the non-ideal motor force param-
eters, we establish within the range of values of q4 close to 0.85 the system has minimum power, because the 
system has a periodic behavior, for values close to q4 → 1 the system was chaotic. The Bifurcation diagram and 
Test 0-1 [3] determined the ranges for periodic behavior for q4. So, these analyzes corroborate to understand the 
behavior of damping with memory effect. Future works, including multiscale entropy analysis. 
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Abstract: This work is concerned with the robust attitude and position control of a rigid for-

mation of fully-actuated multirotor aerial vehicles with fixed rotors. A six-degrees-of-freedom 
force-torque control law is designed for each vehicle using a super-twisting sliding mode con-

troller. The formation position and attitude commands are generated by a S-curve trajectory 

planner. The method is evaluated for a formation of non-planar fully-actuated hexacopter with 

fixed rotors and demonstrated using numerical simulations, which shows its effectiveness. 

Keywords: multirotor aerial vehicle, super-twisting sliding mode control, nonlinear dynamics. 

1. Introduction 

  Many of the applications for multirotor aerial vehicles (MAVs) seem to benefit from the use of 
fully-actuated vehicles since they are capable of independently maneuver in position and attitude and 

perform fast disturbance rejection [1]. On the other hand, the MAV mission area and effectiveness are 

general limited by its reduced payload capacity and flight autonomy. To overcome or mitigate these 

problems, it is often more effective to deploy a formation of these vehicles.  

 In disturbed formation flights, an accurate robust tracking performance of each vehicle is crucial 

to maintain a desired formation. In this sense, we design a sliding mode control (SMC) strategy for the 

MAVs. The conventional SMC has two phases: 1) the reaching phase, which is disturbance sensitive 

and 2) the sliding phase, which is disturbance insensitive. During the sliding phase, chattering appears 
in real systems due to time discretization and unmodeled dynamics, degrading the designed perfor-

mance [2]. To diminish chattering, a super-twisting SMC is proposed for each vehicle to reject Lipschitz 

disturbances. The formation position and attitude reference commands are generated, using a S-curve 

trajectory planner. In this sense, for limited disturbances, the tracking error of each MAV is bounded 
in the reaching phase and the formation robustly converges to its desired pose in the sliding phase. This 

abstract briefly shows the MAVs dynamic modelling, the proposed controller, and the numerical results 

to demonstrate the effectiveness of the method. 

2. Results and Discussion 

Consider a formation of n fully-actuated MAVs with fixed rotors. Let 𝒙𝑖 ≜ (𝒙𝟏
𝑖 , 𝒙𝟐

𝑖 ) ∈ ℝ12 be 

the ith MAV vector of state errors, where 𝒙𝟏
𝑖 ∈ ℝ6 denotes the position and attitude errors and 𝒙𝟐

𝑖 ∈ ℝ6 

represents the linear and angular velocities errors. Therefore, the ith MAV nonlinear dynamics is  
 

                                                       𝒙̇1
𝑖 = 𝒇1(𝒙𝑖),                                                                                   (1) 

                                                  𝒙̇2
𝑖 = 𝒇2(𝒙𝑖) + 𝑩(𝒙𝑖)(𝒖𝑖 + 𝒅𝑖),                                                    (2) 
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where 𝒇1: ℝ12 → ℝ6, 𝒇2: ℝ12 → ℝ6, 𝑩: ℝ12 → ℝ6×6 are known functions, 𝒖𝑖 ∈ ℝ6 is a force-torque 

control command of the ith MAV, and 𝒅𝑖 ∈ ℝ6 is an unknown but limited force-torque disturbance 

with Lipchitz derivative. Moreover 𝒇1 and 𝑩 are such that (𝜕𝒇1/ 𝜕 𝒙2)𝑩 is non-singular. Now, let us 

define the ith MAV sliding variable 𝒔𝑖 ≜ 𝒇1(𝒙𝑖) + 𝑪𝑖𝒙1
𝑖 ∈ ℝ6, where 𝑪𝑖 ∈ ℝ6×6 is a design diagonal 

matrix. Therefore, the following control law guarantees the sliding mode existence (𝒔𝑖 = 𝟎): 

 

                            𝒖𝑖 = − (
𝜕𝒇1

𝜕𝒙2
𝑩)

−1
(𝑪𝑖𝒇1 +  

𝜕𝒇1

𝜕𝒙1
𝒇1 +

𝜕𝒇1

𝜕𝒙2
𝒇2 + 𝑲1

𝑖 𝚪𝑖sign(𝒔𝑖)) + 𝒘𝑖 ,                        (4) 

                            𝒘̇𝑖 = −𝑲2
𝑖 sign(𝒔𝑖),                                                                                                     (5) 

 

where 𝚪𝑖 ≜ diag ((𝑠1
𝑖 )

0.5
, … , (𝑠6

𝑖 )
0.5

) and 𝑲1
𝑖 ∈  ℝ6×6  and 𝑲2

𝑖 ∈  ℝ6×6   are diagonal matrices.  

        The simulation is performed for a delta formation of three non-planar fully-actuated hexacopters 

with fixed rotors. The formation mission is to displace (2, 10, 4) m from its initial position in 8 s. Figure 

1(a) shows the formation path, the MAV size, and the formation shape at specific time instants. Each 
MAV is subjected to different cosine disturbances with frequency of 0.08 Hz and amplitudes of 1 N for 

force and 0.2 Nm for torque. Figure 1(b) shows the norm of the relative position between MAV 1 and 

MAVs 2 and 3, denoted, respectively, by  𝑟1/2 and 𝑟1/3.  Figure 1(c) shows the position tracking per-

formance of MAV 1. 
 

 

Fig. 1: (a) Formation path, MAV size, and formation shape at time instants 2 s, 4 s, and 6 s. (b) relative dis-

tance between MAV 1 and MAVs 2 and 3. (c) position tracking performance of MAV 1. 

3. Concluding Remarks  

 This paper has presented the design of a super-twisting SMC for a formation of fully-actuated 

MAVs with fixed rotors. A simulation example showed that the proposed super-twisting SMC gener-

ates negligible chattering and robustly attains the desired formation pose after a finite time. 
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Abstract: The dynamics and control of pendulums attract attention of researchers for a long 
time. Their mathematical models can approximate many real-world applications besides being 
very helpful for pedagogical reasons. This paper studies the attitude control of a 3D pendulum 

using a torque control law based on an unit-vector multi-input global sliding mode control. 
Numerical simulations are carried out to evaluate the proposed controller and the results are 
compared to a proportional-derivative feedback linearization control law. 

Keywords: nonlinear dynamics, 3D pendulum, global sliding mode control. 

1. Introduction  

Inverted pendulum-like systems have been deeply studied and until today provide a rich source of non-
linear dynamical systems. The 3D pendulum is a rigid body fixed to a pivot, allows three rotational 

degrees of freedom, and is fully actuated by three control torques [1]. This dynamical system has been 
used as a benchmark in the past decades for investigating new control techniques, but there are still 
some open points with respect to robust control. Sliding mode control (SMC) techniques can deal with 
multi-variable dynamics, nonlinearities, and actuator constraints [2]. It has attractive properties such as 
insensitivity to bounded uncertainties, disturbances, as well as parasitic dynamics [2]. The present work 
is concerned with the design of a global sliding mode control (GSMC) law for the 3D pendulum. The 
GSMC can also be referred to as integral sliding mode control. In this case, the technique designs a 
sliding manifold that guarantees robustness to bounded uncertainties from the initial condition and there 
is no reaching phase in such design. Thus, this paper briefly presents the mathematical model of the 3D 

pendulum, the adopted sliding surface as well as the proposed control law. Numerical results demon-
strate the effectiveness of the method.  

2. Methodology and Results 

The modified Rodrigues parameters (MRPs) are used to describe the attitude of the 3D pendulum to 

avoid singularities. The MRP 𝒑 ∈ ℝ3 is defined as 𝒑 ≜  tan
ϕ

4
𝐞̂, where 𝜙 ∈  (−2𝜋, 2𝜋) is the principal 

angle rotation, 𝐞̂ is the principal axis unit vector referring to Euler's principal rotation theorem. The 
kinematic differential equation of the MRPs is: 

𝒑̇ =
𝟏

𝟒
𝚺(𝒑)𝝎,                                                                            (1) 

Where 𝚺(𝒑)  ∈ ℝ3𝑥3 given by 𝚺(𝒑) = (𝟏 − 𝒑𝑻𝒑)𝐈𝟑 + 𝟐[𝒑 ×] + 𝟐𝒑𝒑𝑻  and 𝝎 is the body angular velocity. 
Based on the angular momentum of the 3D pendulum, it is possible to obtain the following equation 
of motion: 

                                                     𝐉ω̇ = −𝛚 × 𝐉𝛚 + 𝐭𝑔 + 𝐮 + 𝐝,                                                         (2) 

where 𝐉 ∈ ℝ3𝑥3 is the inertia matrix of the 3D pendulum, 𝛚̇  ∈ ℝ3 is the body angular acceleration, 𝐮 ∈

ℝ3 the control torque vector, and 𝐝 ∈ ℝ3 represents the unknown disturbances, where ||𝐝||  ≤ ρ, with 
known ρ ∈ ℝ+. 𝐭g  =  mg 𝐫cm  × 𝐃 𝑛̂3  provides the external torque caused by gravity, where 𝑚 is the mass, 

𝑟𝑐𝑚 ∈ ℝ3 the center of mass vector,  D the attitude matrix, and  𝑛̂3 the direction that gravity acts. The 
complete model of the 3D pendulum can be rewritten in terms of the attitude and dynamics errors 
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𝐱̇1 = 𝐟1(𝐱),                                                                      (3) 

                 𝐱̇2 = 𝐟2(𝐱) +  𝐁(𝐮 + 𝐝),                                                          (4)  

where 𝐱 ≜ (𝐱1, 𝐱2) ∈ ℝ6 is the state errors vector, 𝐱1 ∈ ℝ3 denotes the attitude error in terms of the MRP 
vector, and 𝐱2 ∈ ℝ3is the angular velocity error. 𝐟1(𝐱), 𝐟2(𝐱), and 𝐁 are continuous vector and matrix 

fields such that 𝐟1: ℝ6 → ℝ3, 𝐟2: ℝ6 → ℝ3, 𝐁: ℝ6 → ℝ3𝑥3, and ||(∂𝐟1/ ∂𝐱2)𝐁|| ≠ 0, ∀𝐱 ∈ ℝ6. The control ob-
jective is to design a control law 𝐮 which makes 𝐱 = 𝟎 a global exponential stable equilibrium point of 
(3) and (4). To do so, the following time-varying sliding function can be defined 𝐬(𝑡, 𝐱) ≜ 𝛔(𝐭) −

𝐏(𝐭)𝛔(𝟎), where 𝛔(𝒕)  ≜  𝐂𝐱1 + 𝐟1 ∈ ℝ3 with 𝐂 ∈ ℝ3𝑥3 being given a diagonal matrix, and 𝐏: ℝ+ → ℝ3𝑥3 is 
a function which satisfies, among other design conditions, 𝐏(𝟎)  = 𝐈𝟑   [3]. Considering the set 𝒮 ≜ 𝐱 ∈

ℝ6: 𝐬(𝑡, 𝐱) = 𝟎, ∀𝑡 ≥ 0 the eventual sliding set and to ensure a global sliding mode of (3) and (4) in 𝒮, the 
following control law is designed [3]  

                                𝐮 =  − (
𝜕𝐟1

𝜕𝐱2
𝐁)

−1
((𝐂 +

𝜕𝐟1

𝜕𝐱1
 ) 𝐟1 + 

𝜕𝐟1

𝜕𝐱2
 𝐟2 + 𝐏̇(𝒕)𝛔(𝟎) +  𝜅

𝐬

||𝐬||
 ),                     (5) 

where 𝜅 >  ||(𝜕𝐟1/𝜕𝐱2)𝐁||ρ is a design parameter. Figure 1 shows the numerical results for the attitude 
control of the 3D pendulum presenting the attitude and angular velocity errors as well as the control 
torques. The goal is to drive the 3D pendulum to the upright (inverted) position and stabilise it there. 
We can observe that the errors for the GSMC law go to zero faster than the PD control law. 

 
Fig. 1. Results for the control of the 3D pendulum in the upright position, where - - PD control and     GSMC law. 

3. Concluding Remarks 

This work has presented the design of a global sliding mode control law for the 3D pendulum and 
compared the results to a PD control law. The GSCM exhibited a better performance taking the 3D 

pendulum to the upright position faster and presenting no overshoot. 

Acknowledgment: The authors thank the São Paulo Research Foundation (FAPESP) for the finan-

cial support (grants 2019/05334-0 and 2020/12314-3) and CNPq/Brazil (grant 302637/2018-4). 

References 

[1] QIJIA YAO: Robust adaptive finite-time attitude tracking control of a 3d pendulum with external disturbance: 

Numerical Simulations and hardware experiments. Nonlinear Dynamics 2020, 102(1):223-239. 

[2] YURI SHTESSEL, CHRISTOPHER EDWARS, LEONID FRIDMAN AND ARIE LEVANT: Sliding mode control and 

observation. Springer: Berlin, 2014. 

[3] A. BARTOSZEWICZ: Time-varying sliding modes for second-order systems. IEE Proceedings – Control The-

ory and Applications 1996, 143(7):455-462. 

108



 

 

 

Piezoelectric vibration energy harvesting from a portal frame with a 

shape memory alloy 

ANGELO M. TUSSET1*, DIM PIRES2,  GIANE G. LENZI3,  ITAMAR ILIUK4,RODRIGO T. RO-

CHA 5, JOSE M. BALTHAZAR6  

1. Federal University of Technology – Paraná  (UTFPR) [0000-0003-3144-0407] 

2. Federal University of Technology – Paraná  (UTFPR) [0000-0002-4254-2081] 
3. Federal University of Technology – Paraná  (UTFPR) [0000-0003-2065-9622] 

4. Federal University of Technology – Paraná  (UTFPR) [0000-0001-6904-6240] 

5. Federal University of Technology – Paraná  (UTFPR) [0000-0001-6770-6380] 

6. Federal University of Technology – Paraná  (UTFPR) [0000-0002-9796-3609] 

Abstract: In the past decades, there has been an accelerated growth in the development of 

electronic devices. Generally, these devices are low-power consumptions, consequently easy 

to be powered. Hence, the demand to obtain the needed energy to power up these devices has 

increased. In this work, the energy harvesting from a simple portal structure accounting for a 

shape memory alloy (SMA) in its composition material is presented. The portal frame is sub-

jected to an excitation from a non-ideal DC motor with limited supply. The energy harvesting 

is obtained through a nonlinear piezoelectric material coupled to the structure. The dynamic 

response of the system is investigated through the variation of the temperature and geometric 

parameters of the SMA, which are determined by the length and diameter of the alloy. Nu-

merical simulations show the influence of the introduction of the SMA on the dynamics of the 

system, leading to undesired chaotic behavior to a periodic one. In addition, the energy avail-

able for harvesting is computed. 

Keywords: Energy harvesting, Nonlinear Dynamics, Shape Memory Alloy, Piezoelectric devices. 

1. Introduction 

Figure 1 shows an equivalent physical model to represent a portal frame structure with the a piezoe-

lectric material coupled to a column of the structure supporting a DC motor with limited power sup-

ply, and unbalanced rotating mass [1]. 

 

Fig. 1. Schematic of the non-ideal portal frame energy harvester with SMA material 

The equations of motion for Fig. 1 can be written as follows: 
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The average power is obtained by: 
0

1
T

avgP P( )d
T

   , with 2P v  . 

2. Results and Discussion 

Figure 1 shows the numerical results considering the parameters: a= 0.00156987, b = 114.367348, c= 

7232.49136, 
1 0 1.  , 

1 1   , 
3 0 2.  , 

1 0 05.  , 
2 100  , 

3 200  , 
1 8 373.  , 

0 20.  , 0 60.  , 1 0.  , along with the initial conditions:  0 0ix  , where i=1:5 [1-3].  

 (a)  (b)   (c) 

Fig. 1. (a) Average power for (ksma=[0:10] and T =[70:150]), (b, c)  Phase diagram and 0-1 test for aw (ksma=1 

and T =[70:150]).  

3. Concluding Remarks 

The results presented show that the temperature variation of the SMA (∆T) has little influence on the 

energy uptake (Fig. 1a), however it has a significant influence on the dynamics of the system (Fig. 1b 

and 1c). It is also possible to observe that the parameter that represents the dimensions of the SMA 

(ksma), has a significant influence both in the capture of energy and in the dynamics of the system. 
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Abstract: This paper, the horizontal nonlinear response of a 4 degree-of-freedom vertical 

transport model excited by rail-guide deformations, and with a nonlinear dynamic vibration 

absolver (DVA) is numerically investigated. To analyse the vibration levels and comfort of 

passengers, and the efficiency of using a DVA to reduce cabin vibrations, numerical simula-

tions are performed considering lateral displacement of the cabin, an external disturbance that 

represents the deformations and misalignment of the rails-guide and the increase in the speed 

of the elevator, associating the levels of lateral accelerations of the elevator with the levels of 

comfort felt by passengers in accordance with ISO 2631 and BS 6841. The results of numeri-

cal simulations shown that the configuration of the appropriate parameters of the DVA is es-

sential to ensure a better level of comfort to passengers, and that the increase in speed associ-

ated with the use of DVA can improve the level of comfort reducing accelerations in the cab-

in. 

Keywords: vertical transport, nonlinear dynamics, dynamic vibration absolver. 

1. Introduction 

Figure 1 shows an equivalent physical model to represent the horizontal motions of an elevator sys-

tem, including a nonlinear dynamic vibration absolver (DVA) in cabin. 

 

 

Fig. 1. Motion equivalent model for the horizontal of the elevator 

The equations of motion can be obtained considering formula Lagrange and described with differen-

tial equations system as follows: 
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2. Results and Discussion 

Figure 1 shows the compensated acceleration (aw), and estimated vibration dose value (eVDV), con-

sidering the parameters: M=1120(kg), m=17.5(kg); mDVA=20 (kg),  k1=250000(N/m); k2=19027(N/m); 

k3=6.(1015) (N/m), b1=668.21(N.s/m); b2=2058.2(N.s/m); kDVA=10000 (N/m), bDVA=kDVA/2(N.s/m), 

ω=31.419 (rad/s) and  yright= yleft=0.1sin(ωt) [1-2].  

 

(a) (b) (c) 

(d) (e) (f) 

Fig. 1. (a, c)  aw and eVDV for (mDVA=[5:20] and kDVA=[50:20000]). (b, d)  aw and eVDV for ( [30:160]  and 

kDVA=[50:20000])). (b, d)  aw and eVDV for ( [30:160]  and M=MA=[1120:1720]) . 

3. Final Considerations 

The results shown that the absorber mass (mDVA) is the most relevant variable in the control, and with 

its use passenger comfort can be improved in design of the elevator vibration control.  
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Abstract: The Aeroelastic typical section, also known as three degrees of freedom Aeroelas-

tic model, is a great way to study nonlinearities in Aeroelastic systems in an isolated way. 

There is a lack of research using cubic spring commanding the aileron deflection and consid-

ering Peters’ unsteady loading acting on the model. The model presented here have two linear 

springs (one commanding the vertical displacement and the other commanding the pitch an-

gle) and one cubic spring for aileron deflection. With the numerical simulated time series, the 

0-1 test is performed as well as the Takens’ reconstruction and the Lyapunov exponent deter-

mination. The 0-1 test result is compared to the Lyapunov exponent, as part of their validation 

for aeroelastic systems subjected to structural nonlinearities. 

Keywords: Aeroelastic system, structural nonlinearity, unsteady aerodynamics 

1. Introduction 

The typical section with three degrees of freedom, is largely used for various cases in 

Aeroelasticity, like isolate a specific phenomenon or deal with less and known degrees of freedom. 

This model, shown in Figure 1, is subjected to unsteady aerodynamic loads, calculated considering 

Peters’ unsteady aerodynamic model [1]. Also, a cubic  nonlinear  spring is considered in the aileron 

actuation, which adds the known structural nonlinearity. 

 
Fig. 1. Three degrees of freedom aeroelastic mathematical model, adapted  from [2] by the autors. 

 

The mathematical model in Figure 1 and the unsteady aerodynamic loads are defined in state-

space. The unsteady loads consider the inflow as added states, which means that the three degrees of 

freedom are only the structural states.   

2. Results and Discussion 

The Aeroelastic system presented in Figure 1 is numerically simulated for various conditions. The 

time series presented here is only an example of a result and considers an initial vertical displacement 

of 0 mm, and initial pitch angle (also known as angle of attack) of 2° and an initial aileron deflection 

of 1°. The airflow speed is also varied, but only one (215m/s) will be shown here for brevity: 
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Fig. 2. Time serie and FFT. 

 

Figure 2 shows a cubic nonlinearity in FFT and the time series looks a limit-cycle oscillation.  

The 0-1 test of the time series presented in Figure 2 is: 

 

  
Fig. 3.  Shows the 0-1 test result and reconstructed attractor. 

 

 The 0-1 test shows a bounded figure, which represents a quasi-periodic system behaviour, since 

there is mode coupling when dealing with aeroelastic system. The reconstructed attractor also charac-

terizes a limit-cycle. This comparison is also available for a different aeroelastic system in [3]. 

The Lyapunov exponent compared to 0-1 test also resulted in quasi-periodic system behaviour: 

Table 1. Lyapunov exponent x 0-1 test 

Lyapunov Exponent 0-1 Test  

-8.5884 -0.0216  

3. Concluding Remarks 

For both 0-1 test and Lyapunov exponent, the Aeroelastic typical section has quasi-periodic behav-

iour. It is extremely important to highlight that the state-space model also considered three additional 

states related to the inflow, and their derivatives, totalizing nine states. This system was simulated for 

three angles of attack, three aileron deflections, eight velocities and two cubic spring parameters and 

the result presented here is only a representative result. Below 175m/s the aileron deflection ampli-

tude reaches the same value and, by increasing the velocity, the movement amplitude also increases. 

Lower values of cubic spring parameter resulted in higher amplitudes. 
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Abstract: This paper describes work focused on the development of a new conceptual design 

of a directly controlled manipulator placed in the working section of a wind tunnel, with the 

goal of expanding and diversifying the type of dynamic experiments performed in the tunnel. 

In this research, our main objective is to develop a model and controllers to simulate a manip-

ulator with an aircraft test model attached to its end. The final model will be fully geometrically 

qualified to operate in confined spaces and to rigorously evaluate the nonlinear simulation for 

the determination of stability derivatives with high precision that relates to the longitudinal 

flight and control characteristics of the aircraft. Various simulation tests help to understand how 

close the calculated values are to reality, which can improve the determination of aircraft con-

trol in the pitch plane. 

Keywords: wind tunnel tests, aircraft flight model, aircraft feedback control  

1. Introduction – wind tunnel test challenges 

Wind tunnel testing is long established experimental approach for aircraft design and analysis as well 

as fundamental flight physics and aerodynamics.  Most wind tunnel studies involve static models, but 

dynamic wind tunnel studies are important for both the investigation of non-steady aerodynamics and 

for flight dynamics, particularly for non-linear flight regimes involving high angles of attack, unsteady 

aerodynamics, spin and upset recovery. Dynamic wind tunnel testing thus plays an important role in 

the determination of aerodynamic and flight dynamic parameter identification.  

One longstanding ambition of wind tunnel testing has been to ‘fly’ an aircraft inside the wind tunnel 

[1]. This is clearly an expensive thing to do and is fraught with difficulties which has limited the expe-

rience to a few very large facilities and to specific flight regimes such as spin test. However, recent 

advances in measurement technologies have extended the possibilities and 3 degrees of rotational free-

dom ‘flight’ is now fairly common [2, for example], with 4 and 5 degrees of freedom (dof) having 

success in relatively small and low-cost facilities [3, 4]. An extensive review of dynamic wind tunnel 

testing can be found in [5].  

The control of the aircraft in [3] was enacted by the classical elevator, rudder, aileron moving surfaces. 

However, energy is injected into the dynamic system through the propulsion system, and this affects 

the dynamics, particularly the longitudinal motion. Whilst the 4-dof rig used in [3] includes the heave 

motion, the surge motion is constrained, thus limiting the ‘flight’. Mechatronics technologies have also 

advanced enormously in recent years, so possibilities of mounting the aircraft on a manipulated sting 

now exist [1, for example]. In this work, the possibilities for full 6-dof flight in a wind tunnel with the 

‘propulsion’ enacted by a robotic manipulator are investigated. In order to simplify the problem, 3-dof 
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longitudinal flight only will be initially considered. Decoupling of longitudinal and lateral motion is a 

standard assumption in flight dynamics analysis and is valid for many flight regimes. A schematic of 

the proposed configuration is shown in Figure 1.  

 

Fig. 1. Schematic diagram of a manipulator with an aircraft test model attached at the end intended for wind tunnel 

testing. The aircraft can freely rotate or manoeuvre in the x-z plane along the y-axis at joint 3. The pitch of the 
aircraft can be controlled by the elevator of the test aircraft model, which is assumed to be actuated. The manipulator 

arm joints, joint 1 and joint 2, are driven by servomotors (the best choice for systems requiring high accuracy) 

provide control of the aircraft thrust, denoted by T. 

2. Results and discussion 

The full paper will include the analysis of the system dynamics, including the aerodynamic forces. The 

2-R manipulator consists of stiff links connected by mechanical joints and control torques that move 

the links so that the aircraft model at the end can make its longitudinal flight. The majority of this 

research is concerned with the design of the feedback loops of the position controllers applied to the 

joints, which should be properly synchronized to characterize the dynamics of the model being tested 

in its planar motion. Introducing a reduction in the required power by analyzing different ways to min-

imize support interference and deflection error correction, which can also lead to a reduction in the 

reaction transmitted to the tunnel structure.  

The research presented here includes modeling the dynamics of a coupled manipulator and aircraft 

model and controller designs, and various simulations in MATLAB to design the control dynamics with 

a robust feedback loop. 
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Abstract: Rotors of rotating machines are often supported by hydrodynamic bearings. The 

unbalance, ground vibration, assembling inaccuracies, and eccentric position of the rotor 

journal in the bearing hole may arrive at collisions of the discs with the machine casing. This 

can be avoided by changing position of the rotor journal in the bearing hole by increasing 

stiffness of the oil film. This is offered by application of magnetically sensitive fluids. The 

control of stiffness of the rotor support elements by a magnetic field was examined by compu-

tational simulations. The results show that application of a magnetic field makes it possible to 

prevent impacts and maintain quite running of rotating machines in a certain velocity interval.  

Keywords: hydrodynamic bearings, magnetically sensitive lubricant, oil film stiffness control 

1. Introduction  

Rotors are often supported by hydrodynamic bearings. The design of a number of rotating ma-

chines requires very narrow gaps between the discs and the inner wall of the stationary part (e.g. 

propellers of pumps or fans to minimize leakage of media from the working space). The assembling 

inaccuracies, imbalance of rotating parts, and eccentric position of the rotor journal in the bearing 

hole may arrive at collisions between the discs and the rotor casing. Then the hydrodynamic bearings 

and impacts become the source of highly nonlinear vibration of the rotor and of increase of forces 

transmitted between the rotating and stationary parts. The change of the rotor journal position in the 

hydrodynamic bearings gives the possibility how to avoid these undesirable working conditions. This 

manipulation requires to change the bearing stiffness.  

A new approach to control stiffness of hydrodynamic bearings consists in using magnetically 

sensitive oils. Application of magnetorheological fluids is reported by Wang et al. [1]. The simulation 

results show that the magnetorheological fluids are applicable for suppressing vibration of rotor sys-

tems and for altering their critical speed. The proposal of the bearing and investigation of its response 

on the change of the current powering the electric coil that is the source of the magnetic flux is 

reported in [2]. This paper focuses on changing position of the rotor journal in the bearing gap by 

changing stiffness of the oil film utilizing action of a magnetic field on magnetically sensitive oil with 

the aim to prevent collisions between the rotor and its casing. 

2. Effect of the magnetically controllable bearing on collisions suppression  

The investigated rotor consists of a shaft and of one disc. At both its ends it is supported by 

magnetically controlled hydrodynamic bearings. The rotor rotates at constant angular speed, is loaded 
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by its weight and is excited by the disc imbalance. The disc is placed in the hole between two parallel 

vertical walls. 

In the computational model the hydrodynamic bearings are represented by force couplings. The 

pressure distribution in the oil layer is governed by the Reynolds equation, which has been signifi-

cantly modified to be applicable for lubricants exhibiting the yielding shear stress. The integration of 

the pressure profile gives components of the hydraulic forces. The Kirchhoff and Hopkinson laws 

were used to determine distribution of the magnetic field intensity in the bearing gap. The details are 

reported in [2].  

Fig. 1 shows the orbits of the disc centre for two angular speeds of the rotor rotation. If the oil is 

not affected by a magnetic field, the collisions between the disc and the stationary part take place. 

Application of the magnetic field shifts the orbits toward the bearing centre, which avoids the im-

pacts. The shape and size of the orbits depend on angular speed of the rotor rotation, application of 

the magnetic field, and on interaction between the disc and the stationary part.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The disc centre orbit (non-activated and activated bearing)  

3. Conclusions 

The results of the computational simulations show that (i) if the disc motion is not limited then the 

vibration bifurcates after exceeding the critical speed and a subharmonic component of large ampli-

tude occurs, (ii) if the disc motion is limited then after exceeding a critical speed the impacts start to 

take place but increasing angular speed of the rotor rotation does not lead to inducing the subharmon-

ic vibration, and (iii) application of the magnetic field prevents impacts in a certain velocity interval.  
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Abstract: A satellite with electrodynamic attitude control system is considered. The satellit e  

possesses an electrostatic charge and an intrinsic magnetic moment . The natural electrody-

namic coordinate system associated with the directions of geomagnetic induction vect o r  an d 

Lorentz force vector is introduced and considered as a rotating base coordinate system for sat-

ellite attitude stabilization. The problem of the angular stabilization of the satellite in the natu-

ral electrodynamic coordinate system is studied. Based on the method of Lyapunov functions, 

sufficient conditions for the asymptot ic stability of the direct equilibrium position of the satel-

lite in the base coordinate system are obtained in the presence of the disturbing effect  o f  t h e 

gravitational torque. These conditions make it  possible to ensure a rational choice of the p ar -

ametric control coefficients depending on the parameters of the satellite and its orbit. 

Keywords: satellite, electrodynamic attitude control, natural electromagnetic coordinate system, 

Lyapunov function, asymptotic stability 

1. Introduction  

An artificial Earth satellite with an electrostatic charge Q and an eigen magnetic moment  is co n sid-

ered. In the process of moving through the geomagnetic field with the relative velocity v , such a 

satellite experiences the influence of the Lorentz and magnetic torques [1]. These torques are  in  t h e 

basis of electrodynamic attitude control system [2]. To stabilize the angular position of the sat ellit e ,  

the orbital [3] and König [4] coordinate systems are usually used, which are convenient for pract ica l 

applications, but not related to the specifics of the forces and torques acting on a charged sat ellit e  in  

the Earth’s magnetic field. In this paper, we introduce into consideration a new - natural electrody-

namic coordinate system (NECS) associated with the directions typical for a charged satellite: geo-

magnetic induction B  and vector T v B=   associated with the Lorentz force LF QT= . Th e un it  

vectors along the axes of NECS are introduced as follows:  
 

 , , .
| || | | | | |

B T B T
w b t

B T B T


= = =  (1) 

 

Such a choice of the basic coordinate system implies that the magnetic control torque is always in 

plane orthogonal to vector b  and the Lorentz control torque is in plane orthogonal to vector t . T h is 

results in simplification of attitude control design.  
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2. Results and Discussion  

It  is shown that the NECS is convenient for the implementation of certain modes of scanning the 

Earth’s surface. The purpose of the paper is a rigorous analytical proof of the asymptotic stabilit y  o f  

the direct equilibrium position of the satellite in the NECS based on the analysis of nonlinear differen-

tial equations of motion [1,5]. The disturbing effect  of the gravitational torque acting upon th e sat el-

lite is taken into account . The corresponding compensating term is involved in control torque alo n g-

side with restoring and dissipative terms. The dissipative term is linear with respect to the relative 

angular velocity of the satellite [6,7]. With the use of the direct Lyapunov method [8] and t h e dev el-

opment of methods for constructing Lyapunov functions proposed by the authors, sufficient condi-

tions for the asymptotic stability of the satellite program motion are derived. These conditions make it  

possible to ensure a rational choice of variable coefficients of parametric control depending on the 

parameters of the satellite and its orbit. Moreover, the possibility of realizing a completely passive 

version of electrodynamic stabilization in the NECS for an isoinertial satellite has been pro v ed.  T h e 

results obtained in the paper, are confirmed by computer modelling.  
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Abstract: The problem of triaxial attitude stabilization of a satellite in the orbital frame is 

considered. The problem is raised about the possibility of implementing such a system of 

electrodynamic attitude control by the type of a PID controller, in which the  integral co m p o -

nent of the control torque contains a distributed delay . A theorem on the asymptotic stabilit y  

of the stabilized angular position of the satellite is proved. The theorem substantiates the pos-

sibility of constructing the indicated control system. The effectiveness of the designed att itude 

control with a distributed delay is confirmed by computer modelling. 

Keywords: satellite, electrodynamic attitude control, PID controller, distributed delay, asymptotic 

stability 

1. Introduction  

A satellite with an arbitrary triaxial ellipsoid of inertia in a circular equatorial orbit  is considered. Th e 

mode of direct equilibrium posit ion in the orbital coordinate system is considered as the program m ed 

mode of the satellite attitude motion. To stabilize the satellite in the programmed motion mode, an 

electrodynamic attitude control system is used, which generates the Lorentz and magnetic control 

torques [1]. These two control torques implement the restoring and damping components and also 
provide compensation [2] of the disturbing gravitational torque [3], that allow stabilizing the satellit e  

in the programmed motion mode.  

The novelty of the approach to solving the problem lies in the development of the concept of electr o -

dynamic attitude control by using the restoring torque with a distributed delay  [4]. The effectiv en ess 

of such type of a PID controller (see [5] and papers cited therein) is investigated. 

 

2. Results and Discussion  

A simple and easily verified sufficient conditions for the asymptotic stability of the programmed 

motion of the satellite has been obtained in a nonlinear fo rmulation with the use of the approach 

developed in [4, 6] to constructing Lyapunov functions [7]. The obtained conditions impose re-

strictions on the coefficients at the restoring [1] and dissipative [1, 8] components of co n t rol t o rque 

and the value of delay. The suggested approach to electrodynamic attitude control design is compared 

with those considered in the previous publications. It  was revealed that the distributed delay (int egral 

term)  

1) significantly improves the quality of control process and makes it  smoother; 

2) reduces the time of convergence to the program motion.  
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The first observation implies that the suggested modification of electrodynamic attitude co n t ro l  can  
be used to avoid undesirable satellite vibrations generated by attitude control  system. For this reaso n ,  

it  is suitable for stabilization large-scale space structures. Especially in the cases where dangerous 

resonance oscillations may occur due to nonlinearity of structure [9]. The second observation implies 

that the introduction of distributed delay (integral term) makes the electrodynamic attitude control 

system much more effective compared with earlier known variants.  

Thus, the development of the theory of electrodynamic attitude control is given for solving the pract i-

cally important problem of triaxial attitude stabilization of a satellite in the orbital frame.  Num er ical 

modelling confirms the conclusion proved in the theorem. 
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Abstract: Chest modelling approach to patients with pectus carinatum is presented. A me-

chanical model of flat rib under load is developed and a method for its parameters identifica-

tion is proposed. 

Keywords: biomechanical modeling, finite-dimensional model, parameter identification  

1. Introduction  

 Keeled chest or pectus carinatum is one of the most widespread chest malformations. There is a way 

to correct this deformity with a special orthosis. To adjust the orthosis, it is necessary to conduct an 

experiment, in which the patient is subjected to pressure on the chest in order to find out the pressure 

of correction (POC), that is, the pressure at which the chest is deformed to normal. However, this 

experiment can be problematic and undesirable for many reasons. Mathematical modeling of chest 

deformation under the influence of various loads is a very urgent task. This problem can be solved by 

finite element methods (FEM) [1, 2], or, for example, by constructing phenomenological models that 

allow describing the dynamics of the chest and assessing important characteristics of its state. In this 

paper, a finite-dimensional model of a rib based on processing of CT images is proposed, as well as a 

3D FEM model is built for calculation in the Ansys. Bone material is considered to be isotropic and 

linearly elastic. The coefficient of elasticity of the material is taken from the literature [3]. A tech-

nique for identifying the parameters of a finite-dimensional model is proposed. 

2. Materials and methods 

Due to the structural complexity of the rib cage, we limited ourselves to considering one rib 

under load. CT scans of a patient with pectus carinatum have been acquired and imported into various 

medical software. Then a 3D model of the 5th rib segmentation was created. Typical 3D file formats 

provided by medical software are STL, OBJ, PLY. However, Ansys does not work directly with 

faceted models such as the STL. We used the commercial medical software DICOM to PRINT (3D 

Systems, Inc.) to convert the facet model to the smoothed model. This approach allows us to save 

segmented regions in the IGES file format that can be utilized by Ansys. 

To build mechanical model of a rib we made an assumption that the rib is flat, i.e. there is a 

plane that contains the whole rib. Our mechanical model of the rib consists of five rigid rods connect-

ed by linear spiral springs (Fig.1b). Compliance in costovertebral joint is modeled by two linear cy-

lindrical springs that connects the head of the rib with fixed perpendicular planes (we assume that 

corresponding vertebra is fixed) so that at every moment elastic forces from these springs are directed 

along corresponding coordinate axes. There is also a linear spiral spring in the head of the rib that 
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hinder the motion of the rib in costovertebral joint around axis, normal to the plane containing the rib. 

In initial state all springs in the system are undeformed and A1 end of first rod coincide with origin O. 

Displacements x,y of the point A1 and angles  , 1,..,5i i  between corresponding rods and Ox axis 

were chosen as generalized coordinates. The force F with components Fx, Fy is applied to A6 end of 

the last rod in the system.  

 

Fig. 1. Undeformed state of the mechanical system. Segmented rib (a), finite-dimensional mechanical model (b) 

Lengths of the rods and initial angles between them were measured in open-source 3D Slicer soft-

ware. The equations of equilibrium for described system were obtained. Numerical solution of these 

equations, however, depends on values of coefficients of springs’ stiffness , , , 1,..,5x y ik k c i  . The 

identification of the coefficients was made with assumption of equality of small displacements of 

corresponding rods and displacements of non-fixed end of curved beam, which were obtained by 

Maxwell-Mohr method.  

3. Results  

Numerical modeling of rib deformation was carried out using the finite-dimensional model and the 

FEM model built in the Ansys software. The difference in the amount of movement of the end point 

and several reference points of the rib at a given load does not exceed 10%. 
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Control algorithm of a vibrating robot with a flywheel and unbalance 

with limited angular acceleration. 
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Abstract: When developing a robot for moving on the surface of small planets, in addition to 

low gravity, it is necessary to take into account the influence of an aggressive environment. 

The design of a vibrating robot, which is an isolated capsule, and moves due to the movement 

of internal masses and friction of various natures against the planet's surface, is considered. 

The robot is equipped with one unbalance and one flywheel. The unbalance angular accelera-

tion control algorithm is built on the assumption that the robot can lift off the surface and per-

form a translational motion. It is shown that if the limitation on the maximum value of the un-

balance acceleration is not considered for the selected algorithm, then the average speed of the 

body can also grow indefinitely. In this case, the standing time of the robot body is reduced, 

and its horizontal "flight" speed increases. An algorithm for controlling the robot is construct-

ed, taking into account the limits on the angular acceleration of the unbalance and the fly-

wheel. 

Keywords: vibration robot; dry friction; mathematical model; control algorithm. 

1. Introduction 

A vibrating robot (an inertioid) is considered [1]. The robot consists of the body 1, the balanced 

flywheel 2, and the unbalance (eccentric) 3 (Fig. 1). The plane-parallel motion of the body on a rough 

surface is considered. The flywheel is driven by the motor around point A. The unbalance is rotated 

by another motor around point B. The center of mass of the unbalance is located at point C. 

 

Fig. 1. Vibration robot with the balanced flywheel and the unbalance. 
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The relative position of the centers of the robot body, flywheel and unbalance is arbitrary. We as-

sume that the robot body is equipped with an accelerometer that measures the acceleration of its 

certain point, and the unbalance motor rotor is equipped with sensors for its angle of rotation and 

angular velocity, and the flywheel rotor is equipped with an angular velocity sensor. The angular 

accelerations of rotating structural links are used as control functions. 

2. Estimation of the value of the unbalance speed when implementing the control algo-

rithm 

An algorithm for controlling the motion of the robot body in the desired direction is proposed. 

When the algorithm is implemented, with each new revolution of the eccentric, the time of the stages 

during which the body moves increases. The maximum body speed at each such subsequent stage also 

increases.  

The proposed algorithm provides for sequential relay switching of the unbalance control angular 

acceleration  . In this case, on the phase plane, the representative point passes from the curve corre-

sponding to the phase of acceleration of the rotating parts and the rest of the robot body (dashed green 

curve) to another, corresponding to the phase of "flight" and displacement of the robot body (solid red 

curve) and back. Let us consider the sequence 
k of angle   of unbalance rotation, at which the k-th 

odd switching of the angular acceleration occurs. It is shown that if we do not consider the limitation 

on the maximum value of acceleration, then the speed of rotation of the unbalance at k  grows to 

infinity. 

 

Fig. 2. Switching points on the phase plane. 

 

3. Implementation of the new algorithm 

An algorithm for controlling the robot is constructed taking into account the limits on the angular 

accelerations of the unbalance and flywheel. The impact of these accelerations on the average speed 

of the robot body is estimated. 
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Sliding of tabouret with elastic legs on a rough surface under the action 

of a small lateral force 
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Abstract: The features of the behavior of a dynamically asymmetric body with two elastic 

supports on a plane with dry friction are discussed. A constant lateral force is applied to the 

body. The equations of motion are the dynamical system of variable structure. In a position of 

seemingly obvious vertical equilibrium, the equilibrium conditions are not met. A motion is 

described, during which one or both supports slide depending on the value of the coefficient 

of friction. The presence of elasticity in the supports leads to permanent sliding of the body 

even in the case of a relatively small lateral force. 

Keywords: elastic force, dry friction, dynamical system of variable structure. 

1. Introduction 

When modelling the braking of a vibrating robot on two supports on a rough plane, problems were 

found with the description of the friction force [1]. Similar problems were encountered in modelling 

other problems of mechanics [2, 3]. To regularize the description of the interaction of the body with 

the support, the compliance of the supports is introduced into the model. 

2. Description of the mechanical system behavior 

Let a heavy body ABCD ( 2AB a , 2AD b ) of mass m (Fig. 1) perform plane-parallel motion, 

resting on a horizontal rough plane with two elastic supports AA1 and BB1. When the supports are not 

stressed, their length 
1 1 0AA BB l  . The centre of mass G1 of the body is displaced from its centre G 

by a distance d along the straight line DC. The springs of the supports act on the body by forces 

1 1 0 1 2 2 0 2( ) , ( )el elF k l l hl F k l l hl        , where k is the stiffness coefficient, h is the damping 

coefficient of the springs.  

The following external forces act on the system: gravity P = mg (g  is the acceleration of gravity), 

normal 
1 2N ,N  and tangential 

fr1 fr2F ,F  reactions of the supports, which, in the case of sliding of the 

supporting legs, are related to each other by the Coulomb law:
11 1( )

Afr xF signum V N  , 

12 2 = ( )
Bfr xF signum V N , as well as the lateral force 

eF  applied at the center of mass G1. Note that 

both legs slide if 0  . 

As generalized coordinates, we choose the coordinates 
1 1
,G Gx y  of the center of mass G1 and the 

angle   between the vertical and the direction of the elastic supports. We study the possible types of 

system behavior. The dynamical system under consideration is the system of variable structure. In 
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general, when both legs slide, the mechanical system has 3 degrees of freedom. The equations of 

motion in the case of sliding of both legs can be represented as follows: 

1

1

1

1 2

1 2

1 1 2 2 1 2 0

+ 

(( )sin ( )cos ) ( ( )sin ( )cos ) ( )( )

G fr fr e

G

fr fr G

mx F F F

my mg N N

J N l b a d N l b a d F F l b y    

 

   

            

 

 

 

Fig. 1. The body on a rough plane. 

During periods of time when one of the supports does not slide, the system has two degrees of 

freedom. This is equivalent to constraining 
1Ax const  or 

1Bx const . In this case, the dynamical 

system consists of two equations, for example, for generalized coordinates
1
,Gy  . In this case, the 

second support stops only at those moments of time when the angular velocity turns to zero. 

A numerical study of the obtained dynamical system of variable structure for various values of the 

friction coefficient was carried out. 

3. Conclusion 

It is shown that even the simplest transient motion of the body from a certain state of rest to an equi-

librium position is accompanied by slipping of one or both supports, depending on the value of the 

friction coefficient. With friction equal to the applied lateral force, at which the body on rigid sup-

ports would not budge, the centre of mass of the system gains a nonzero velocity. 
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Wind powered plantigrade machine moving against a flow 
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Abstract: Dynamics of the Chebyshev plantigrade machine on a rough horizontal plane is 

studied. The machine has four legs each of which is represented by a so-called -mechanism. 

A wind turbine is installed on the machine. The turbine transmits energy of the upcoming 

wind flow into the energy of walking motion of the mechanism. The shaft of the wind turbine 

is connected with the crank of -mechanisms by a reduction gear. The system has no any oth-

er drive unit except the wind turbine. The machine aims to move against the wind flow using 

only the energy of the wind. Aerodynamics of the wind turbine is described using a quasi-

steady approach. The mathematical model of the mechanism is constructed in the form of 

second order dynamical system. Attracting periodic solutions of this system are described 

which correspond to regimes of self-sustained up-wind motion of the machine. Thus, the pos-

sibility of the wind powered walking motion in the up-wind direction is shown. 

Keywords: Chebyshev plantigrade machine, wind turbine, self-sustained motion, stability. 

1. Introduction 

The Chebyshev machine with four -mechanism-legs became the first plantigrade machine in the 

world. Now this machine and its modifications are widely used in design of walking robots [1, 2]. 

Theo Jansen invented a wind powered walking mechanism based on another kinematic scheme. It 

is also important for robotic applications [3, 4]. Jansen’s wind powered machine is intended for the 

down-wind motion; some modifications can move in the direction orthogonal to the wind. 

Here, we introduce a wind powered walking mechanism designed for the up-wind motion. It is the 

Chebyshev plantigrade machine supplemented with a wind turbine. Such modification is inspired by 

Jansen’s creations and by wind powered wheeled cars performing the up-wind motion, e.g. [5-7]. 

2. Description of the mechanical system and the main result 

A modification of the Chebyshev plantigrade machine is suggested. Its scheme is represented in 

Fig. 1. The device is located on a rough horizontal plane and is equipped with a wind turbine. The 

shaft of the turbine is connected with the crank of the machine by a reduction gear. The machine is 

located in a steady wind flow and can move along the wind. The up-wind motion is the desired one. 

It is supposed that all four shins of the mechanism always keep vertical orientation. Under this as-

sumption, the mechanical system has one degree of freedom. The angle   of rotation of the crank of 

-mechanisms is chosen as a generalized coordinate. Positive angular speed   of the crank corre-

sponds to up-wind motion of the machine. Vertical displacements of the body are neglected. Kinetic 

and potential energy of the system are described by the functions ( , )K    and ( )P   (which are too 

cumbersome to present here). Equations of motion of the system are derived using the Lagrange 

formalism: 
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Here ( )f    is the linear speed of the body of the machine, z is the tip speed ratio of the wind turbi-

ne, V is the wind speed,   is the air density, S and r are the characteristic area and radius of the 

turbine, n is the gear ratio, c is the coefficient of the drag force acting upon the body of the machine, 

( )TC z  and ( )DC z  are coefficient of aerodynamic torque and drag force acting upon the turbine (they 

are approximated using experimental data [8], see Fig. 1). 

 

Fig. 1. The scheme of the mechanism. Aerodynamic coefficients. 

It was shown numerically that for a wide range of parameters system has an attracting periodic so-

lution with positive   (reduction coefficient should be larger than a certain limit). Thus, the regime 

of up-wind walking exists. Parametrical analysis was performed to maximize the speed of the motion. 

The average speed of the up-wind motion can reach 20% of the wind speed. It is lower than that for a 

wind powered wheeled cars, but walking motion has advantages in certain areas in applications. 

3. Conclusion 

The wind powered walking mechanism is suggested that can move up-wind using only the energy of 

the wind. The average speed of the up-wind motion can be about 20% of the wind speed. 
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Underwater capsubot controlled by motion of a single internal flywheel 

SERGEY GOLOVANOV, LIUBOV KLIMINA1
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Abstract: An underwater capsubot with a single internal flywheel is studied. The robot per-

forms plane-parallel motion. Thus, the system has four degrees of freedom and one control 

input. The mathematical model is constructed in the form of 5-order dynamical system. For 

this purpose, quasi-steady model of interaction with the fluid is applied. This model allows 

not only effective parametrical analysis, but also revealing features of motion associated with 

presence of lateral component of hydrodynamic force. Control strategy is constructed; param-

eters of the control law are adjusted. It is shown that the lateral force provides possibility of 

irreversible motion of the centre of mass in the desired direction. So, it is promising to design 

underwater capsule robots and control algorithms for them basing on exploitation of lateral 

force. Results of modelling are verified by experiments with a prototype of the capsubot. 

Qualitative agreement between model and experiments is confirmed. 

Keywords: underwater robot, internal mass motion, quasi-steady model, underactuated system. 

1. Introduction 

Investigation of capsule water robots is one of the topical problems of the modern science. The de-

tailed review can be found in [1]. Among classical results in this field, there are such works as [2-4]. 

Among the most recent results, there are e.g. [1, 5-8]. The corresponding mathematical models in-

volve Kirchhoff equations, Navier-Stokes equations, added masses, vortexes and CFD simulation. 

However, there are only few examples where lateral force is intended for the propulsion e.g. [7, 8]. 

Plane-parallel motion is, in most cases, organized using two control inputs. Rear examples of 

plane-parallel motion with a single control input are given in [7, 8]. In [7], the robot has a shape of an 

airfoil and is controlled via an internal flywheel. Here, we study the scheme of the robot similar to 

[7], but the mathematical model is totally different, and the control law is essentially modified. 

2. Description of the mechanical system and the control law 

A rigid capsule with an inner flywheel can perform plane-parallel motion. The capsule has a shape of 

an airfoil (Fig. 1). A control torque is applied to a flywheel to organize a tacking-kind propulsion of 

the capsule. Hydrodynamic forces and torque acting on the capsule are described with a quasi-steady 

model using experimental data for NACA0015 airfoil. Added masses are taken into account. Equation 

of motion are derived in the form of dynamical system with the following variables: 
xv , 

yv  – com-

ponents of velocity of the centre of mass of the robot,  ,   –  angle and angular speed of the cap-

sule, w  – relative angular speed of the flywheel. 

In the desired motion, 
xv  should be always positive periodic function, 

yv ,  ,   and w  should 

be periodic functions with zero mean. 
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Two strategies of control were tested: 1) “mixed” control including parametric excitation and 

feedback: sin( )U a bt k c    , 2) purely feedback control: signum( )U a k c      . Here U 

is value of the control torque applied to the flywheel, a, k, c are positive parameters. The second 

approach to the control is inspired by problems of pumping of oscillations [9]. 

3. Main results 

Numerical integration of the system with varied parameters and initial conditions was performed. It 

was shown that the both control strategies bring the system to the desired regime. The second strategy 

(pure feedback) provides faster increasing of the speed 
xv  and seems to be more energy effective. 

Different stages of the desired periodic motion are qualitatively shown in Fig. 1: the velocity V of 

the centre of mass and lateral force L are shown qualitatively (drag force and torque are not depicted). 

 

Fig. 1. The role of lateral force in robot propulsion (qualitative scheme; drag force and torque are not shown) 

The essential conclusion obtained my means of a quasi-steady model is that the lateral force sup-

ports propulsion of the robot along the x axis. Moreover, the model allows parametrical analysis of 

the system. Parameters were adjusted numerically; and prototype of the capsubot was constructed and 

tested. Its motions qualitatively agree with the modelling. 

4. Conclusion 

The mathematical model of the capsule underwater robot with a single control input is developed in 

the form of dynamical system. Control laws were constructed that ensure transition of the system to 

the program motion. In this motion, robot performs irreversible propulsion in the desired direction. 

The crucial role in supporting of this motion belongs to the lateral hydrodynamic force. 
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Study on the Property of Microcellular Injection Molded HDPE/Wheat 

Straw Composites 
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Abstract: This study investigated the effect of wheat straw loading and wheat straw sizes on 

the property of the microcellular injection molded HDPE/wheat straw composites. Experi-

mental results showed that the tensile strength of foamed materials will be improved with the 

increase of wheat straw percentage and the decrease of wheat straw size.  

Keywords: Wheat straw, HDPE, composites, microcellular injection 

1. Introduction  

        In order to reduce the waste by human being, recycled materials are considered to save energy. 

Hence, wood plastic composites (WPC) reinforced polymer with natural fiber such as wood, wheat 

straw and sunflower stalk have become popular due to not only their environmentally friendly and 

renewable [1], but also there are superior to neat plastics in terms of material costs [2]. In this study, 

effects of wheat straw loading and wheat straw size on the properties of microcellular injection mold-

ed composites are studied. The experimental setup is as shown in Figure 1. Wheat straw loading is 

from 0, 5 , and 10 wt% and wheat straw sizes is from 40-60, 60-80, and >80 mesh.  

 

 

               Fig. 1.  The flow chart of microcellular injection molding process. 

2. Results and Discussion  

Figure 2a and 2b show the tensile strength comparisons of different wheat straw loading and straw 

sizes respectively. The increase of wheat straw content and the decrease of wheat straw size increases 

the tensile strength. The tensile strength of foamed parts with 0, 5, and 10 wt% wheat straw is 13.86, 

135



 

14.99, and 15.85 MPa, respectively. The tensile strength of foamed parts for the size of wheat straw 

40-60, 60-80, and >80 mesh is 13.86, 14.99, and 15.85 MPa, respectively. The tensile strength of 

foamed composites with 10 wt% wheat straw increases by 14.36% compared to that of neat PP. The 

tensile strength of foamed composites with >80 mesh wheat straw increases by 7.40% compared to 

that with 40-60 mesh wheat straw. As a wood fiber, wheat straw has high strength and rigidity, and 

the low content of wheat straw can be evenly dispersed in the matrix material grafted with maleic 

anhydride. 

 

   
Figure 2 Tensile strength of (a) different wheat straw contents and (b) different wheat straw sizes. 
 

3. Concluding Remarks  

In this study, foamed HDPE/wheat straw composites samples were prepared by foaming 

injection molding and the effects of wheat straw content and wheat straw size on the me-

chanical properties of the foamed HDPE/wheat straw composites were investigated. it was 

observed that the increase of wheat straw content and the decrease of wheat straw size re-

sults in an increase in tensile strength of foamed HDPE/wheat straw composites. 
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viscous friction 
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Abstract: The problem of the motion of a low-inertia ball between two horizontal uniformly 

rotating planes with linear viscous friction is considered. The center of mass of the ball coin-

cides with its geometric center, the central inertia tensor of the ball is spherical. Two cases of 

low inertia of the ball are investigated: in the first case the mass of the ball is constant and 

concentrated near its center, in the second case the mass of the ball is small. The dynamics of 

the ball on an arbitrary finite time interval in the limit as the central moment of inertia of the 

ball tends to zero is studied. In both cases the equations of motion of the ball have the form of 

the Tikhonov’s type equations with a small parameter in the left-hand side. In the first case it 

is shown that in the limit the center of mass of the ball moves as a material point located be-

tween horizontal rotating planes with linear viscous friction. In the second case the dynamics 

of the ball in the limit coincides with the dynamics of a homogeneous ball moving between 

two absolutely rough rotating planes. 

Keywords: low-inertia ball, viscous friction, small parameter, Tikhonov’s theorem. 

1. Introduction 

Non-ideality of hinges can significantly affects on dynamics of mechanical systems containing hing-

es. One of the reasons for the violation of the ideality of the hinge is the presence of small alien bod-

ies between the working surfaces of the hinge. The problem of the migration of such alien bodies with 

relative movements of the working surfaces of the hinge is interesting. In the simplest case the dy-

namics of a ball constrained by two parallel rotating planes with linear viscous friction is re-searched. 

The dynamics of a ball along a rotating plane with linear viscous friction was studied in [1]. 

2. Description of the mechanical system and main result 

Suppose a ball of mass m and radius a moves between two horizontal planes. Each plane rotates with 

the constant angular velocity of value i  around some fixed vertical axis. The force of linear viscous 

friction iii c uF   acts on the point of contact of the ball with the plane, where ci is the coefficient of 

viscous friction, iu  is the velocity of the contact point relative to the rotating plane ( 2,1i ). The 

distance between the axes of rotation of the planes is equal to 2l. The center of mass of the ball coin-

cides with its geometric center, the central inertia tensor of the ball is spherical, the principal central 

moment of inertia of the ball is equal to I. Let us research the motion of the ball as I tends to zero. 

Let us introduce a fixed coordinate system Oxyz so that Oxy is the plane of motion of the ball cen-

ter, Oz axis is vertical, Oy axis crosses the rotation axes of the planes and the point O is equidistant 

from these axes. The equations of motion of the ball have the form 
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Here r, v are the radius vector and the velocity of the center of mass of the ball, zzeωω  ||  is the 

angular velocity of the ball, ylel  , 21 cc  , 21 cc  , 2211  cc , 2211  cc . 

Let the mass of the ball be constant and concentrated near its center. Then 2mrI  , where 

ar   ( 10  ) is the radius of inertia of the ball relative to an arbitrary axis passing through 

the center of mass of the ball. In this case the third group of equations (1) has small parameter   in 

the left side. Using Tikhonov’s theorem [2] the statement is proved. 
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Equations (2) have the form of equations of motion of a material point located between two hori-

zontal uniformly rotating planes with linear viscous friction. 

Let the mass of the ball be small. Then 2mrI  , where Mm   ( 10  ), M is the charac-

teristic mass. The second and third groups of equations (1) have small parameter   in the left side. 

Statement 2. Let ),(),,(),,(  ttt ωvr  be the solution of equations (1) with initial conditions 

000 )0(,)0(,)0( ωωvvrr   on some finite time interval ],0[ Tt  for any ],0( 0 . Then as 

0  the function ),( tr  converges on the interval ],0[ Tt  to the solution )(* tr  of the equation 

])()(,[
2

1
2121 lre

r
 z

dt

d
 with the initial conditions 0)0(* rr   and the functions 

),(),,(  tt ωv  converge on the interval ],0( Tt  to the functions 

  zzz t
a

ttt eeωlrωlrev ),()()(*)(
2

1
)(*],)()(*)(,[

2

1
)(* 021212121  . 

In this case the motion of the ball in the limit coincides with the motion of a homogeneous ball lo-

cated between two absolutely rough rotating planes. 

3. Conclusion 

The dynamics of a ball moving between two rotating planes with linear viscous friction on some finite 

time interval in the limit as the central moment of inertia of the ball tends to zero has been researched. 
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Abstract: An autonomous dissipative system with one degree of freedom in the presence of a 

small parameter is considered. It is proved that for sufficiently small values of the parameter 

in such a system there is a unique limit cycle, it is stable, its period smoothly depends on the 

small parameter. We apply this theory to several certain systems. The problem of motion of a 

rigid body (tripod or monopod) freely rotating around a fixed vertical axis and leaning on a 

horizontal plane with isotropic or anisotropic linear viscous friction uniformly rotating around 

a fixed vertical axis is considered. If the distance between the axes of rotation of the support-

ing plane and the rigid body is small enough, then the rigid body asymptotically goes into the 

unique periodic mode of motion. For both models of friction the dependence of the period of 

the limit cycle on the small distance between the axes of rotation of the plane and the rigid 

body is explored analytically. An approximate formula connecting this period and the coeffi-

cients of friction in the isotropic and anisotropic cases is found. Numerical simulation of the 

researched systems is carried out and it is shown that the analytically found dependence for 

the period can be used to determine the parameters of the viscous friction models. 

Keywords: dissipative system, small parameter, stable limit cycle, viscous friction. 

1. Introduction 

An important problem in the research of systems with friction is to develop methods for determining 

the parameters of the friction model. The analysis of the special modes of motion of systems with 

friction can give information about the parameters of the friction model. Such an approach in combi-

nation with experimental methods is considered in [1]. We also note the paper [2], in this one the 

coefficients of dry and viscous friction in the pendulum joint are determined by its oscillation ampli-

tude. In this paper systems with viscous friction in which stable limit cycles occur are considered. The 

period of the limit cycle depends on the parameters of the system, in particular on the coefficients of 

viscous friction. Such systems are generalized to a wider class of autonomous systems with one de-

gree of freedom and a small parameter, where the function that defines the right-hand side of the 

equation has some restrictions. 

2. Description of the mechanical system and main result 

Let us consider a mechanical system with one degree of freedom, the equation of motion of which has 

the form 

0,0)0,,(),,,(

0,










 F
FF . (1) 
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Here ),,(  F  is a smooth (minimum class 4C ) function, periodic in the variable  ,   is small 

parameter, 0 . Using the Taylor series expansion of the function ),,(  F with respect to the 

variables   and   at the point 0,  , we write equation (1) in the form of the system 

 

),,())(,(,  zfzzhzz  . (2) 

 

Due to the periodicity in   the phase space of this system is a cylinder. The function ),,(  zf  is 

bounded in a certain band ],[]2,0[   ( 0 ) on the phase cylinder and for small  , and 

0),(  czh  in this band. In mechanical systems the term of the form zzh ),(  occurs in the 

presence of viscous friction. Using the Brauer's theorem [3] and the Dulac criterion [4, 5], the follow-

ing statement is proved. 

Statement. For sufficiently small   in the band ],[]2,0[   on the phase cylinder, where 

0 , system (2) has the unique limit cycle, moreover, it is stable and covers the cylinder. The 

period of this limit cycle is a smooth function of  . 

An example of a mechanical system whose equation of motion has the form (2) is a rigid body 

(tripod or monopod) that rotates freely around a fixed vertical axis and leans on a uniformly rotating 

around a fixed vertical axis horizontal plane with isotropic or anisotropic linear viscous friction. In the 

case of isotropic viscous friction the force vF c  acts on each support point of a rigid body, where 

c is the coefficient of viscous friction, v  is the speed of the support point relative to the rotating 

plane. In the case of anisotropic viscous friction the force )2()2(
2

)1()1(
1 eeF vcvc   acts on each 

support point, where 21,cc  are the coefficients of viscous friction, )2()1( , ee  are the unit orthogonal 

vectors that are fixed relative to the rigid body (the support point of the Chaplygin’s skate type) or 

relative to the rotating plane (there are “furrows” on the plane),  )2(
,

)2()1(
,

)1( , evev vv . For 

sufficiently small distance (small parameter) between the axes of rotation of the supporting plane and 

the rigid body the system has the unique limit cycle, and this cycle is stable. The dependence of the 

period of this limit cycle on the distance between the axes of rotation of the plane and the rigid body 

is sought in the form of a series with respect to small parameter. An approximate formula connecting 

this period and the coefficients of friction in the isotropic and anisotropic cases is found. Numerical 

simulation of the researched systems is carried out. It is shown that the analytically found dependence 

for the period can be used to determine the parameters of the viscous friction models. 

3. Conclusion 

The existence of the stable limit cycle for the systems with energy inflow and dissipation and small 

parameter has been proved. The possibility of determining the parameters of the viscous friction 

model on the dependence of period of the limit cycle on small parameter has been shown. 
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Abstract: Two-dimensional CFD models with paired counter-rotating Savonius rotors are 
applied to investigated how the power coefficient to be promoted. Results show that such con-
figuration can improve the power efficiency up to about 50% in average as the rotor spacing 
ratio is about 0.6. 

Keywords: Paired Savonius rotors, Computation Fluid Dynamics (CFD), Output power curve, spac-
ing of rotors 

1. Introduction 
Many of large size horizontal axis wind turbines (HAWTs) can obtain the power coefficient up 

to 0.5. But such kind of HAWTs are not able to be applied to community, factory, hospital, or remote 
residence. The other type wind turbines, vertical axis wind turbines (VAWTs), may be more suitable 
for the above regions since they have some advantages such as lower noise, lower maintenance cost.   

Some studies [1~4] had adopted methods with counter-rotating arrangement to promote the power 
coefficient of Darrieus wind turbines, one of VAWTs. In this study, a similar arrangement was ap-
plied to Savonius turbines, also one of VAWTs. We construct two-dimensional models of paired 
counter-rotating Savonius rotors with different spacing lengths. Each rotor is constructed with two 
semi-circle blades with height 200cm, diameter 50cm and blades overlap 7.5cm.The output power 
curve of paired rotors with different rotating speed are simulated using computational fluid dynamics 
(CFD) method for wind speeds with 15m/s, 11m/s and 7m/s.  

2. Results and Discussion 
Fig. 1 is the power coefficient (Cp) variation with tip speed ratio (TSR) for paired counter-

rotating Savonius rotors with wind speed 15m/s. The lowest line is the output of two stand-alone 
Sarvonius rotors for comparing. It shows that the TSP of maximum Cp increase to about 1.08 form 
0.95 and maximum Cp reaches to 0.31 form 0.21. To check how much enhancement of Cp under 
different wind speed, we compared the ratio of maximum power of paired rotors with two stand-alone 
rotors with different spacing length under different wind speeds. The result, shown as Fig. 2, indicates 
the enhancement effect almost independents on the wind speeds. All three curves also show the en-
hancement approach to a saturation value about 1.5. 

Cases for paired rotors with spacing ratio less than 0.5 may cause two-dimensional model results 
not inaccurate since the flow may turn to move along two top sides not be enforced to pass through 
the narrow channel. Further three-dimensional simulations or wind tunnel experiments are needed for 
such extreme cases study. 
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Fig. 1. The power coefficient (Cp) variation with tip speed ratio (TSR) for paired rotors with wind speed 15m/s. 

 
Fig. 2. The ratio of maximum power of paired rotors cpmpared with two stand-alone rotors with different spacing 
length under different wind speeds. 

3. Concluding Remarks 

Simulation results show that the smaller spacing of paired rotors and the more output 
power. It confirmed that the configuration of paired counter-rotating Savonius rotors can 
improve the power efficiency up to about 50% in average. It also shows that the optimized 
rotor spacing ratio (a ratio of the spacing to the rotor diameter) is about 0.6. 
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Abstract: The work focuses on the analysis of the suspension system control based on back-

stepping control method. The backstepping is type non-linear control method based on error 

control understood as the displacement of the body from the equilibrium position and stabil-

ity, according to the Lyapunov method especially the second law of Lyapunow theories. 

Model presents a half of the car's suspension with nonlinear spring and a damper with magne-

torheological fluid, by which modify the damping of the suspension - designed in Matlab - 

Simulink. The main problem is the consideration of the influence of the front axle of the vehi-

cle on the rear axle and the stabilization of the body displacement along with the rotation an-

gle in relation to the CG. In the context of these issues, backstepping control in the MIMO 

(Many Inputs Many Outputs) strict feedback form is used. Model was tested in various situa-

tions which should good describe effectiveness of this solution. 

Keywords: Backstepping, Many inputs many outputs, feedback control, Lyapunov's second 

method for stability 
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Abstract: Galloping oscillations of bluff bodies are considered as a prospective source of en-

ergy for small wind power generating devices. We consider an electromechanical system 

composed of a rectangular cylinder elastically connected with a magnet that can move in a 

linear electric generator. The cylinder performs galloping in flow, and the resulting motion of 

the magnet gives rise to electric current in the circuit. Periodic regimes arising in the system 

are studied depending on parameters. 

Keywords: oscillations, stability, galloping, wind power 

1. Introduction  

The imperative necessity to reduce the carbon emissions, in order to ensure sustainable development 

of the society requires active study of different ways of green energy generation. One of such ways, 

which seems quite applicable for small installations, is extraction of energy from flow induced oscil-

lations, such as fluttering, galloping, etc. Some analysis of dynamics and performance of a galloping-

based energy harvester is given in [1].  

Energy of oscillations can be converted into electric energy by means of different systems: piezo-

elements (which are widely studied in the context of aeroelastic systems, e.g., [2]) or linear generators 

(e.g., [3]). Here we discuss a 2 degrees of freedom galloping-based system coupled with a linear 

generator. 

2. Results and Discussion  

We consider an electromechanical system that comprises a magnet M1, a rectangular prism M2, 

and a linear generator G connected to electrical circuit (Fig. 1). The cylinder and the magnet are 

connected with a spring and can move translationally along a fixed horizontal axis. The system is 

placed in a steady horizontal airflow. We only take into account the aerodynamic forces acting upon 

the cylinder and use the quasi-steady approach to describe them. 

 

Fig. 1. Scheme of the system 
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In [4] it was shown that the elastically mounted cylinder (both circular and rectangular) elastically 

connected with a heavy mass (but without coupling to an electric circuit) performs galloping oscilla-

tions under certain conditions. In such situation, the magnet starts moving inside the generator, which 

induces electric current in the generator coil.  

Equations of motion of the system can be represented in the following form: 
 

 

1 1 1 1 1 1 2 1 2 2 1 2

2 2 2 2 1 2 2 1

( ) ( )

cos si) n( ( )

m

g

m y k y h y k y y h y y F

m y

E

Lk y y D

L I RI

y h y  

      

   





 

  (1) 

 

Here L, D are lift and drag forces, k1,2 and h1,2 are stiffness and damping coefficients of springs, E 

is the EMF (which is proportional to 1y ), Fm is the force acting upon the magnet from the coil 

assembly, Lg is the generator inductance, and R is the resistance in the generator circuit. 

Evidently, the system has a trivial equilibrium. Analysis of its stability shows that it is unstable if 

certain conditions on parameters are met. A systematic parametrical analysis of periodic oscillations 

arising in the system in such case is performed. Characteristics of periodic regimes existing in the 

system (including the generated power) under different conditions are analysed. Some conclusions 

about performance of the harvester are drawn. 

3. Concluding Remarks 

Dynamics of an electromechanical system with two degrees of freedom is considered. Self-sustained 

oscillations arising in this system due to the galloping effect are studied. The performed simulation 

shows that this system has a potential for use as a wind power harvester. 
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Abstract: The wave problem of propagation and deceleration of shock torsion perturbation in 

semi-infinite round elastic rod interacting with the medium is investigated using the model of 

viscoplastic friction with decreasing relation between shear stress and jump of velocity on the 

lateral surface. After linearization, an exact solution of the initial-boundary problem describ-

ing the effect of “negative viscosity” is obtained using the Laplace transforms. A wave pattern 

of perturbation including the prefront zone of rest, the area of motion and the domain of sta-

tionary residual stresses has been built. The three-dimensional diagrams for nonstationary 

fields of velocity and stresses have been constructed too.  

Keywords: elastic rod, torsion wave, viscoplastic friction, negative viscosity  
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Abstract: A deformation model of buried pipeline under complicated geotechnical conditions 

of soil slit fracture is developed. The classical theory of rods on an elastic foundation and the 

membrane theory of shells are used. The influence of the contingency of cyclic discontinuities 

of transversal displacement in damaged foundation on the stressed state and limit equilibrium 

of pressurized pipe has been studied in quasi-static and dynamic statement with analytical 

methods. It is assumed that the frequency of kinematic perturbation does not exceed the cutoff 

frequency of the system. 
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Abstract: The motion of a point mass in a vertical plane under the action of gravity forces, 
viscous friction, support reaction of the curve and the thrust is considered. The slope angle 
and the thrust are treated as control variables. The amount of the propellant is given. The aim 
is to maximize the horizontal coordinate of the particle. Time of the process is given. The in-
terrelated Brachistochrone problem is also considered. For the case of frictionless motion, it is 
shown that optimal thrust control is bang-bang-type, and trajectory consists of two arcs, start-

ing with maximum thrust, and ending with zero thrust. Optimal synthesis in the three dimen-
sional space “mass-velocity-slope angle” is designed. For the case of linear viscous friction 
the arc with singular thrust includes in the extremal trajectory. It is shown that optimal thrust 
program consists of either two arcs, maximum thrust at the beginning and zero thrust at the 
end, or three arcs: maximum thrust at the beginning, then intermediate (singular) thrust and 
zero thrust at the end. The control logic of the thrust is similar to the Goddard problem. The 
results of numerical simulation for the case of linear viscous friction illustrating the theoreti-
cal conclusions are presented.  

Keywords: singular arc, thrust control, brachistochrone problem, viscous friction 

1. Introduction  

The motion of a material point in a vertical plane in a homogeneous field of gravity and in a ho-
mogeneous, resisting medium is considered. The trajectory angle and thrust are considered as control 
variables. The goal of the control is to maximize the horizontal range for a given time. The amount of 
fuel is given. Along with the range maximization problem, we can consider a modified brachisto-
chrone problem formulated as follows: find a curve connecting two points in the vertical plane along 
which a material point in the field of gravity and nonconservative force moves from the initial to the 
final point in the shortest time.  

The classical theory of the calculus of variations and, later, the theory of optimal control were ap-

plied to the problem of maximizing the vertical altitude of a rocket with a given amount of fuel. Two 
special cases, namely, one with a linear dependence of the resistance on the velocity, and the other 
with a quadratic dependence on the velocity, were considered in [1]. In [2], the optimal flight in the 
vertical plane for an "intermediate" model of an aircraft was studied. The slope angle was taken as 
control variable. This model is suitable for studying the optimal motion of special types of aircraft, for 
which it is possible to change the lifting force without changing the drag force. For various modifica-
tions of the brachistochrone problem with viscous friction, the normal component of the reaction 
force of the curve also allows changing the angle of inclination of the trajectory without changing the 
resistance force [3]. The Results of numerical simulation for the case of an accelerating force propor-
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tional to the velocity were presented in [3]. The Brachistochrone problem in the presence of a con-

stant thrust force and a linear viscous friction force was studied in [4]. In [5], the problem of maxim-
izing the horizontal range with a penalty on fuel consumption was considered, while it was assumed 
that the change in the amount of fuel does not affect the dynamics of the point movement. 

In this paper, the problem of maximizing the range is considered taking into account the influence 
of the amount of fuel on the dynamics of the point mass. 

2. Problem Formulation 

Equations of motion are as follows: 
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where ,x y  are horizontal and vertical coordinates of the particle correspondingly, v  is the ve-

locity modulus, m  is mass of the particle, k  is a coefficient of the viscous friction, c is exhaust 

velocity of the gas flow, g  is gravitational acceleration,   is the slope angle, u  is mass change rate, 

  and u  are considered as control variables. Boundary conditions for the system (1) have the form: 

 

0 0 0 0(0) , (0) , (0) , (0) , ( ) .Tx x y y v v m m m T m      (2) 

 

T  is given process time. The goal function is  
 

,

( ) min
u

J x T


    (3) 

 

[0, ]u u , u is a positive constant. The problem (1) - (3) is Mayer optimal control problem. 
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Abstract: The article uses the example of the Zermelo navigation problem to illustrate a sim-

ple way to address state constraints of a certain type. The problem of planning time-minimum 

trajectory of an autonomous aircraft operating in a steady, homogeneous flow field is consid-

ered. The simple particle model of the aircraft is considered. The particle moves in a horizon-

tal plane with a constant modulus velocity relative to the flow of the medium. The angular ve-

locity of rotation of the particle velocity vector is considered as the control variable. The an-

gle between the velocity vector and the horizontal axis is subjected to a phase constraint. The 

structure of the dynamic system allows to reduce the optimal problem to the problem of a 

smaller dimension. In reduced problem the state constraints transform to the constraints on the 

control variables. For the reduced problem, the optimal synthesis is designed. Next, for the 

original problem, the sequence and the number of the arcs with motion along state constraints 

are determined. The control law in the initial problem is established.  

Keywords: Zermelo navigation problem, state constraints, optimal synthesis 

1. Introduction  

Solving optimal control problems in the presence of phase constraints is a complex task. The fact 

that no constructive methods have been developed to solve such problems makes each problem solved 

valuable. Significant progress can be made if the structure of the optimal trajectory, the number of 

arcs moving along the constraints, and their sequence are known. In this article, using Zermelo navi-

gation problem [1] as an example, we demonstrate an approach that allows us to construct an optimal 

synthesis for problems with phase constraints of a certain type. А fairly complete review of the solu-

tions of the Zermelo problem for various types of flows and the rigorous construction of optimal 

synthesis can be found, for example, in [2]. Of particular interest is the specified problem in the pre-

sence of state constraints on the coordinates. In this case, as a rule, the solution could be found using 

numerical simulation based on the method of penalty functions [3]. The problem is greatly simplified 

if the structure and sequence of extreme arcs are known. The path-planning problem therefore reduces 

to identifying the switching points at which straight and trochoidal path segments join to form a feasi-

ble path and choosing the true minimum-time solution from the resulting set of candidate extremals 

[4]. Zermelo problem with state constraints, imposed to the coordinates of the point, considered in 

[5]. 

This article describes a simple way to construct an optimal path in the presence of phase constra-

ints of a certain type. 
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2. Results and Discussion  

Equations of motion have a form: 
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(1) 

 

where ,x y  are horizontal and vertical coordinates of the particle, respectively, v  is the velocity of 

the particle relative to the medium,   is the heading angle, subjected to state constraints 

1 2( ) [ , ]t   , 1 2,  are constants, ( )w y  is the drift in the horizontal direction, depending on y , 

u  is a control variable, unbounded piecewise continuous function. 

Boundary conditions have a form: 

 

0 0(0) , (0) , (0) is free, ( ) Tx x y y y T y    (2) 

 

Final time T  of the process is given.  

The goal function is: 

 

( ) min
u

J x T    (3) 

The problem (1) - (4) is Mayer optimal control problem. 
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Abstract: The tiny aerobic equipment is a well-known exercise device. There are some pa-
rameters, such as the cycle count, calories consumption, biking distance, et al., displaying on 
the built-in LCD screen. In general, the rate of equipment utilization is low due to the tedious 
experience. This study induced a maze exergame in the exercise to enhance the motivation. 
The exergame was performed in the Android operation system and the maze rotation corre-
sponded to the motion of the tiny aerobic equipment. A Bluetooth module was integrated to 
transmit the exercise data, such as the rotation speed and the calories consumption. This study 
used three Hall sensors to detect the rotation direction and speed of the tiny aerobic equip-
ment. And the calories consumption would be estimated using an experimental model of 
power loss and it is proportional to the rotation speed and the covered area of magnet resistor. 
The gamification means were applied to this study not only to activate the motivation but also 
reveal the serious exercise state in entertainment. 

Keywords: Aerobic equipment, Bluetooth, Calories consumption, Magnet, Gamification.  

1. Introduction 
The tiny aerobic equipment looks like a small bike (Fig. 1). It is common in every long-term care 

center. Most users are the elderly. This kind of exercise device can work on the table and ground 
which is used to train the upper and lower limb respectively. But the exercise device is tedious so the 
rate of equipment utilization is usually low. 

The gamification applied the game logics and means to our serious activity [1]. To improve the te-
dious situation when using the tiny aerobic equipment this study developed a maze exergame which is 
performed in Android operation system. Through the Bluetooth module, Hall sensors, and an embed-
ded system we made an IoT-based equipment. All the exercise data, such as the rotation speed, is 
transmitted to the platform using Android operation system. Thus the maze rotation can correspond to 
the motion of the tiny aerobic equipment.  

The calories consumption is related to the power output of the equipment. The power is the func-
tion of the material characteristics (C), magnet field density (B), rotation speed (ω), and affected 
conductor area (A). According to Waloyo et al. [2] the torque of the tiny aerobic equipment can be 
represented as equation (1).  
 ωARCBfT 2),( ⋅=  (1) 
 

where R is the distance from the center of cycling plate to the affected conductor area. The torque 
T would be determined by the rotation speed after the calibration. And furtherly referring to Hill et al. 
[3], the calories consumption is four times of the power loss. 

2. Results and Discussion 
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This study set up the said sensors and modules in a commercial product (Fig. 1). Ant the exercise 
data was transmitted to the TV screen, pad, or smartphone by Bluetooth. The maze rotated with the 
information of the equipment motion. The serious activity was revealed in entertainment. 

 

 
Fig. 1. The tiny aerobic equipment combined the rotation sensor and an embedded module which transmitted the 

exercise data to a platform using Android operation system, such as the pad or smart phone. 

 

  
Fig. 2. The mage rotation corresponded to the motion of the tiny aerobic equipment, and the exercise state re-

vealed after playing.  

3. Concluding Remarks 
This study developed an IoT-based tiny aerobic equipment and associated exergame to improve 

the tedious experience. 
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Abstract: There are several applications of thin-walled spherical elastomeric membranes in 

civil and aerospace engineering, bioengineering and biology. Both geometrical and material 

nonlinearities play an important role in their static and dynamic behavior. Due to their high 

nonlinearity they present under pressure load multiplicity of stable solutions, which affect 

their dynamic integrity due to the competing basins of attraction. Also their response depends 

on the chosen constitutive law. Here the Ogden model is adopted, due to its generality, and 

the nonlinear equations of motion are obtained for a preloaded membrane. This work investi-

gates the dynamic integrity of a pressure loaded spherical membrane considering global 

(GIM) and local (LIM) integrity measures and the integrity factor (IF). For this, initial condi-

tions are sampled in the phase space based on the Monte Carlo method. The numerical results 

demonstrate the influence of competing solutions on the global dynamic behavior and safety 

of the structure. 

Keywords: spherical membrane, Ogden constitutive model, integrity measures, Monte Carlo method 

1. Introduction 

Thin-walled spherical elastomeric membranes can undergo large elastic deformations. However, 

the nonlinear behaviour under high static pressure or large amplitude vibrations depends on the hy-

perelastic material modelling [1]. Furthermore, multiple solutions can coexist, resulting in competing 

basins of attraction with varying topologies [1], which can be quantified by different integrity 

measures [2]. In this work, the numerical procedures proposed in [2] are used to estimate the global 

(GIM) and local (LIM) integrity measures and the integrity factor (IF) of a pressure loaded spherical 

membrane. 

2. Results and Discussion 

A closed homogeneous, isotropic, incompressible and hyperelastic spherical membrane with 

thickness assumed much smaller than the initial radius is considered. The deformed sphere can be 

described by the theory of membranes under finite deformations. Only the first vibration mode, con-

sisting of the membrane inflation and deflation (breathing mode), is addressed, allowing a complete 

static and dynamic description in terms of the radial stretch   [1]. The equation of motion is ex-

tremely dependent on the constitutive model. Considering an Ogden material, due to its generality, it 

takes the nondimensional form 
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where dots represent derivatives with respect to the nondimensional time  = t (41 /a2)1/2, 0 is the 

natural frequency, Qsta is the static preload,  and  are the forcing magnitude and frequency of the 

radial harmonic excitation,  and  are the linear and nonlinear damping coefficients. In addition, i 

and i are the material parameters of Ogden model with number of terms n. For details regarding the 

model formulation, refer to Silva et al. [1]. 

Rich dynamics can be displayed by eq. (1), depending on the parameters’ values, as pointed out in 

[1]. The pressure loaded membrane displays two potential wells. A typical bifurcation diagram as a 

function of the forcing magnitude  is shown in Fig. 1(a), displaying a stable branch that loses stabil-

ity through a saddle-node bifurcation, where a dynamic jump to a large amplitude solution can occur. 

Another saddle-node bifurcation gives rise to a competing solution branch. The integrity measures are 

reported in Figs. 1(b)-(d), estimated through Monte Carlo algorithms [2] with a total of 10000 initial 

conditions sampled uniformly. Three solutions are identified, corresponding to the low amplitude 

oscillations (blue) and large amplitude oscillations (red and orange). The same trait is observed for all 

measures, with the blue and red basins being progressively eroded. The orange solution only appears 

after the blue is completely eroded. The error bars of the algorithm are also reported. 
 

    
(a) (b) (c) (d) 

Fig. 1. Integrity analysis of the hyperelastic spherical membrane. Bifurcation diagram (a), GIM (b), LIM (c), IF(d). 

(n = 3, Ogden OSS2 model in [1], Qsta = 0.15 ,  = 2.1514, 0 = 2.1514 and  =  = 0.01)  

3. Concluding Remarks 

In this work the dynamic integrity of a hyperelastic spherical membrane is evaluated via a Monte 

Carlo approach. This methodology can evaluate with precision the dynamic integrity measures GIM, 

LIM and IF without the actual basin calculation. The integrity analysis shows that the occurrence of 

coexisting stable pre- and post-buckling solutions leads to competing basins of attraction. Clarifying 

their erosion process through the integrity measures enables the engineer to evaluate the system safety 

in a dynamic environment. 
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Abstract: Data-driven model reduction methods are widespread for linear dynamical systems, 
while available approaches for nonlinear systems tend to be sensitive to parameter changes 
and offer limited prediction potential outside the range of data used in their construction. With 
this contribution, we present an approach that extracts explicit nonlinear models from data 
capitalizing on the theory of spectral submanifolds. Without specific assumptions on the type 
of observables or the kind of measurements, our method identifies nonlinear models that un-
covers geometric nonlinearities and nonlinear damping in the observed dynamics. Our re-
duced-order models, which are trained on unforced trajectory data, also show great accuracy 
in predicting forced-responses of the nonlinear dynamical system. We validate our algorithm 
in several examples that feature synthetic or experimental data from structural vibrations or 
fluid dynamics. 

Keywords: nonlinear oscillations, normal forms, invariant manifolds, machine learning 

1. Introduction 
Date-driven modeling is often coupled with dimensionality reduction for generating computation-

ally efficient and possibly interpretable dynamical models. The most common approaches in the 
literature are Principal Orthogonal Decompositions (POD) followed by Galerkin projections [1] or 
Dynamic Mode Decomposition (DMD) [2]. While the former requires the knowledge of the full 
vector field generating the dynamics, the latter is purely data-driven. Yet DMD is only efficient when 
one uses advantageous observables and the system has a single steady state near which a linear ap-
proximation to the dynamics is feasible [3]. Machine learning approaches based on POD are also 
available [4] but tend to be sensitive and have limited potential for extrapolation and prediction.  

We present here an approach based on the theory on spectral submanifolds (or SSMs, for short) 
which are the unique, smoothest invariant manifolds that act as nonlinear continuations of the modal 
subspaces of the linearized system [5]. Reducing the dynamics to these SSMs enables us to extract 
reduced-order models from generic observables, addressing most of the issues we have mentioned for 
available methods. We illustrate this approach with a numerical example coming from structural 
dynamics, which shows how our model trained on transient data is capable of extracting information 
on the system and of predicting forced responses. 
 

2. Results and Discussion 
We consider a straight, clamped-clamped Von Kármán beam [6], shown in Fig. 1(a), made of alu-

minum and has length 1 [m] and thickness 1 [mm]. For the numerical simulations, we use a finite 
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element model with 16 elements (45 degrees of freedom). We observe trajectories of the beam mid-
point that are initialized on the static deflection occurring from loading the midpoint, cf. Fig. 1(a,b). 
The spectral gap among the linearized system eigenvalue is such that these trajectories rapidly con-
verge on the slowest two-dimensional SSM, on which they decay toward the equilibrium. We feed 
our algorithm with these scalar signals and seek learn this two-dimensional SSM. After embedding 
the trajectory in a suitable space, a manifold parametrization is identified, as well as the normal form 
model for the dynamics. This latter is set to be of O(7) and it has the form 

 

  (1) 

 

where c describes the nonlinear damping, while ω is instantaneous frequency of decaying oscillations. 
The variations of these amplitude-dependent properties are shown in Fig. 1(c,d). We have used one 
trajectory for training which our reduced-order model can reconstruct with less than 2% relative room 
mean squared error. Figure 1(e) shows that our model is also able to predict forced responses for 
several forcing values, when compared to the analytical results obtained from SSMtool [7] and to 
direct numerical integrations. The external forcing is applied on the FEM model at the midpoint, 
while the forcing amplitude for the reduced-order model is calibrated on the sweep having the lowest 
amplitude. 
 

 
Fig. 1. Plot (a) depicts the Von Kármán beam model, while (b) shows the trajectories of the midpoint. Damping 
and frequency as function of the amplitude are illustrated in plots (c,d), while plot (e) compares the forced re-

sponse curves (FRCs) for different forcing levels obtained with the data-driven model, analytical computations and 
numerical integration. 
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Abstract: A new algorithm for estimating the robustness of a dynamical system’s equilibrium 
is presented. Unlike standard approaches, the algorithm does not aim to identify the entire ba-
sin of attraction of the solution. Instead, it iteratively estimates the so-called local integrity 
measure, i.e., the radius of the largest hypersphere entirely included in the basin of attraction 
of a solution and centred in the solution. The procedure completely overlooks intermingled 
and fractal regions of the basin of attraction, enabling it to provide a meaningful engineering 
quantity quickly. The algorithm is tested on various mechanical systems. Despite some limita-
tions, it proved to be a viable alternative to more complex and computationally demanding 
methods, making it a potentially appealing tool for industrial applications. 

Keywords: basin of attraction, global stability, local integrity measure, system integrity 

1. Introduction 

Local stability is one of the most critical properties of a dynamical state. Engineers heavily exploit 
this concept. Nevertheless, scientists dealing with dynamical systems are aware that, despite its local 
stability, a system might diverge from its state if subject to a perturbation sufficient to make it cross 
the boundary of its basin of attraction (BOA). However, the computation of a system’s BOAs is 
computationally very demanding. A few methods for the identification of BOAs of dynamical sys-
tems exist [1]. Analytical methods are generally based on Lyapunov functions. However, they are not 
a feasible option for the majority of real applications. The cell mapping method is probably the most 
efficient numerical technique for BOA estimation [2]. Experimental methods are almost inexistent, 
except for a few exceptions [3]. 

The objective of this study is to develop an algorithm for the robustness assessment of equilibri-
um points. The procedure reduces the computational cost for global stability analysis by identifying 
the local integrity measure (LIM) [1] only, overlooking fractal and intermingled portions of the BOA, 
which are hard to identify and practically less relevant. 

2. Methodology 

The algorithm is based on a simple framework. Considering a predefined region of the phase 
space, initially, the maximal value of the LIM is calculated, being equal to the minimal distance be-
tween the equilibrium point of interest and the boundary of the region of the phase space considered. 
Then, a trajectory of the system in the phase space is computed. If the trajectory does not converge to 
the desired solution, the LIM is estimated as the minimal distance between the equilibrium point of 
interest and any point of the non-convergent trajectory. The new estimated value of the LIM (an 
overestimate of the real LIM value) defines a hypersphere in the phase space denominated hy-
persphere of convergence, limiting the region of interest. If a simulation converges to the desired 
solution, then the LIM is not reduced in that iteration. Initial conditions of each simulation are chosen 
as the farthest point from any other already tracked point within the hypersphere of convergence. 
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In order to automatically classify the computed trajectories, the phase space is divided into cells. A 
trajectory is classified as converging or non-converging to the desired solution by analyzing cells in 
which points of the trajectory lie. To reduce computational time, if a trajectory reaches a cell already 
tracked by a previous trajectory, the simulation is interrupted; all cells containing points of the trajec-
tory are classified according to the already tracked cell. 

3. Results and conclusions 

We implemented the algorithm on systems of various dimensions (up to dimension 8); this illus-
trated that the algorithm could rapidly and efficiently estimate the LIM value in all cases studied. In 
particular, the first few iterations already provided a relatively accurate estimate of the real LIM 
value. The majority of the subsequent simulations converged to the equilibrium of interest, except few 
ones, which improved the initial estimate of the LIM. Figure 1a represents the trend of the LIM esti-
mate for the case of a Duffing-van der Pol oscillator with an attached tuned mass damper. The black 
line in Fig. 1a follows the described path. Light blue lines represent the LIM trend for other repeti-
tions of the algorithm. All curves have a similar tendency. The system under study presents a stable 
equilibrium point (red cross in Fig. 1b) coexisting with a stable periodic solution (black line in Fig. 
1b) for the considered parameter values. We remark that, in Fig. 1b, tracked points are projected on a 
section of the phase space, which makes it appear that red dots are within the hypersphere of conver-
gence (green dashed line) while they are not. 

 

Fig. 1. (a) LIM estimated value; (b) projection of the points tracked during the computation; blue and red points: 
converging and non-converging points, respectively, dashed green line: section of the hypersphere of convergence. 

The obtained results suggest that the proposed algorithm is a viable option for the robustness as-
sessment of an equilibrium point. Future research developments should aim to make the algorithm 
utilizable for the robustness estimation of other kinds of solutions, such as periodic motions. 
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Abstract: The generalized cell mapping (GCM) method is an excellent numerical technique to 
reveal global structures hidden in dynamical responses of system, and the method has shown the 
powerful performance of global analysis in various model-based system which may be determin-
istic, stochastic or fuzzy. However, unaffordable memory requirement becomes a bottleneck for 
the cell mapping method when global analysis is carried out in a chosen domain of the state space 
with a specific computer in order to depict complex invariant sets with high resolution, and/or in 
high dimensions. In the work, a subdomain synthesis method with parallel computing based on 
clustered GPUs Architecture is thus developed to conquer the traditional ticklish problem encoun-
tered in global analysis. Several examples from low to high dimensions are illustrated to show the 
power of the proposed method. 

Keywords: global dynamics, cell mapping method, subdomain synthesis, clustered GPUs computing 

1. Introduction  
Recall that the idea of space discretization has been introduced to GCM method developed originally 

by Hsu in the 1980s to investigate the global structures of nonlinear dynamical systems such as attractors, 
boundaries of basin as well as manifolds [1]. The discretization divides a continuous state space RN into a 
set of small and countable hypercubes called cells. The probabilities of the system residing in the cells are 
described by a Markov chain in the cell space as 

                                                                 (1) 
where p(n) denotes the probabilistic vector describing the probability of each cell at nth step. p(n) 
indicates the probability vector of the response at n-step mappings. P is a constant matrix with tradi-
tional Nc × Nc size that represents the one-step transition probability of the system.  

It is known that the majority of executing time of the GCM is spent on the construction of the P 
matrix, which depends predominantly on the number of cells used to discretize on each dimension of 
the chosen domain in the state space and also on the dimensions of the dynamical system. For a high-
dimensional system, therefore, the computational and the storage burden is a great challenge to GCM. 
In the work, a subdomain synthesis method for cell mapping is proposed [2]. By this way, the chosen 
domain in the state space is divided into smaller subdomains with affordable memory requirements. 
Then, the cell mapping analysis can be independently carried out on each subdomain, taking advanta-
ge of GPUs architecture. The global structure of the system in the complete chosen domain can be 
finally identified and recovered from the dynamical information revealed in the subdomains. 

2. Results and Discussion 
One key technique in the proposed subdomain synthesis method is to solve the problem that the 

loss of invariant sets may occur when the traditional GCM is followed, if the invariant sets are split 

( ) ( 1)n n× = +P p p
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into piece due to the domain partition in the state space. Here, the cells in each subdomain is classi-
fied as the follows: An input cell denotes the cell whose preimage cells are outside the processed 
subdomain. An output cell is the cell whose image cells are outside the processed subdomain. An 
intersection cell is the cell both of whose pre-image and image cells are outside the processed subdo-
main, as shown in Fig. 1. 

In a processed subdomain Di, suppose that the mapping paths across the partition boundaries from 
an output cell will surely return back to the processed subdomain through each input cell in finite 
maps. Then if the output cell is reachable also from the input cell inside the processed subdomain, 
these reachable cells can be regarded as a self-cycling set, for instance, cells {2,5} for the processed 
subdomain D1 in Fig. 1. In this paper, the synthesis of these cells, namely {2,3,4,5}, is called as a 
virtual invariant set in the complete chosen domain. Obviously, the cell set may not be a real strongly 
connected component of the dynamical system, but contain all possible invariant sets split by the 
partition boundaries on the chosen domain in the state space. So it is a covering set of the real invari-
ant sets split by the state space partition. Thus, the global structure in the complete chosen domain can 
be identified and recovered from the virtual invariant sets after all dynamical information revealed in 
the subdomains are synthesized. 

 
Fig. 1. Schematic representation of subdomain synthesis method 

Three examples of application are presented in order to demonstrate the performances of the pro-
posed method. The first example with 2-dimensions is used to validate the basic idea of subdomain 
synthesis method, and the second one presents 3-dimensional system, devoting to illustrating ability 
of the method. In the third example, the subdomain synthesis method is applied to a challenging 
example that is a 12-dimensional rotor system. 

               
Fig. 2. Global analyses for three examples by the proposed subdomain synthesis method  

3. Concluding Remarks 
By the proposed method, the memory requirement is usually quite acceptable and much smaller 

than that of traditional way. The recovery of the global structure from the information of the subdo-
mains takes a relatively little computation. In this way, the proposed method makes it possible to 
investigate global properties of the high-dimensional and complex systems. 
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Abstract: The spring-loaded inverted pendulum (SLIP) is a widely used model of legged lo-
comotion. However, a complete map of the dimensionless parameter regions of stable peri-
odic solutions and the basin of attraction cannot be found in the literature. In this work, the 
minimum set of independent physical parameters was found using the Buckingham π theo-
rem. The three-dimensional space of two dimensionless physical parameters and the dimen-
sionless total mechanical energy of the conservative system was discovered by means of nu-
merical continuation. The fundament of the stability analysis of the piecewise-smooth system 
was provided by the numerical calculation of the fundamental solution matrices and the 
monodromy matrix. The energy conserving and non-energy conserving perturbations were 
addressed in the stability analysis. An effective iteration procedure based on the Nelder-Mead 
method is presented which tunes the model parameters in order to imitate the motion charac-
teristics of specific animals and locomotion types such as running, trotting and galloping. The 
results will be available online in the form of an interactive platform. 

Keywords: legged locomotion, spring-loaded inverted pendulum, dimensional analysis, numerical 
continuation, piecewise-smooth dynamical systems 

1. Introduction 

The SLIP model [1-4], which combines the flight (F) and the ground (G) phases, interprets the CoM 
trajectory of a real pedal system. The model consists of a mass m at dimensionless position ,  and a 
spring k with natural length r0. The physical parameters are the dimensionless stiffness = k r0/(mg) 
and the pre-touchdown leg angle . The mechanical energy is the third independent parameter. We 
aim to create a database of pre-computed isosurfaces of eigenvalues and basin of attraction. 

2. Results, Discussion and Conclusion 

Figure 1. shows the behaviour of the SLIP model, which is already intricate for a particular physi-
cal parameter set. It is even more challenging to obtain a global picture, such as the assessment of the 
stable region in Fig 2. Here, the curves represent ||=1 for the non-spurious eigenvalue. Isosurfaces 
defined by ||=c are also generated. Based on the continuation results, we develop an interactive 
online platform which helps researchers, teachers and students to understand the SLIP model and to 
choose parameters. The platform provides informative plots regarding the parameter zones, where the 
stable/unstable solutions exist. Surface interpolation techniques make the real-time rendering and 
therefore the travelling to different segments of the parameter space possible. 
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Fig. 1. Stable/unstable periodic solutions on different mechanical energy levels, event- and isoenergy surfaces in 

the relevant subspace of the state variables (left panel). Stable and unstable periodic solutions shown by blue solid 
and red dashed curves, respectively; basin of attraction and the gap region, where the Poincaré-return map is not 

defined, indicated by light blue and pale yellow shading, respectively (right panel). 

 
Fig. 2. Enveloping curves of the stable region in the three-dimensional parameter space (left panel). Boundary 

curves of the stable region for a variety of numerical values of  (right panel). 
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Abstract: Thermoelastic analysis of a shear deformable reduced model of laminated plates with 

von Kármán nonlinearities and cubic temperature along the thickness is presented. Parametric 

investigation of the response is accomplished by means of bifurcation diagrams, phase portraits 

and planar cross sections of the four-dimensional basins of attraction, in order to describe the 

local and global dynamical behavior of the model. Due to the thermomechanical coupling, the 

slow transient thermal dynamics is proved to be crucial in determining the steady mechanical 

response, which can be grasped only by proper developing an accurate global dynamics analysis 

in the multidimensional state space. 

Keywords: Composite plates, Reduced order models, Thermomechanical coupling, Local and global 

dynamics 

1. Introduction 

Thermomechanical coupling of materials and structures in a nonlinear dynamics environment repre-

sents a topic of great interest in fields like aerospace engineering, civil, and mechanical engineering, 

and in micro-electro-mechanics. To understand the basic, yet involved, effects of coupling on the finite 

amplitude vibrations of geometrically nonlinear structures, low-order models able to preserve the main 

features of the underlying continuum formulations turn out to be very important, as they get rid of the 

complicatedness generally occurring in the analysis and interpretation of nonlinear phenomena when 

using richer models [1,2]. Moreover, in the context of a global dynamics investigation, low-order mod-

els are crucial to perform the nonlinear analyses in a reduced state space, still with the possibility to 

obtain fundamental insight into thermal-structural interactions [3,4].  

2. Results and Discussion 

The thermomechanical plate model here used is derived within a unified modelling framework inte-

grating mechanical and thermal aspects which, starting from the three-dimensional physics problem, 

moves to the two-dimensional and zero-dimensional formulations, as presented in [1]. Assumptions of 

third-order shear deformability and consistent cubic temperature variation along the thickness are im-

posed, and, in the absence of internal resonance between the plate transverse modes, a single-mode 

Galerkin approximation is adopted for the transverse displacement and the two independent bending 

and membrane temperatures. The choice of a dome-shaped prescribed temperature on the upper and 

lower surfaces allows to obtain the following three coupled nonlinear ODEs in terms of the deflection 

of the plate centre W, the membrane temperature TR0, and the bending temperature TR1 (Tup and Tdown 

are the central values of the dome-shape temperature prescribed on the upper and lower external sur-

faces, respectively):  

167



 

W +a12W +a13W+a14W3+a15TR1+a16W TR0+a17cos(t)+a18 Tup+Tdown W+a19 Tup-Tdown =0

T R0+a22TR0+a23α1 Tup+Tdown +a24WW +a25e0=0

T R1+a32TR1+a33W +a34e1+a35α1 Tup-Tdown =0

 

 
Local and global nonlinear dynamics have been investigated through parametric analysis of the re-

sponse by means of bifurcation diagrams, phase portraits and planar cross sections of the four-dimen-

sional basins of attraction. The results highlight the non-trivial influence of the slow transient thermal 

dynamics on the steady outcome of the faster mechanical response, which can be unveiled only via a 

refined global analysis accomplished in the system actual multidimensional phase space. Indeed, local 

dynamics intrinsically neglects thermal transient, as continuation analyses are focused on the evolution 

of stationary responses. Conversely, global dynamics of the coupled system naturally considers both 

mechanical and thermal transient dynamics, thus representing the most suitable tool to comprehensively 

describe the response of the thermomechanical plate. When the thermal initial conditions are set to the 

relevant regime values, the basins of attraction of the coupled model display the same multistable re-

sponse of the local dynamics analysis, which thus represents only a partial scenario (i.e. a particular 

section) of the overall four-dimensional plate behaviour.  

 

 
  

(a)  (b)  
Fig. 1. At Tdown = 100 K: (a) Local dynamics: bifurcation diagram and phase portraits of plate multistable periodic 

solutions; (b) Global dynamics: 2D sections of basins of attraction for null and steady state thermal initial condi-
tions (Tup = 300 K). 

3. Concluding Remarks 

As a major result, the analyses have proved the ability of the coupled model to capture the actual be-

haviour of the physical system by correctly catching coupling effects, which turns out to be crucially 

important for all multiphysics systems, characterized by field variables evolving on different time 

scales. From a methodological viewpoint, this can be grasped only by complementing the local dynam-

ics analysis with a deep investigation of the global features of the multidimensional response. 
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Abstract:  

As demand is increasing on high speed railway lines, proficient and cost-effective design of 

these vital transportation infrastructures is well expected with ever augmenting traffic speed. 

The dynamic response of bridges with ballasted track is known to be very dependent on sev-

eral factors. These may influence largely the response of such composite structures under cir-

culating loads. The interaction occurring in the system is function of the bare bridge track 

modal properties. But, it is also influenced by the track superstructure including rails, sleepers 

and ballast. For simply supported (SS) bridges or viaducts which are generally susceptible of 

experiencing high vibration levels, one of the most demanding requirements for their design is 

the vertical accelerations and it constitutes one of the Serviceability Limit States for traffic 

safety prescribed by Eurocode (EC) [1]. Track-bridge interaction influences the dynamic be-

havior of the structures mentioned above, valuable research has been achieved in this field as 

indicated from recent literature [2-5]. One of the most successful approaches rendering the es-

sential of ballast-bridge interaction is based on modeling the bridge and the track as two-layer 

beams connected between them through springs and dampers representing the nonlinear fric-

tion behavior occurring at their interface.  Experimental evidence has enabled the merit of this 

approach.   

The aim of the work is to analyze the effect of the nonlinear behavior of the ballasted track on 

the train-bridge resonance of a simply supported single track railway bridge. The studied 

bridge traversed by moving trains is modeled by two layers beams connected between them 

through a nonlinear Kelvin-Voight viscoelastic foundation. This approach enabled to account in 

an efficient way of the ballast effect on the global bridge dynamics under all the high speed load models 

(HSLM). The obtained results have shown that the dynamics of the system is governed essentially by a 
Duffing like oscillator where a decreasing in the bridge frequency is observed.      

    

Keywords: Railway bridges, resonance, ballasted track, vertical acceleration. 
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Abstract: In this study the nonlinear vibrations of a fluid-filled circular cylindrical shell under 

seismic excitation is investigated. A PET thin shell with an aluminum top mass is harmonically 

excited from the base through an electrodynamic shaker in the neighborhood of the natural frequency 

of the first axisymmetric mode. The dilatant fluid is composed of a cornstarch-water mixture with 

60% cornstarch and 40% water of total weight. The preliminary results show a strong non-linear 

response due to the coupling between the fluid and structure and the shaker-structure interaction that 

leads to a very interesting dynamic response of the system. The specimen is a polymeric circular 

cylindrical shell: an aluminum cylindrical mass is glued on the shell top edge; conversely, the bottom 

edge of the shell is clamped to a shaking table. The following sensors have been adopted: three 

triaxial accelerometers placed on the top mass at 120°, a monoaxial accelerometer at the base of the 

shell, a laser vibrometer to measure the lateral velocity on the mid-height of the shell. The test article 

has been excited in the axial direction through a harmonic load, with a step-sweep controlled output, 

the voltage signal sent to the shaker amplifier is closed-loop controlled; to avoid interaction between 

the control system and the specimen under study, no controls have been used for controlling the 

shaker base motion. The harmonic forcing load consists of a stepped-sine sweep of frequency band 

100-500 Hz with a step of 2.5 Hz. All the tests have been performed with the shell full filled with 

quiescent fluid. The dynamic scenario is analyzed by means of time histories, spectra, phase portraits 

and Poincaré maps. The experiments show the onset of complex dynamics: subharmonic and 

quasiperiodic responses, Chaos. 

 

Keywords: FSI Fluid Structure Interaction, Nonlinear Dynamics, Shells, Chaos, Experimental 

 

1. Introduction 
The present paper is the first outcome of the Project InterFlu focused on Non-Newtonian fluids and 

interactions with vibrating structures. Here the goal is to analyze the dynamic scenario of a circular 

cylindrical shell in presence of interactions with fluids, the study is fully experimental. Our attention 

was focused on large amplitude of oscillations generated by an highly energetic seismic excitation, 

having a single tone spectral content, such excitations induces nonlinear vibrations on a fluid-filled 

cylindrical shell carrying a top mass (upper rigid closer cap), preliminary results of the bifurcation 

analysis are presented. 
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2. Results and Discussion 

In this section, a short overview of the preliminary results, obtained from the postprocessing of the 

experimental data, is shown. In addition to the main instability region around the first axisymmetric 

mode between 235Hz and 300Hz, the bifurcation diagram of the lateral velocity, figure 3a and 3c, 

shows a second interesting region between 366Hz and 442Hz, where a subharmonic response is pre-

dominant, see the spectrum of the lateral velocity in the upward 0.34V case at 400Hz in figure 3i, the 

branches of the diagram separate and rejoin several times, showing a strong dynamic instability with a 

period doubling behaviour. This remark is confirmed by the Poincaré maps of the vertical accelera-

tion of the top mass and the radial velocity of the shell: a 4T subharmonic (Figure 3a) move to chaotic 

states at 250Hz(Figure 3b) confirmed by the time history of the velocity (figure 3c) , and in the case 

of upwards at 0.34 Volt a period-doubling with amplitude modulation at 292.5 Hz: Poincaré maps 

(figure 3d) and spectrum of lateral velocity normalized respect to the forcing frequency at 292.5Hz 

(figure 3e)  and 400Hz (figure 3f)has been observed in the experimental analysis. 

(a)                            (b)                           (c)                                 (d) 

  
 

(e)                                                               (f) 
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Fig. 1. 4T subharmonic response (a) and chaotic motion: Poincaré maps(b) and time history (c), period-doubling 

with amplitude modulation: Poincaré maps (d) and spectrum of lateral velocity at 292.5Hz (e),400Hz (f) 
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Abstract: Significant growth in the adoption of electric cars and non-conventional energy 

sources in the electrical grid has led to an increase in the use of power electronic converters, in 

particular, the power inverter system which is responsible for regulating electrical energy to the 

user. However, in some cases its performance has been affected by a phenomenon known as 

bubbling, which consists on a significant distortion of the output waveforms by phase restricted 

high frequency oscillations. As a consequence, in this paper we propose to vary the frequency 

of the SPWM to control the bubbling phenomenon reported in the buck-inverter systems [1]-

[4]. Our proposed strategy was successfully applied to these inverters with a very relevant ad-

vantage, it does not require any physical or structural change to the system configuration, only 

an appropriate tuning of the ramp frequency signal. This process was performed by using a 

bifurcation perspective and detecting the frequency values for which the bubbling phenomenon 

and other nonlinear dynamics of the systems are suppressed. 

Keywords: power inverter, bipolar SPWM, bubbling phenomenon. 

1. Introduction 

Power inverters (DC/AC converter) controlled by different bipolar sinusoidal pulse width modulation 

(SPWM) strategies have shown high frequency and low amplitude oscillations embedded in the output 

sinusoidal signals, either in one part or in several parts of these waveforms, and also coexisting with 

different nonlinear dynamics [1].  This problem has been called bubbling phenomenon, and it increases 

the total harmonic distortion (TDH) in the output signals (output voltage 𝑉𝑜𝑢𝑡(𝑡)≔𝑉𝐶 and output current 

𝐼𝑜𝑢𝑡(𝑡)≔ current flowing through the load resistance) causing not only a significant distortion to their 

waveforms, but also a low quality electrical service to the user. Hence, in this paper we present a mod-

ification in the control scheme of the system, which consists on changing the switching frequency. This 

technique was proved in several full-bridge single phase buck-inverter systems with bipolar SPWM 

[1]-[4]; however, for the sake of brevity, here we only show the results applied to a particular buck-

inverter system, which was broadly analyzed in [1]. 

Fig. 1(a) shows a schematic diagram of the circuit used in this paper. 𝐿=0,1 H and 𝐶=1 𝜇F compose the 

𝐿𝐶 filter, 𝑅𝐿=100 Ω and 𝑅=10,6 Ω are the load and parasitic resistances, respectively. 𝐸0=8,6 V, 𝛽=1 is 

the sensor gain, 𝑉𝑟𝑒𝑓(𝑡)=5 cos(200𝜋𝑡) is the reference signal and 𝛼=16,59 is the gain of the proportional 

control. The bipolar ramp is given by 𝑉𝑟𝑎𝑚𝑝(𝑡)=10(𝑡 𝑇𝑟𝑎𝑚𝑝 −⁄ ⌊𝑡 𝑇𝑟𝑎𝑚𝑝⁄ ⌋ − 1 2⁄ ), with 𝑇𝑟𝑎𝑚𝑝 being the pe-

riod of the ramp, and ⌊𝑡 𝑇𝑟𝑎𝑚𝑝⁄ ⌋ defines the floor function. 𝑆/𝐻 is a zero order hold and it is synchronized 

with 𝑉𝑟𝑎𝑚𝑝(𝑡). Switches S1, S2, S3 and S4 are controlled by channels E and D. The dynamical system is 
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defined by the ordinary differential equations 𝑥̇=𝐴𝑥 ± 𝐵𝑢, where 𝑥=[𝑉𝐶 𝐼𝐿]𝑇 and 𝑢=1. A and B are given 

in Eq. (1). 𝑉𝐶 is the voltage across the capacitor and 𝐼𝐿 is the current flowing through the inductor. All 

parameter values as in [1].   

 𝐴 = [
−1/(𝐶𝑅𝐿) 1/𝐶

−1/𝐿 −𝑅/𝐿
]  ,   𝐵 =  [

1

𝐸0/𝐿
]  (1) 

2. Results and Discussion 

Previous analysis confirmed that the bubbling phenomenon is influenced by the switching frequency 

of the system; therefore, our proposed strategy to suppress the undesired bubbling phenomenon consists 

on changing the frequency of the ramp signal 𝒇𝒓𝒂𝒎𝒑. The results obtained by varying 𝒇𝒓𝒂𝒎𝒑 in the system 

are shown in Figs. 1(b) and 1(c). From 10 kHz onwards the bubbling phenomenon ceases, and 1T-

periodic orbits are obtained (black dots). For 𝑓𝑟𝑎𝑚𝑝<10 kHz, the bubbling phenomenon continues ap-

pearing and the TDH increases. Considering the 𝑓𝑟𝑎𝑚𝑝 values for which the bubbling does not appear, a 

frequency 𝑓𝑟𝑎𝑚𝑝=20 kHz is selected and the behavior of the output temporal signals is shown in Fig. 

1(c).  

 

 

 

 

 (b)   

 

 

 

 (a) (c)  

Fig. 1. (a) Single-phase full-bridge buck-inverter with bipolar SPWM. (b) Bifurcation diagram varying the frequency 

𝑓𝑟𝑎𝑚𝑝∈[5, 20] kHz. (c) Temporal output signals with 𝑓𝑟𝑎𝑚𝑝=20 kHz.  

3. Concluding Remark 

Our proposed strategy is able to efficiently and effectively find a frequency where nonlinear dynamics 

and bubbling phenomenon are eliminated for any power inverter system. Here, a very high frequency 

is not selected (𝑓𝑟𝑎𝑚𝑝=20 kHz, Fig. 1(c)), and with this, it is possible to obtain a stable, very well formed 

and without distortion output signals. Even more, for this particular case for 𝑓𝑟𝑎𝑚𝑝>10 kHz, the bubbling 

phenomenon is avoided. On the other hand, our results let us confirm that the bubbling phenomenon is 

influenced by the switching frequency of the inverter systems. 
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Abstract: Transfer resources from a community with abundant resources to one with high con-

sumption but with a clear and strict policy of responsibility in terms of exploitation has been 

modelled to understand if the dynamics can lead to sustainable development. A system will be 

said to be sustainable if well-being is a non-negative conservation law. A Filippov system is 

used to model the interaction between the communities, considering exploitation limits across 

two switching regions from the high-consumption community, so that the policy from only one 

of the communities leads to the protection of the resources in both communities. Interpreting 

well-being as resource tenure in the presence of the population, invariant sets were identified 

that demonstrate that this policy of responsibility can lead to sustainable development. Finally, 

if the resilience of the socioecological system is studied through a non-smooth bifurcation ana-

lysis, break a sustainability condition does not necessarily mean losing the sustainability. 

Keywords: renewable resources transfer, sustainability, Filippov system, non-smooth bifurcations 

1. Introduction 

The creation of wealth through the division of labour led the territories to specialized production that 

triggered the need for exchange, giving rise to the supply of the products obtained and the demand for 

those that the territory lacked. Within the framework of sustainable development, the exchange of re-

sources is of great interest because, for example, a unidirectional exploitation relationship puts the eco-

nomic situation of the nation supplying raw materials at risk, while the nation that demands them is 

enriched by granting them added value using science and technology, generating an asymmetry in de-

velopment that can translate into social instability for the two nations in the relationship. A landscape 

or territory is said to be sustainable if its definition of well-being is a non-negative conservation law 

(time symmetry) of the variables that define it [1], which is derived from an interpretation of sustainable 

development proposed in Our Common Future [2]. In this sense, the emergence of invariant sets in the 

dynamics of the behaviour of a socio-ecological system such as landscapes and territories show us that 

sustainability can have different geometries. The purpose of this article is to present the results obtained 

after modelling the unidirectional exchange between two communities that act under a policy of res-

ponsibility, which consists of a clear identification of decision limits regarding the exploitation of their 

resources through Filippov Systems. The differential system used is a model of the Brander & Taylor 

type [3], such as the one presented in Equation 1, where there is a conservation policy. 
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                           𝐿1̇ = 𝐶1𝜙1𝜖1 𝐿1𝑆1 − 𝜎1𝐿1  

                               𝑆1̇ = 𝜌1𝑆1(𝑆1/𝑇1 − 1)(1 − 𝑆1/𝐾1) − 𝜖1𝐿1𝑆1                     (1) 
                           𝐿2̇ = 𝜙2𝜖2𝐿2𝑆2 + (1 − 𝐶1)𝜙1𝜖1𝐿1𝑆1 − 𝜎2𝐿2  

                           𝑆2̇ = 𝜌2𝑆2(𝑆2/𝑇2 − 1)(1 − 𝑆2/𝐾2)  − 𝜖2𝐿2(𝑆2 − 𝑆1→2) 

 

where 𝐿𝑖 y 𝑆𝑖 are the population and the resources stock of the i-th community, 𝜙𝑖, 𝜖𝑖, 𝜎𝑖, 𝜌𝑖, 𝑇𝑖 and 𝐾𝑖 

are system parameters, 𝐶1 is a cooperation parameter from community 1 to community 2 and 𝑆1→2is 

the amount of protected resource. The decision limits are expressed through switching surfaces in the 

community that uses the resources of the other. For this work, two were used: the emergency region for 

the protection of own resources and the responsibility region for the protection of the resources of the 

contributing community. 

2. Results and Discussion 

Different paths of sustainable development were found, expressed through invariant sets with sliding, 

as shown in Figure 1, which indicates that responsible exploitation policies from one of the communi-

ties can lead to sustainable dynamics between the communities involved. Also is shown that, if the 

resilience of the socioecological system is studied through a non-smooth bifurcation analysis, break a 

sustainability condition does not necessarily mean losing the sustainability, but the system can express 

another sustainability geometry. 

 

(a)                                                                      (b) 

Fig. 1. Different paths of development involving two switching regions. (a) periodic orbit with double sliding, (b) 

convergence to a pseudo-equilibrium 

3. Concluding Remarks 

The effect of transferring resources from a community with abundant resources to one with high con-

sumption but with a clear and strict policy of responsibility concerning exploitation can lead to a sus-

tainable dynamic. The result is added to those obtained to affirm that the role of the consumer is pre-

ponderant for the generation of well-being, even over those communities with foreign policies but sub-

ject to the exchange policy. 
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Abstract: Human migration is a worldwide phenomenon. One of the multiple ways of tem-
poral or periodic migration is tourism. Even though tourism is a relatively new concept in 
human history, its consequences are noticeable, both on a local and global scale. In general, 
the introduction of tourism in one country, or community, has not been planned appropriately, 
or simply not planned at all. Overexploitation of natural resources and inadequate behaviors 
leads to a conflict between tourists and locals that makes the tourist economy not sustainable. 
The fall of tourism in 2019-2020 due to a pandemic episode has shown how dependent the 
economy could be on the tourism industry. In the new start, politicians, social actors, and 
stakeholders in general, need a tool that gives them the opportunity to plan actions and poli-
cies. The modeling of tourist flows could be the tool to face the issue, looking for the balance 
between natural and socioeconomic resources, the interests and rights of tourists and locals. 
This paper proposes and analyses a mathematical model of nonlinear differential equations, 
which allows studying the dynamic interaction between tourists and residents. We use analyt-
ical and numerical methods to solve the proposed Filippov piecewise-smooth system. Invari-
ance, equilibrium points, bifurcations, and switching surface have been studied. 

Keywords: tourism, migration, bifurcation, PWS systems, non-linearity. 

1. Introduction  

The Filippov system, which relates tourists (T) to residents (R) in a city, is given by the following 
piecewise smooth system. 
 

 
 
where a1 and a3 are natural growth factors, a2 and a4 are factors related to tourist actions and poli-
cies, k’s are asymptotic population limits, and h is the Heaviside function [1,2].  
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Fig. 1. State space for the Filippov system 

Dynamics are defined by different systems of differential equations in regions S1 and S2, being Σ the 
switching surface (Fig.1). On this surface, the set of crossing points are represented by a dashed 
curve. In the dashed curve, the projection of the dynamics in the normal surface direction of the two 
sub-systems are non-zero and have the same sign. The orbits of the Filippov system cross the surface, 
i.e. the orbit reaching a point x on the surface from Si, concatenates with the orbit entering Sj (j ≠ i) 
from x. The solid curve corresponds to sliding points. The projections of the dynamics on the solid 
part of the switching surface are non-zero and have different sign. In this case this set is a stable 
segment. Orbits reaching one of these points, from either region, slide on the surface. 

2. Results and Discussion 

2.1 Invariance. 
Invariance in the state space (R,T) has been analyzed. R and T axes are invariant, and the other lines 
which determine the rectangle are not crossed by the orbits. This allows us to ensure that for α2 > 0 
and α4 > 0 an orbit that begins at an interior point, remains in the rectangle determined by the coordi-
nated axes and the lines R = k - k1 and T = k1. 
 
2.2 Equilibrium points. 
In S1 we have found 3 unstable equilibrium points (named E1, E2 and E3) on the R axis. There are 
saddle and sources, but none of them corresponds to attractors, which would mean the extinction of 
the tourists or tourist and resident populations. In S2 we have found an equilibrium point E4 located 
on the T axis and the equilibrium points resulting from the possible intersection of two curves. The 
existence from one to five equilibrium points in S2 depends on the T0 value. The stability of the equi-
librium points has been analysed using MatLab. E4 is a stable point. This case would correspond to 
the disappearance of the residents and the total occupation of the city by the tourists. On the switching 
surface, sliding points and pseudo-equilibrium points [3] deserves special attention.  

3. Concluding Remarks 
The relationship between tourist and resident populations has been modeled using a piecewise smooth 
Filippov system. The equations, for a determined set of parameters, have been solved analytically and 
numerically (using MatLab). Invariance, equilibrium points, bifurcations, and switching surface have 
been studied. The obtained results can be associated with situations of stability decrease, increase, or 
disappearance of tourist and resident populations. 
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Abstract: We explain the mechanisms leading to the bubbling phenomenon, i.e., high-

frequency oscillations disrupting the waveform of slowly oscillating signals in a restricted 
phase interval. 

Keywords: Bubbling, Simmering, Power Converters, Inverters 

1. Introduction 
The term bubbling refers to a phenomenon manifesting itself as high-frequency oscillations that 

disrupt the waveform of a slowly oscillating signal in a restricted phase interval. Although this phe-

nomenon has been known for more than 20 years and observed (both numerically and experimentally) 

in all kinds of power electronic converters, no convincing explanation of the mechanism behind its 

occurrence has been found. It has been reported in many publications it occurs after a smooth bifurca-

tion, such as a pitchfork or Neimark-Sacker, and therefore, it has been widely assumed that bubbling 

is caused by these bifurcations, although the specific mechanism leading to the  onset of bubbling 

remained unknown. Recently, the onset of bubbling has been observed (both experimentally and nu-

merically, see Fig 1(a) and (b), respectively) in a power electronic inverter that does not exhibit any 

smooth bifurcations in the relevant parameter domain. 
The specific model considered in the presented work describes the behavior of the inverter system 

mentioned above and is given by a 1D non-autonomous piecewise smooth map (1) xk+1=f(xk,k) pre-

sented in [1]. The signals of the considered inverter correspond to m-cycles of map (1), where the  

ratio m=200 is the ratio between the fast switching frequency and the low reference frequency. 

(a)   (b)  

Fig. 1. Bubbling-affected orbits observed (a) experimentally, (b) numerically in discrete time. 
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2. Results 
The first significant result we obtained has been reported in [1]. We have shown that in both cases, 

(i.e., the onset of bubbling associated with smooth bifurcation, as previously reported, and without as 

recently discovered) the mechanism leading to bubbling is of a geometric rather than a topologic 

nature. In fact, we identified regions in the state space such that an orbit passing through these re-

gions (non-bubbling intervals) at all phases is not bubbling-affected. If at some phase the point xk 

leaves the non-bubbling interval, it exhibits bubbling at this phase. 
Furthermore, we discovered a novel phenomenon, called simmering, which represents a weaker 

form of phase-dependent distortion of the signal and manifests itself as bubbling of the first order 

forward differences (derivative with respect to discrete time). For this phenomenon, similar regions 

(non-simmering intervals) can be defined. Moreover, the procedure can be generalized for higher-

order derivatives, which leads to a sequence of the rank-i non-bubbling intervals in the state space 

associated with non-bubbling of the i-th derivative. Typically, at each phase, these intervals are nested 

into each other so that the onset of bubbling of the i-th derivative precedes – in the state space as well 

as in the parameter space – the onset of bubbling of the (i-1)-th derivative. This demonstrates that the 

onset of bubbling is a gradual process. For example, the onset of simmering precedes the onset of 

bubbling and can be used, from a practical point of view, as a kind of an early warning system. 
The presented geometric approach to bubbling does not explain the reason why an orbit may leave 

the non-bubbling intervals in a well-defined and clearly restricted phase interval. To understand the 

reason, note that the behavior of the function f(x,k) can be described by a set of m autonomous func-

tions fk(x) which – depending on the phase k – may be contractive or expanding. A general property of 

models for various power converters is that they may have a long phase interval associated with ex-

panding functions only, followed by a phase interval in which all functions are contractive. A small 

deviation at the beginning of the expanding phase interval gets amplified by expanding functions, 

causing the orbit to leave non-bubbling intervals of decreasing ranks. 
We have identified several reasons that cause this initial deviation. In the case that bubbling occurs 

after a smooth bifurcation, e.g. a pitchfork, the normal form of this bifurcation forces the “new” orbits 

appearing at the bifurcation to move quickly apart from the “old” orbit which existed before. As a 

consequence, the “old” (unstable) orbit remains not bubbling-affected, while the “new” solutions 

successively leave the non-bubbling intervals of decreasing ranks and start to exhibit bubbling. There-

fore, the onset of bubbling does not occur immediately at the bifurcation point, as previously as-

sumed, but very soon after. A similar effect may be caused by a persistence border collision, which 

does not change the stability or the periodicity of the cycles, but may lead to bubbling. 
The most unexpected phenomenon we discovered is noise-induced bubbling. In this case, the cy-

cles of map (1) are not bubbling-affected, while the signals observed in experiments exhibit well-

developed bubbling. Here, the deviation is caused by noise which is omnipresent in physical experi-

ments and gets strongly amplified by expanding functions. Moreover, in numerical simulations, this 

kind of bubbling occurs as well. Here, the deviation is caused by numerical noise, i.e. the limited 

precision of floating-point numbers. So, as a curious feature, both physical experiments and numerical 

simulations might exhibit bubbling while the ideal solution is not bubbling-affected.  In this way, map 

(1) can be used to predict whether bubbling occurs and at which part of the phase domain, but cannot 

predict at which parameter values unless a suitable noise model is added. 
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Abstract: In 1D piecewise-smooth maps with multiple borders, chaotic attractors may under-

go border collision bifurcations, leading to a sudden change in their structure. We describe 

two types of such border collision bifurcations and explain the mechanisms causing the 

changes in the geometrical structure of the attractors, in particular in the number of their 

bands (connected components).  

Keywords: piecewise smooth systems, 1D maps, chaotic attractors, border collision bifurcations 

1. Introduction 
Border collision bifurcations are well-known and represent the main distinguishing feature of 

piecewise smooth systems [1]. A border collision bifurcation occurs as, under parameter variation an 

invariant set collides with a border (switching manifold), causing the topological structure of the state 

space to change. A natural question is, which invariant sets can undergo a border collision bifurca-

tion? For historical reasons, most investigated are border collision bifurcations of fixed points and 

cycles. As for chaotic attractors, the possibility that they also may undergo a border collision bifurca-

tion has been overlooked for a long time. Indeed, in the most widely investigated class of piecewise 

smooth 1D maps, namely, in piecewise monotone maps with a single border, a chaotic attractor can-

not collide with the border, since if a map belonging to this class has a chaotic attractor, the point of 

discontinuity is necessarily located inside the attractor [2]. 
In 1D maps with multiple (at least two) borders, collisions of a chaotic attractor with the borders 

are possible and may lead to quite interesting bifurcation phenomena, as illustrated in Fig. 1. As one 

can see, the chaotic attractors are robust in the complete considered parameter range (in the sense of 

[3], i.e., not interrupted by periodic windows and not affected by coexistence). However, at certain 

parameter values the geometric structure of the attractor change, additional gaps or bands of the at-

tractors appear. The bifurcation of chaotic attractors known for maps with a single discontinuity (such 

as merging and expansion bifurcations) are not sufficient to explain the observed structure. 

2. Results 
In the present work, we investigate bifurcations of chaotic attractors in the piecewise linear map with 

two discontinuities, defined by 

 

(1) 

with aL=aM=aR=a>1. Note that the linearity of the branches of map (1) simplifies the calculations but 

does not restrict the generality of the analysis, so that the obtained results are applicable to any piece-

wise monotonous everywhere expanding map with two discontinuities. 
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Fig. 1. Bifurcation scenario in map (1)  showing exterior (μ1, μ4) and interior (μ2, μ3, μ5) border collision bifurca-

tions of chaoric attractors. Parameters:  a=1.25, μL=4.0, μM=4.0, 
 

So far, we have detected two novel types of bifurcations:  
 Exterior border collision bifurcation of a chaotic attractor: The bifurcation occurs as a chaotic 

attractor containing one discontinuity point collides with another discontinuity point. As a result of 

this bifurcation, a number of additional bands of the attractor appear. A distinguishing feature of 

this bifurcation is that the size of the additional bands shrinks to zero as the varied parameter ap-

proaches the bifurcation value. 
 Interior border collision bifurcation of a chaotic attractor: The bifurcation occurs as a critical 

point (an image of a discontinuity) located inside a chaotic attractor and possessing exactly two 

preimages inside the absorbing interval collides with another critical point and one of its preimag-

es disappears. As a result of this bifurcation, a number of additional gaps in the attractor appear. 

Here, the size of the additional gaps shrinks to zero as the varied parameter approaches the bifurca-

tion value. 
It is worth emphasizing that none of these bifurcations of chaotic attractors are associated with homo-

clinic bifurcations of repelling cycles. This is a striking difference between these bifurcations and 

other transformations of chaotic attractors, such as merging, expansion and final bifurcations previ-

ously reported [2]. 
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Abstract: We show how a complex bifurcation structure in a 2D parameter space of a piece-

wise linear discontinuous 2D map modeling the dynamics of a binary choice game using 

quantum logic can be explained by a few codimension-2 bifurcation points of a type not yet 

reported in the literature. 

Keywords: Border collision bifurcations, Codimension-2 bifurcations, Period adding, Quantum cog-

nition, Binary choices 

1. Introduction 
Since the influential work of Schelling [1], binary choice games with externalities have become cen-

tral within social dilemma literature. Previous literature has developed models with agents' behavior 

mainly based on classical probability. However, recent theoretical and empirical findings have shown 

how the recurrent contextual effects observed in the psychological literature are better predicted by 

quantum probability theory [2]. The dynamical population model proposed in [3] introduces quantum 

cognition in the Schelling model of binary choices (for instance, left and right) in a minority game. 

For the sake of simplicity, we assume the population is unitary and variable x is the proportion of 

population who choose right. In order to describe the effect of past choices, the revision protocol of 

the agents’ internal state is given by the context effect rule provided by quantum cognition theory. 

The phase space U = [0,1]2 is partitioned in four regions: 
UL = {(xt-1,xt)  U: xt-1 > ½, xt > ½}   Ur = {(xt-1,xt)  U: xt-1 > ½, xt < ½} 
Ul = {(xt-1,xt)  U: xt-1 < ½, xt  > ½}  UR = {(xt-1,xt)  U: xt-1 < ½, xt < ½} 

2. Results 
According to the quantum model, the population dynamics F : U → [0,1] considers both time periods: 

 
where: α∈ [0,π/2] defines the unit vector representing the initial decision makers’ beliefs about the 

two choices; β∈ [0,π/2] the vector representing the revised decision makers’ beliefs induced by the 

previous choice. In the following, values α,β=0 and α,β=π/2 are referred to as edges of the parameter 

space (although they represent rather symmetry axes than borders). As state variable xt-1 appears on 

the right hand side in the conditions associated with the functions fl, fr, fL, fR  only, the map can also be 

considered as a piecewise linear bi-valued map with a single border point x = 1/2. Functions fl, fr, fL, 

fR are contractive and increasing w.r.t. xt, by construction. 
The bifurcation structure in the (α,β) parameter space is illustrated in Fig. 1. It is symmetric w.r.t 

α=π/4 and affected by bistability for  β<π/4. In the middle of the structure there is a large region asso-
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ciated with a 2-cycle Olr and bounded by curves ξlr and ξrl where this cycle undergoes border collision 

bifurcations (BCBs). The intersection points P1 and P2 of these curves with edge β=π/2 represent two 

organizing centers (two codimension-2 bifurcation points) where two complete period adding struc-

tures originate from. 
A theory for codimension-2 BCBs in single-valued 1D maps was developed in [4]. In particular, it 

was shown that at a codimension-2 BCB point –where two different stable cycles collide with the 

discontinuity from opposite sides– the composite function (defined by the branches of the iterate 

functions for which the colliding cycles are fixed points) is continuous. Then, it was shown that if 

both involved functions are contractive and locally increasing, then a complete period adding struc-

ture issues from the corresponding codimension-2 BCB point. This theory cannot be directly applied 

to the points P1 and P2 , as the edge β=π/2 does not correspond to a BCB. At β=π/2 however, the map 

has infinitely many fixed points OL and OR  as fL, fR are identity functions. The case is similar to a 

degenerate+1 bifurcation, although not identical as the fixed points exist neither before nor after 

β=π/2. Nevertheless, some significant assumptions of the theorem mentioned above are satisfied: at 

P1 the composed function defined by branches fR and fr fl is continuous; both branches are increasing; 

at least branch fr fl is contractive. This suggests that, under the present setting, a theorem similar to 

the one in [4] can be proven: point P1 must be the origin of a period adding structure with, for exam-

ple, the regions of complexity level one being associated with cycles OR(lr)^k and OR^k(lr), in agreement 

with the numerical results. 
The same reasoning can be applied to explain the complex bifurcation structure in the lower part 

of the parameter space. Several regions issuing from P1 reach the left edge of the parameter space 

(α=0). Then, the codimension-2 points defined by the intersections of one of their boundaries with this 

edge (at which functions fl and fr are identity functions) are the origins of a further complete period 

adding structure. The regions issuing from these points overlap both pairwise and with the regions 

issuing from P1, leading to bistability (see Fig. 1(b)).  

a)   b)  

Fig. 1. a) Bifurcation structure in the (α,β) parameter plane. The rectangle in a) is shown magnified in b) where 
some regions of bistability are highlighted. 
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Abstract: This communication extends the concept of zip bifurcation introduced by Miklos 

Farkas in 1984 in a smooth dynamical system, describing the competition de two predator 

species for a single regenerating prey species, to a set of PieceWise-Smooth Continuous 

(PWSC) dynamical systems, that have a continuous set of equilibria, with a discontinuous 

Jacobian. It also shows a strategy for dynamics classification based on the eigenvalues, for the 

case which the local two-dimensional invariant manifolds of the system exist. Analysis on the 

dynamic and asymptotic behavior is obtained through the real and imaginary components of 

the eigenvalues, associated to the system linearity along its equilibria set. We choose a criterion 

of geometric classification of bifurcation that preserves information about the stability, 

topology of the invariant set and the geometry of node and focus on a neighborhood of the 

isolated hyperbolic equilibrium points. Based on the results obtained in the analysis we show 

that the zip bifurcation discovered by Farkas is part of a more complex phenomenon. It includes 

the combination of two geometrical bifurcations caused by simultaneous action of the real and 

imaginary components of the eigenvalues associated to the system linearity along its equilibria 

set. The complete bifurcation scenario includes 142 geometric zip bifurcations for the class of 

PWSC systems studied.  

Keywords: Hopf Bifurcation, Zip Bifurcation, k- and r-strategists, PWSC systems.  

1. Introduction 

In ecology, in studying population dynamics, it is important to know under which ecosystem conditions 

the coexistence of closely related species is possible or under what circumstances the principle of 

competitive exclusion acts (as Harden called it in 1940). The previous principle is also known as 

Gause's principle, in honor of the Russian biologist who observed it in 1932 in the separation of species 

in experimental crops. Hutchinson and Deevey state that the Gause hypothesis or principle of 

competitive exclusion is one of the most significant advances in theoretical ecology and one of the 

foundations of modern ecology. The principle of competitive exclusion is considered as one of the 

primary mechanisms for the process of natural selection and, therefore, the origin and evolution of 

species through both intraspecific and interspecific competition. 

Specifically, in this work, it is shown that the occurrence of Hopf and zip bifurcations can be extended 

to a class of Continuous PWS nonlinear systems, which have a continuous set of equilibria. Along the 

length of the continuous set, the Jacobian matrix of the system is discontinuous and satisfies the Butler-

Farkas conditions [1]. We present a strategy for the demonstration of the existence and classification of 

the so-called PWSC-Zip bifurcation. We base our approach on studying the dynamics of the 

eigenvalues of the linearization of both vector fields along the set of equilibria. The previous procedure 

187



 

is done for the case in which the PWSC system preserves each subsystem's local two-dimensional 

invariant manifolds that cross-intersect the equilibrium segment. When the commutations destroy the 

local two-dimensional invariant manifolds, it is shown that even the phenomenon of loss of 

attractiveness is preserved for the equilibrium segment. In this case, the stability of the interior points 

of the equilibrium segment cannot be determined by linearization. 

 

2. Results and Discussion 

Four numerical examples of PWSC models are built up using Mathematica software.  The models 

preserve the two-dimensional local invariant manifolds. Four more examples of PWSC models that 

maintain only the attractiveness of the equilibrium segment are also created. They represent natural and 

artificial models of algebraic exponential type and generalize the Gilpin logistic growth model for the 

prey reproduction rate and the Holling III and Rosenzweig type models for the functional response of 

the predator. The models were found to satisfy the necessary conditions proposed by Butler and Farkas 

in each of the subsystems of the PWSC system and the compatibility conditions. As a consequence of 

the above, the Hsu et al. model is generalized to PWSC systems in the case studied by Wilken [2] and 

Farkas [3], that is, for the three-dimensional case. 
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Abstract: The analysis of planar systems with a pseudo-equilibrium point of focus type with-
in its discontinuity line can be more easily done if the classical theory of normal forms is ex-
tended for such a case. This methodology allows to remove unessential terms in the expres-
sion of the vector field,  preserving every point of the discontinuity line and so possible peri-
odic orbits.  The approach will be illustrated by considering a rather general family of linear-
quadratic planar systems. 

Keywords: Discontinuous Systems, Pseudo-Focus, Normal Forms. 

1. Introduction  
We consider planar piecewise smooth systems with a straight line as the discontinuity manifold. 

Our main hypothesis is the existence of a pseudo-focus at the origin coming from the collision of an 
invisible tangency from each side. Our goal is to develop a methodology for the analysis of the dy-
namics in a neighbourhood of the pseudo-focus, characterizing its stability. In the non-hyperbolic 
cases, when the pseudo-focus behaves as a weak-focus, we look for the determination of its weakness 
order, which is associated to the maximum number of limit cycles that can be obtained by perturba-
tion.  

The followed approach is based in the obtention of a normal form by making successive near-
identity changes of variables and time reparameterizations that must preserve the points of the discon-
tinuity line. The achieved normal form is specially suitable for building the half-return maps, which 
are the main tools for the analysis.   

2. Results and Discussion  
Under our hypotheses, we can start from the system  
 

 
 

(1) 
 

 
 
where the dot represents derivatives with respect to the time variable and such derivatives for the 
second variable have been normalized in both sides. 
 

Our main result is as follows. 

ẋ = a±10x� y +
X

p+q>2

a±pqx
pyq

ẏ = ±1 + b±10x+ b±01y +
X

p+q>2

b±pqx
pyq

if ± x > 0,
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Theorem. For any natural number n, system (1) is, in a neighbourhood of the origin, topologically 
equivalent to a systems of the form  
 

 
 

(2) 
 
 

where the symbol ‘+’ applies for the right side and the symbol ‘-‘ does for the left side, and the final 
terms Gk are quasi-homogeneous polynomial vector fields of type (2,1) and degree k, in the terminol-
ogy of the theory of quasi-homogeneous vector fields. 
 

The coefficients of the even powers in the variable y are obtained in an algorithmic way in terms 
of the coefficients of system (1). Thanks to the above theorem, it is possible to compute in a straight-
forward way the coefficients of the half-return maps. We take advantage of the fact that such half-
return maps are analytical involutions at the origin. We apply such procedure to a rather general 
family of linear-quadratic systems emphasizing the maximum number of limit cycles than can bifur-
cate from the origin. 
 

3. Concluding Remarks  
Specific normal forms are proposed for non-smooth systems with a pseudo-focus point, looking 

for facilitating the computations of the half-return maps, getting also an easy characterization of the 
order for the pseudo-focus. As a corollary, the maximal number of bifurcating limit cycles from per-
turbations without introducing sliding sets is obtained.  

As a relevant application, we start the study of linear-quadratic systems with a pseudo-focus, 
which even not completely finished has already given rise to a rich variety of behaviors.  

Acknowledgment: Authors are partially supported by the Ministerio de Economía y Competitivid-
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The term `hidden dynamics’ describes behaviour associated with discontinuities in non-
smooth dynamical systems, behaviour this is only evident by careful study of the disconti-
nuity itself. First introduced in continuous time flows in 2013, hidden dynamics was only 
found in discrete time systems last year in [1]. Hidden periodic orbits have been shown to 
`fill the gaps’ in bifurcations and period adding cascades, so that rather than attractors in 
nonsmooth maps being able to appear and disappear or change period seemingly arbitrarily, 
as seemed to be the case until now, they in fact follow familiar bifurcations such as folds 
and flips well known from continuous systems.  

In a discrete time system, a hidden orbit is an infinitely unstable trajectory that involves at 
least one iterate lying on a point of discontinuity. Hidden orbits can form periodic or chaot-
ic structures much like regular orbits. Like standard unstable orbits, they help organise 
bifurcation structures and basins of attraction. By accounting for hidden orbits, maps with 
discontinuities can be shown to obey the rule that `period 3 implies chaos’ (or Sharkov-
skii’s theorem more generally) that until now appeared to require a map to be continuous.  

In fact, as we will show here, nonsmooth systems obey a surprising form of this result, 
namely that `period 2 implies chaos’. We will show the conditions under which this im-
plies, and by considering a nonsmooth map to be the singular limit of a continuous map, 
show how one interprets hidden orbits as unstable structures, and show that if we smooth 
out a discontinuity, a period 2 orbit perturbs to form orbits of period 3 (and hence all peri-
ods in accordance with Sharkovskii’s theorem).  

Finally, for the first time, we will show hidden orbits in applied models, taking a model of 
the homeostatic cycles between sleep-wake transitions, a model of growth and mitosis in 
yeast cells, and in a toy model of such processes as a 2-dimensional nonsmooth oscillator.  
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Abstract: The DC-DC Buck converter is a power converter system that converts high DC volt-

ages to low DC voltages and is widely used in several applications. However, different non-

smooth dynamics have been found especially in the ramp-controlled buck converter configura-

tion that lead to undesired behaviors, due to the non-smooth nature of the ramp signal. As a 

consequence, we propose to change the ramp signal by a sine waveform as a smooth alternative 

to the non-smoothness of the ramp waveform, and thus try to avoid the non-smooth behaviors 

of the buck converter system. Nevertheless, we found that non-smooth dynamics remain present 

in the system even by using a smooth sine waveform instead of a non-smooth ramp waveform. 

In fact, a new variety of non-smooth bifurcations were found. 

Keywords: buck converter, sine-control, ramp-control, non-smooth dynamics, bifurcations. 

1. Introduction 

DC-DC power converters have become a very relevant research area due to their applicability in a 

variety of electronic devices. Fig. 1(a) shows the Buck converter system under ramp- and sine-con-

trolled schemes, and its ordinary differential equations are defined as in [2]. A1 is an amplifier that has 

gain a, and Vref is the reference voltage; therefore, the control voltage is given by Vco(t)=a(Vc(t)-

Vref(t)). A2 is a comparator that generates the control action u, and in this case, in order to compare the 

sine-control with the ramp–control scheme, the buck converter is studied using a ramp and a sine wave-

form as T–periodic signals. Hence, u commutes between 1 or 0 when Vco(t) < Vs(t) (or Vramp(t)) or 

Vco(t) > Vs(t) (or Vramp(t)) respectively. Vs and Vramp are the periodic sine and ramp waveforms (T 

= 400 µs), respectively, and are defined as follows: 

      

2
( ) 1 sin ;

2
( ) ( )ramp LO U O

u LO
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V V t

T
v Vt V

t
V t V V
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   


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 


          (1)        

where VLO and Vu are respectively the lower and upper voltages of the ramp or sine waveforms. The 

component values used are: L=20mH, R=22Ω, C=47µF, Vref =12V, Vu=8.2V, VLO=3.8V, T=400µs, 

a=8.4. 

2. Results and Discussion 

As can be seen in Figs. 1(b)-(c), both smooth and non-smooth bifurcations appear in the ramp-con-

trolled system, as it has been investigated by other authors several years ago [1]-[3]. However, smooth 
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and non-smooth bifurcations also appear in the sine-controlled system under the same parameter vari-

ation (see Figs. 1(d)-(e)). Even though it was changed the non-smooth ramp signal by a smooth sine 

waveform, non-smooth bifurcations still remain. In fact, note from Fig. 1(e) that a cascade of border 

collision bifurcations appears, a phenomenon only seen in power inverter systems [4].  

  

    (a)       (b)          (c) 

  

      (d)            (e) 

Fig. 1. (a) PWM–controlled DC-DC Buck converter using a sine or a ramp waveform. Bifurcation diagrams of VC 
taking (b) Vin and (c) L as bifurcation parameters in the ramp-controlled system. Bifurcation diagrams of VC tak-

ing (d) Vin and (e) L as bifurcation parameters in the sine-controlled system. 

3. Concluding Remark 

By changing the T–periodic signal changes radically the system dynamics. Nevertheless, it does not 

matter if the T-periodic signal is smooth (sine waveform) or non-smooth (ramp-waveform), complex 

behaviors are still present and non-smooth bifurcations cannot be avoided. In fact, by using a T–periodic 

sine waveform a cascade of border collision bifurcations was obtained, a phenomenon only seen in 

power electronic inverters [4]. Even though the T-periodic signal is smooth, tangent bifurcations occurs 

[3] and non-smooth behaviors appear. This suggests that no matter which type of T–periodic signal is 

used, non–smooth bifurcations of border collision or tangent type always become evident. 
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Abstract: In this work we discuss a transformation of a smooth closed invariant curve associ-

ated with quasiperiodic dynamics into a piecewise smooth one, and its subsequent transitions 

to chaos. As an intermediate step, the latter transition involves a transformation of a closed 

invariant curve into a closed-invariant-curve-like chaotic attractor.  

Keywords: closed invariant curve, closed invariant curve-like chaotic attractor, piecewise-smooth 

maps, expansion bifurcation, border collision 

1. Introduction  
Many problems in engineering and applied science lead us to consider piecewise-smooth maps. 

Examples of such systems include power-electronic and pulse-modulated control systems mechanical 

systems with dry friction or impacts, as well as systems involving thresholds, constrains, and deci-

sion-making processes in economics and social sciences. In addition to the bifurcations occurring in 

smooth systems, piecewise smooth systems demonstrate several further bifurcation phenomena, as, 

e.g., border collision bifurcations. For historical reasons, most deeply studied are bifurcations involv-

ing fixed points and cycles, which the corresponding effects for other kinds of invariant sets are still 

far away from being understood completely. 
Closed invariant curves associated with quasiperiodic dynamics is a specific type of dynamic 

behavior characterized by two or more oscillatory modes with incommensurable frequencies. It is 

well-known that in smooth maps this type of dynamics appears via a Neimark–Sacker bifurcation, 

while in piecewise smooth maps it may also appear via a border collision bifurcation [1].  

2. Results  
In this work, we investigate a piecewise smooth 2D map introduces initially in [2] (see also [3])  

 
where 
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with       

 
and report two specific bifurcation scenarios [3]. Here ,  

  The parameters α and Γ are control parameters. 
In the first scenario, a smooth closed invariant curve associated with quasiperiodic dynamics ap-

pears via a Neimark–Sacker bifurcation and undergoes eventually a border-collision. As the dynamics 

on the closed invariant curve remains unchanged, this scenario can be seen as a kind of persistence 

border-collision for closed invariant curves. However, as a result of this transition the closed invariant 

curve becomes piecewise smooth, containing an infinite number of kink points given by the points at 

which the closed invariant curve intersects the switching manifold, and by the images of these points.  

   

Fig. 1. Homoclinic bifurcation leading to the expansion of a closed-invariant-curve-like chaotic attractor to a large 

amplitude chaotic attractor.  are the stable and unstable manifoldsof a saddle 4-cycle S4. 

In the second scenario, we consider a transition from an attracting closed invariant curve to a large 

amplitude chaotic attractor. This transition resembles an expansion bifurcation well-known for chaot-

ic attractors. However, for quasiperiodic attractors no similar bifurcations have been reported so far. 

In fact, it turns out that the transition takes place in two steps. As a first step, the closed invariant 

curve undergoes a homoclinic bifurcation and turns into a closed-invariant-curve-like chaotic attrac-

tor. Although the overall shape of this attractor very similar to the shape of the previously existing 

closed invariant curve (which can easily lead to misinterpretations), on a sufficient magnification 

level the fractal structure of the attractor is recognizable. Eventually, as a second step, the closed-

invariant-curve-like chaotic attractor collides with a chaotic repeller and undergoes an expansion 

bifurcation, leading to the appearance of a large amplitude chaotic attractor. 
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Abstract: A novel solution procedure is proposed for a class of high-order boundary value 
problems governing the dynamic response of beams equipped with vibration absorbers. Using 

the theory of generalized functions to model the reaction forces of the absorbers, the proce-
dure applies in frequency and time domains. In the frequency domain, the key novelty is the 
derivation of the exact dynamic Green’s functions under harmonic point loads. Further rele-
vant novelties are analytical expressions for the modal response under arbitrary loads, in fre-
quency and time domains. The procedure is general and provides elegant solutions for various 
engineering problems involving twisted beams, composite beams, coupled bending-torsion 
beams equipped with different types of absorbers. 

Keywords: high-order beam, vibration absorber, generalized functions 

1. Introduction 

Beam structures equipped with vibration absorbers are generally modelled as one-dimensional con-

tinua coupled with point attachments. Typically, this model requires the solution of boundary value 
problems where the order of the differential equations depends on the beam characteristics, while 
generalized functions, as Dirac’s deltas and/or its formal derivatives, model the reaction forces of the 
absorbers. In this work, we aim to propose a new and comprehensive mathematical framework 
providing exact solutions for high-order boundary value problems governing beams with vibration 
absorbers of relevant engineering interest.  

First, we devise a general procedure to construct the exact dynamic Green’s functions, which pro-
vide the beam frequency response to an arbitrarily placed harmonic point load. This result is based on 

deriving, in a concise analytical form, the solution of an arbitrary n-th order differential equation 
under Dirac’s deltas and its formal derivatives. The exact dynamic Green’s functions are the basis to 
obtain, by straightforward integration, the frequency response to arbitrarily placed harmonic distribut-
ed loads.  

Next, orthogonality conditions are derived for the beam modes, which lead to analytical expres-
sions of the modal response under arbitrary loads, in frequency and time domains. For this result, the 
key concepts are self-adjointness of the beam differential operators and derivation of frequency-
dependent stiffness terms expressing the reaction forces of the absorbers. In this context, modes and 
eigenvalues are derived from a dynamic-stiffness approach, built based on the exact dynamic Green’s 

functions.  
The proposed framework encompasses a wide variety of beams, as twisted beams [1], composite 

beams [2] and coupled bending-torsion beams [3], the equilibrium of which is governed by high-order 
differential equations of various order, depending on the beam characteristics. Moreover, the frame-
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work is appropriate for different types of absorbers, as mass-spring chains or inerter-based absorbers. 

Viscous damping within the absorbers may be also included.  

2. Results and Discussion 

We consider the coupled bending-torsion beam shown in Fig. 1, equipped with a tuned mass 
damper (TMD) at y=0.5L. The proposed framework can be used to calculate, e.g., the exact dynamic 

Green’s functions shown in Fig. 2, under a harmonic point load at y0=0.275L. H() and () are the 
bending deflection and the torsional rotation. The following parameters are considered: m=7.83 kgm-

1, I=0.055 kgm, GJ=2545 Nm2, EI=712194 Nm2, xa=0.051 m, L=3 m, M=20 kg, c=50 Nsm-1, k=106 

Nm-1. 
 

 

Fig. 1. Beam with V cross section equipped with a TMD and subjected to harmonic point load. 

The exact dynamic Green’s functions in Fig. 2 are obtained in analytical form, as solution of the 
sixth-order coupled bending-torsion differential equation of the beam acted upon by a Dirac’s delta 
representing the point load and a Dirac’s delta representing the reaction of the TMD. 

 

              

Fig. 2. Dynamic Green’s functions for the beam in Fig. 1 computed with and without TMD. 

3. Concluding Remarks 

We propose a novel solution procedure for high-order boundary value problems of relevant interest in 
mechanics, involving various types of beams with different types of absorbers. The procedure applies 
in frequency and time domains, under arbitrary loads.  
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1. Introduction  

Viscoelastic materials are commonly used for vibration mitigation. The viscoelastic behav-

iour is defined by the Creep test, providing the Creep function. Starting from Nutting exper-

iments (1921) [1] the creep function, C (t), is 

                                                / ( 1)C t Et


    ;  0 1                                                               (1) 

where C (β), β are found by best fitting procedure and  (·) is the Gamma function. By 

using the Boltzmann superposition principle for a power law creep function the fractional 

constitutive arise. Then, inserting a viscoelastic device into a structural system, a second 

order derivative, a fractional operator and elastic term appear. In this presentation the sto-

chastic analysis for a non-stationary white noise input is discussed in time domain by using 

Grünwald-Letnikov integration scheme. 

2. Results and Discussion 

For a viscoelastic device with a creep function as in eq. (1), the Boltzmann superposition 

principle gives 
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The last equality in eq. (2) is proportional to the Riemann Liouville fractional integral, 

0 tI


. The constitutive laws are, for quiescent system (t ≤0)   

                            0 0

1
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




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where 0

c

tD
 in eq. (4.b) is the Caputo’s fractional derivative. Then, for a structural system 

equipped with a viscoelastic device we may write: 
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where  is the (anomalous) dissipation factor, ω0 is the natural frequency, Ψ (t) is a deter-

ministic modulating function and W(t)is characterized by the correlation func-

tion        wR W t W t q        
, being q the strength of white noise. The operators of 

derivatives and integrals may be inverted to obtain 
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that, by using the Grünwald-Letnikov integration scheme [2] we get 

                                                         
n n n nA X B W                                                  (6)    

where Xn, Wn are n-vectors whose j-th component are X(tj) and W(tj)= 

   
1/2

/j jq t t N  , respectively. Moreover tj-tj-1= t; Nj are realizations of standard normal 

random variables with E [Ni Nj] = ij and  
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being A (β) a lower bound strip matrix [2] whose first column elements are given 

as A=1, A= , Aij =Aij-1 (1+j-2)/(j-1) from eq. (5) we get 
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                                                  (8) 

From this equation the entire correlation matrix of the response process is easily deter-

mined. 

3. Concluding Remarks 

The stochastic analysis of a structural system with fractional viscoelastic device is present-

ed. The forcing function is modelled as a non-stationary white noise. Integrating the eq. 

motion by the Grünwald-Letnikov integration scheme returns easily the time dependent 

statistics of response process at the discretized times t1,t2,…,tn. 
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Abstract:  

We present the design of an elastic carpet cloak capable of rerouting Love waves around a de-
fect. Love waves are horizontally polarized surface waves that propagate in a soft elastic me-
dium overlaying a stiffer substrate. Their governing equation has the form of the scalar Helm-
holtz equation. Building upon the invariance of the Helmholtz equation under an arbitrary co-

ordinate transformation, we utilize the principle of transformation elastodynamics to design a 
surface cloak for Love waves. We evaluate via numerical simulations the validity of our ap-
proach by cloaking a triangular-shaped defect that lies within the soft layer. We show that the 
designed cloak is capable to hide the surface defect by generating near zero scattered field.  

Keywords: Love Waves, Cloaking, Transformation Elastodynamics, Metamaterials. 

1. Introduction 

The prospect of rerouting the propagation of elastic waves around an object and isolate it from 
unwanted mechanical vibrations have fuelled the research interest towards the realization of 
elastic cloaking devices. In the past decades, several works proposed theoretical models and 
experimental realization of cloaking devices for bulk waves, flexural waves in plates or antiplane 

waves. Cloaking theory can be traced back to [1]. Surprisingly, applications of cloaking for elastic 
surface waves are scarce. In this work, we explore the possibility of cloaking surface waves of the 
Love type. 

2. Governing Equations 

We consider a homogeneous, isotropic elastic layer of thickness h1 and material properties (λ1, μ1, ρ1) 
coupled to a semi-infinite medium with properties (λ2, μ2, ρ2) where μi and λi are the Lamé coeffcients 
and ρi the mass densities. The layered medium presents a triangular defect that extends within the 
thickness of the upper layer (Fig.1a). We restrict our interest to shear polarized surface waves propa-
gating along the horizontal x-direction and polarized in the y-direction, known as Love waves. In the 
layer 1, the governing Helmholtz scalar equation reads: 

  (1) 
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where u2 is the elastic displacement along y and u2,tt denotes the second order derivative in time of 

u2. Referring to Fig. 1 we introduce a change of coordinates , to shrink the white re-

gion of the triangular defect between  and  into the region between the curves  

and  (blue region). Following the cloaking strategy in [2], we derive the governing equation in 
the transformed coordinate system, in a configuration similar to that in [3], as: 
 

 (2) 

where  and  are the transformed mechanical properties in the cloaked 

region (blue region in Fig 1a), and  is the Jacobian of the transformation. 

Results 

We model a triangular pinched cloak in a finite element environment using COMSOL Multiphysics. 
We performed time harmonic simulations and compared in Fig.1b the surface displacement field 
(z=0) for the (i) by-layer with no triangular defect (Reference), (ii) by-layer with the triangular defect 
without considering the elastodynamic transformation (Uncloaked), and (iii) the case of the cloaked 
defect (Cloacked). The results confirm that the out-of-plane displacement field of the cloaked defect 
configuration finely approximates the one of the pristine elastic media (i.e., no defect). 

 

                     (a)                                                                                              (b) 

Fig. 1. (a) Schematic of a Carpet-pinched cloak. (b) Reference, Uncloaked and Cloaked displacement field.  is 

the wavelength at frequency , normalized with respect to the cut-of frequency of the first Love mode. 

3. Concluding Remarks  

We provided a brief theoretical account on the cloaking of a surface defect for elastic Love waves. An 
extension of the present approach to the cloaking of soft and rigid inclusions could pave the way 
towards the realization of novel isolating devices for out-of-plane surface elastic waves. 
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Abstract: The use of lightweight materials with enhanced mechanical properties and improved quality 

of design due to the use of advanced computer methods have led to the trend of designing increasingly 

slim structures that are more prone to vibrations. To control these structures, the vibrations mitigation 

effect of well-known passive control systems such as Tuned Mass Dampers (TMDs) and Base Isolation 

Systems (BISs), can be enhanced by using a mass amplification device called inerter. In this study, the 

behavior of this device and its influence on the response of vibration-prone systems is investigated by 

analyzing different configurations in a civil engineering context, finding optimized parameters and 

assessing the performance of various suspension layouts with the inerter placed at different positions. 

Indeed, the position of the device can strongly influence the benefits brought in the structural control 

design. Therefore, a more critical analysis is proposed with respect to previous studies on the use of 

inerter-based devices for vibration control, with the aim of consistently investigating the exploitation 

of these innovative systems in practical applications.  

Keywords: inerter, passive structural control, vibration absorber 

1. Introduction 

To achieve the most effective structural control the fabrication of innovative devices capable of 

reducing and control both horizontal and vertical vibrations is one of the major challenge for researchers 

and designers in structural engineering. In this regard, inerters are comparatively recent additions to the 

arsenal of civil engineers and structural control. The inerter is a mechanical device, introduced for the 

first time by M. Smith [1], that acts as an apparent mass, called inertance, which can be orders of 

magnitude larger than its physical mass. In general, the device can be considered as a linear mechanical 

element in which the two terminals develop an internal force proportional to the relative acceleration 

of its terminals. Specifically, the mass amplification property can allow to enhance the performance of 

several mass-dependent devices. On this base, to control the acceleration level, several inerter-based 

suspension layouts can be employed with the inerter placed at different positions. In literature, various 

configurations have already been proposed. Nevertheless, some works present results could appear not 

adherent to the reality and not suitable for practical application [2]. 
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2. Results and Discussion  

With the aim of investigating the effectiveness of various suspension layouts comprising the inerter, 

a comparison between the response of a single-degree-of-freedom system (SDOF) coupled with a 

classical TMD and SDOF systems equipped with different inerter-based devices is shown in Figure 1. 

As can be seen, the lowest displacement response results from the layout G1, where the inerter is 

connected between the ground and the TMD mass. A slightly better result, compared to a traditional 

TMD, is obtained when the inerter is placed between the main mass and the auxiliary mass, which is 

arranged in series with a dashpot and in parallel with a spring (configuration K1). On the other hand, 

contrary to the conclusions in [2], the behavior of the proposed configuration, in which the inerter is 

simply attached between the main and the TMD mass, appears to be even worse than the configuration 

in which the device is not included (traditional TMD). It can be concluded that, although it is not a 

normal use for the inerter (in the original mechanical context the inerter has two independently movable 

terminals), the best performance is obtained in the case where one of the two terminal is grounded. This 

different behavior could be due to the presence of a negative inertance in the entries not on the diagonal 

in the mass matrix. These terms, in fact, are not present in the case of a grounded terminal. Thus, the 

resistance to acceleration can be considered as a mass element of a mass equal to the inertance itself.  

 

Fig. 1. Displacement response in frequency domain of different configurations 

3. Concluding Remarks  

This paper demonstrates with a more critical analysis the performance of inerter-based devices 

for vibration control emphasizing the importance of the inerter location in different suspension layouts. 

Numerical analysis indicates that to achieve the highest mass amplification effect one of the inerter 

terminals must be attached to a fixed point.  
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Abstract: The challenge in vibration based energy harvesting lies in scavenging the mechani-

cal energy from a vibrating system at a broad range of excitation frequencies. This study fo-

cuses on using a nonlinear energy sink to increase the harvesting efficiency in nonlinear oscil-

lators. The system consists of an oscillator with cubic nonlinearity, coupled with an essential-

ly nonlinear cubic oscillator, suitably tuned such that the flow of energy is unidirectional to-

wards the nonlinear attachment. This study investigates analytically, the mechanisms and 

conditions for unidirectional energy transfer and how the efficiency can be enhanced through 

proper tuning of the system parameters. 

Keywords: Nonlinear energy sink, nonlinear oscillators, targeted energy transfer. 

1. Introduction  

The idea of simultaneously mitigating vibration and harvesting energy is very effective for various 

application purposes. A classical vibration based energy-harvesting device consists of a harvesting 

component typically made of smart materials, attached to a primary oscillator (PO) and works effi-

ciently in a narrow band around the natural frequency of the PO. A large body of literature discussed 

how nonlinearities in the system can increase the operational bandwidth [1-2]. One class of such 

studies uses the concept of Nonlinear Energy Sink (NES), which is an essentially nonlinear oscillator, 

attached to a PO. The frequency energy dependency of the system due to its nonlinearity implies the 

possibility of the system attaining resonance condition at wide frequency bands and is exploited for 

energy transfer. Most of the energy of a linear PO gets transferred to the NES, in a passive, unidirec-

tional and irreversible manner [3] and is referred to as Targeted Energy Transfer (TET). This energy 

transfer occurs between the substructures of the system in a passive manner. Due to frequency-energy 

dependency of NES, TET starts when the instantaneous frequency of NES gets close to the natural 

frequency of PO, attaining resonating condition. This transferred energy, increases the instantaneous 

frequency of NES, leading to a mistuning with the frequency of PO. As a result, the transferred ener-

gy gets localized in NES, making this entire phenomenon unidirectional. In addition, the system 

damping ensures that the energy transfer is irreversible. 

Unlike existing studies where the PO is usually linear, in this study, the PO is assumed to be an oscil-

lator with cubic nonlinearity, to which NES is attached. The motivation for selecting such a system is 

to investigate vibration-based energy harvesting from physical systems, which are usually flexible 

and therefore involve nonlinear effects due to large deformations or fluid-structure interaction effects. 

To get insights into the physics of TET, an analytical approach is adopted. This involves adopting the 

method of complexification-averaging (CX-A) [4] for studying the system across multiple time scales 

such that the conditions of 1:1 resonance capture between the PO and NES can be derived. This ena-
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bles identifying the optimal TET regime. The system parameters are selected by adopting a tuning 

methodology [5], which emphasises the optimal TET condition. The modal response of the system at 

resonance condition are simulated using a harmonic balance based approach, followed by arc-length 

type continuation process. 

 

2. Results and Discussion  
 

The different TET regimes for the system comprising of a Duffing oscillator attached with a NES is 

shown in Fig. 1 with respect to the variation of the magnitude of the relative amplitude of the 

complexified-averaged system, |u(t)| and time. This is a measure of energy transfer as transferred 

energy is directly related to the relative motion of the substructures. It is observed that there exists 

three distinct regimes. The initial regime comprises of a segment where energy is transferred due to 

nonlinear beating phenomenon near S11+-the in-phase 1:1 resonating manifold. This is followed by 

an intermediate regime, govened by damping. Finally, there is a transition towards S11--the out-of-

phase 1:1 resonating manifold, where the energy is completely localized in the NES. More results on 

finding the dynamics at different  regimes will be presented in the work. 

 

 

Fig. 1. Different TET regimes on the slow modulation of relative amplitude of complexified-averaged system. 
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Abstract: In this paper, the use of a novel passive control device defined as Tuned Liquid 
Column Damper Inerter (TLCDI) is studied to mitigate the seismic response of fixed-base and 
structures. The TLCDI optimal parameters for pre-design purposes are obtained by means of a 
statistical linearization technique and an optimization procedure which considers the minimi-
zation of the structural displacement variance and a white noise process as base excitation. 
Closed-form expressions for the optima design parameters are determined under certain rea-
sonable approximations. The validity of the proposed approach is assessed considering also 
non-white excitation processes as base random input. Further, the performance of the TLCDI-
controlled structure is examined using a set of 44 real recorded seismic signals as external in-
put. 

Keywords: Tuned Liquid Column Damper, Inerter, Optimal design, Statistical Linearization Tech-
nique 

1. Introduction 
In the field of passive vibration control devices, the Tuned Mass Damper (TMD) and the Tuned Liq-
uid Column Damper (TLCD) are among the most widely systems used for reducing structural vibra-
tions. However, these devices may require large masses to be efficient.  Consequently, inerter-based 
devices have gained increasing interest as lightweight solutions [1]. On this basis, following the same 
logical flow which led to the development of the Tuned Mass Damper Inerter (TMDI) [2] as a more 
efficient strategy compared to the classical TMD, the Tuned Liquid Column Damper Inerter (TLCDI) 
[3] has been recently proposed as a promising passive control device which exploits the synergetic 
beneficial features of the inerter and the TLCD. TLCDs, being simple U-shape liquid tanks, show 
some convenient characteristics such as low cost, easy implementation, lack of required maintenance, 
no need to add mass to the structure using the liquid as water supply. Unlike the classical TLCD, the 
proposed TLCDI is supposed to be able to translate through a sliding support and it is connected to 
the structure by a linear spring and a damper and to the ground by an inerter. In this manner, the 
TLCDI dissipates the structural vibrations by means of a combined action which involves the vertical 
motion of the liquid and the horizontal motion of the container.  
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2. Results and Discussion 
The optimal design of the TLCDI plays a key role in achieving the best mitigation effect of the struc-
tural response. In this regard, in this paper, the TLCDI optimal design parameters are obtained for a 
classical single-degree-of-freedom (SDOF) fixed-base structure, as the one in Figure 1.  
Notably, since the governing equations of the TLCDI are nonlinear, as shown in Eq. (1), in general 
this process may be rather complex, requiring time consuming numerical optimization procedures. 
Thus, in this study, approximate optimal TLCDI parameters are evaluated, in closed form, by taking 
into account a statistical linearization technique and some simplifying hypothesis. 
 

 
Fig. 1. Analyzed system: fixed-base TLCDI-controlled SDOF structure 

 
 
 

 
(1) 

Specifically, an optimization procedure based on the minimization of the variance of the structural 
response is proposed. Notably, by assuming a white noise excitation and neglecting damping effects, 
pertinent analytical expressions for the optimal TLCDI parameters are provided and optimal design 
charts are presented as a ready-to-use practical design tool. In order to prove the accuracy of the 
proposed simplified technique, a comparison with the optimal values obtained through a more com-
putationally demanding numerical procedure on the original system has been performed. Results 
show a satisfactory agreement in terms of control performance between the proposed analytical ap-
proach and the numerical one. However, it is worth noting that the use of analytical expressions pro-
vided by the proposed straightforward procedure leads to a significant reduction in computational 
effort. Therefore, the aforementioned formulation can effectively be regarded as a reliable tool to be 
employed for the optimal design parameters estimation. In this manner, the control performance of 
TLCDI for fixed-base structures is discussed for both white noise excitation and also considering a set 
of 44 real earthquake records. Finally, numerical analyses indicate that coupling the inerter with a 
TLCD device significantly reduces the structural responses compared to the uncontrolled structure 
and to other traditional devices. 
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Abstract: This paper analyses the performance of tuned mass damper inerters (TMDI) for vi-
bration control of spar-type floating offshore wind turbine towers. The use of an inerter in 
parallel with the spring and damper of a tuned mass damper (TMD) is a relatively new con-
cept. The ideal inerter has a mass amplification effect on the classical TMD leading to greater 
vibration control capabilities. In this work we compare an “ideal” TMDI that assumes the use 
of a mechanical flywheel type inerter, with a “realist” fluid inerter. The fluid inerter is rather 
simple in design and it comes with very low maintenance. Numerical results demonstrate im-
pressive vibration control capabilities of inerter-based dampers under various stochastic wind-
wave loads. It has been shown that the fluid-inerter performs as well as the ideal mechanical 
inerter. The practical advantages of a fluid-inerter over the standard mechanical inerter makes 
it an exciting candidate for vibration control in offshore wind turbines. 

Keywords: Inerter, Tuned mass damper, stochastic wind-wave loads, wind turbine, floating 
offshore wind turbine. 

1. Introduction 
The future of wind energy lies offshore. The cost of offshore wind turbine foundations is about 45% 
of the wind turbine cost in shallow water depths [1]. The concept of floating offshore wind turbines 
(FOWTs) was proposed to address the cost issue as turbines are installed in increasingly deeper wa-
ters. FOWTs have been realised in recent years in offshore wind farms in Scotland (Hywind) and 
Portugal (WindFloat). FOWTs present additional challenges to traditional onshore or fixed base 
offshore turbines. FOWTs are very large flexible structures installed in very harsh environments. 
These structures are subjected to turbulent aerodynamic and hydrodynamic loads and are constantly 
rotating. Mitigating the structural vibrations of FOWTs is now a very active area of research since 
vibrations of the blades and towers of FOWTs will affect the power production [2] and will also 
affect the reliability of the structures [3]. There have been many different vibration control schemes 
proposed to reduce vibrations in offshore wind turbines. Passive control via tuned mass dampers has 
been proposed by researchers and is now standard in the industry for multi-megawatt offshore wind 
turbines. Some wind turbine vibration control studies have made use of recent developments in 
damper design due to the emergence of the so-called ‘inerter’. Inerter-based dampers can provide a 
mass amplification effect which increases the effective mass of the device, thus improving its vibra-
tion control performance. Inerter-based dampers have been considered for vibration control of float-
ing offshore wind turbines [4-5], however, all the inerter-based dampers investigated to date in the 
wind turbine literature have made use of “ideal” mechanical inerters, realised via gearing systems, 
rack and pinion assemblies, or other mechanical components. In this paper, we propose the use of a 
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tuned mass damper fluid-inerter (TMDFI) for vibration control of a spar-type floating offshore wind 
turbine towers. We compare an “ideal” TMDI that assumes the use of a mechanical flywheel type 
inerter, with a “realist” fluid inerter. 

2. Results and Discussion 
We have developed a high-fidelity multi-body dynamic model of the FOWT coupled with a TMDFI 
using Kane's method for numerical investigation in the paper – details to be provided in the full paper. 
Fig. 1. shows the damper details and a schematic for the installation inside the tower. 

      
Fig. 1. Schematic of FOWT with TMDFI details               Fig. 2. Load Case 1.1: Tower side-to-side displacement 

 

We have shown that the TMDFI has excellent vibration control performance across a wide envelope 
of met-ocean conditions and load cases. A typical time-history response is shown in Fig. 2, thr vibra-
tion control achieved is impressive. The TMDFI performance is as good as the “ideal” TMDI. This is 
particularly encouraging since the design and maintenance of a fluid inerter is simpler and cheaper 
than an “ideal” mechanical inerter. Details will be provided in the full paper. 

3. Concluding Remarks 
The TMDFI offers great potential in vibration mitigation for floating offshore wind turbine towers. 
This damper performs significantly better than a classical TMD and comparable to an “ideal” me-
chanical inerter. The extended version of this manuscript will include details on the modelling, design 
and optimization of the TMDFI. Greater details will also be provided on the environmental loading 
and the FOWT multi-body dynamic model. 
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Abstract: We investigate the effectiveness of tuned mass absorbers for vibration mitigation in 

bottom-fixed and floating offshore wind turbines. The starting point of our study is a classical 

single-degree-of-freedom tuned mass absorber located within the nacelle, targeting the first 

natural frequency of the system. For this case, fully coupled aero-hydro-servo-elastic simula-

tions, implemented in GH-BLADED [1], will be carried out under various wind-wave states, 

with the purpose of assessing fatigue behaviour of the support structure. In this context, two 

different support structures will be considered, a monopile and a tripod, including foundation 

flexibility. The next step of our study will target floating wind turbines. Innovative concepts 

of tuned mass absorbers will be proposed for this case, targeting one or multiple frequencies 

of the response. A preliminary assessment of the proposed concepts will be carried out on 

simplified numerical models of the system, retaining the essential aerodynamics of the rotor 

and hydrodynamics of the floating support. 

Keywords: offshore wind turbine, tuned mass absorber 
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Improving the noise insulation performance of vibro-acoustic  

metamaterial panels through multi-resonant design 
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Abstract: In the search for lightweight solutions with favourable noise and vibration attenua-

tion, locally resonant vibro-acoustic metamaterials have emerged as a promising candidate 

due to their stop band behaviour. When used in a sound transmission context, vibro-acoustic 

metamaterial panels allow to greatly improve the acoustic insulation in a targeted frequency 

range. However, their peak insulation is typically followed by a strong insulation dip, which 

hampers their broad applicability. In this work, this problem is addressed through the formerly 

only theoretical concept of dip reduction by optimizing a realizable metamaterial panel with 

multiple tuned resonators in order to reduce this insulation dip, while preserving peak perfor-

mance and maintaining similar total mass. The resulting multi-resonant metamaterial design is 

realized and its improved acoustic insulation performance is experimentally validated. 

Keywords: vibro-acoustic metamaterial, noise insulation, dip reduction, multi-resonant design  

1. Introduction 

Vibro-acoustic metamaterials have shown potential to create targeted frequency ranges of high vibra-

tion and noise reduction due to their stop band behaviour, which arises from adding or embedding 

identically tuned resonant structures on or in a flexible host structure on a sub-wavelength scale [1,2]. 

A high sound transmission loss (STL) peak can be achieved with vibro-acoustic metamaterial panels 

around their bending wave stop band frequency range, but it is typically followed by an undesirable, 

strong STL dip. Although damping in the resonators can improve the STL dip, it also reduces the STL 

peak performance [3]. A theoretical dip reduction method was recently proposed [4]: using a lumped 

parameter STL model of a metamaterial partition, incorporating mass-spring systems and the acoustic 

mass-law, the potential was shown of tuning multiple additional highly damped resonators to the STL 

dip frequency range in order to suppress the STL dip, while preserving the STL peak. However, only 

ideal mass-spring resonators were considered, the tuning was performed manually and involved im-

practically high damping values, and no validation on a realized metamaterial panel was performed. 

2. Methodology 

To bring dip reduction to reality, in this work, a lumped parameter model is first embedded in an STL 

optimization routine to tune multiple resonances with realizable damping values. By redistributing the 

main resonator mass over the additional resonators, the total added mass is maintained. The optimized 

resonator parameters which minimize the peak difference between STL dip and STL of the bare host 

panel are next translated to realizable resonators using finite element model-based design optimiza-

tion [5]. The resulting design is realized and validated using acoustic insertion loss measurements [3]. 
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3. Results and Discussion 

A conventional metamaterial is considered, composed of a 4 mm thick PMMA (Young’s modulus 

E=4.85 GPa, density ρ=1188 kg/m3, Poisson ratio ν=0.31, structural damping η= 0.05) host panel with 

resonators tuned to 600 Hz, with η=0.05 and adding 50% mass, added with 6x6 cm periodicity. A dip-

reduced metamaterial is next designed, considering three additional resonators per periodic cell, with 

the main resonator tuned to 600 Hz and 70% of the total mass addition, and the additional resonators 

optimized to reduce the STL dip around 700 Hz (Fig. 1a). The optimized mass-spring resonator prop-

erties of both metamaterials are translated to realizable beam-shaped PMMA resonators [3,5], which 

are laser-cut and glued onto A3-sized PMMA panels (Fig. 1b). Both manufactured panels of approx-

imately the same mass (47% added for conventional, 49% for dip-reduced) are mounted on an acous-

tic testing cabin to measure the insertion loss (IL) [3]. Comparing the IL difference ΔIL between the 

metamaterial panels and their bare host panels (Fig. 1c), it is clear that the dip-reduced metamaterial 

achieves a highly improved STL dip while mainly preserving the targeted STL peak around 600 Hz. 

 

 

Fig. 1. (a) Predicted STL of conventional and optimized dip-reduced metamaterial panel with its parameters, (b) 

manufactured conventional (left) and dip-reduced (right) metamaterial panels mounted on the acoustic testing 

cabin and (c) comparison of the ΔIL of the conventional and dip-reduced metamaterial panel in 1/12 octave bands. 

4. Concluding Remarks 

In this work, a dip-reduction method for reducing the typical STL dip of metamaterial panels was 

introduced in an optimization routine and translated into a realizable multi-resonant, dip-reduced 

metamaterial panel design. Compared to a conventional metamaterial panel, the acoustic insulation of 

the manufactured dip-reduced metamaterial panel shows an STL dip improvement of 5 dB, while 

mainly preserving the peak STL performance and maintaining approximately the same total mass. 

Acknowledgment: The research of L. Van Belle (fellowship no. 1271621N) is funded by a grant from the Re-
search Foundation - Flanders (FWO). The Research Fund KU Leuven is gratefully acknowledged for their support. 
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Abstract: Locally resonant metamaterials (LRM) with unit cells exhibiting local resonance 

present unique wave propagation properties at wavelengths well below the regime correspond-

ing to bandgap generation based on spatial periodicity. However, they show certain constraints 

in designing systems with wide bandgaps in the low-frequency range. To face the main practical 

challenges encountered in such cases, including heavy oscillating masses, a simple dynamic 

directional amplification (DDA) mechanism is proposed. This amplifier is designed to present 

the same mass and use the same damping element as a reference two-dimensional (2D) Mass-

in-Mass metamaterial. Thus, no increase in the structure mass or the viscous damping is needed. 

The proposed DDA can be realized by imposing kinematic constraints to the structure’s degrees 

of freedom (DoF), improving inertia and damping on the desired direction of motion. A discrete 

element lattice model based on mass, stiffness and damping is used to establish dispersion be-

haviour and frequency response. Depending on the location of the DDA, inner our outer mass, 

both up-shift and down-shift in the bandgap frequency range and their extent are shown to be 

possible. The numerical results of an indicative case study show significant improvements and 

advantages over the reference LRM, such as broader bandgaps and increased damping ratio. 

Finally, a conceptual design indicates the usage of the concept in potential applications, such 

as mechanical filters, sound and vibration isolators, and seismic isolators.  

Keywords: metamaterial, local resonance, band gap, dynamic directional amplifier; damping 

1. Introduction 

 Acoustic metamaterials (AMs) exhibit unusual dynamic properties not readily realizable in natural or 

other manmade structural materials from properties of their material constituents alone, owing to their 

local engineered configurations or “microstructures. Nonetheless, conventional locally resonant AM 

(LRAM) [1], may require very heavy internal parasitic masses, as well as additional constraints at the 

amplitudes of the internally oscillating locally resonating structures, which may prohibit their practical 

implementation [2]. Therefore, aiming for wide low frequency bandgaps based solely on LRAM is a 

challenge. Here, a simple dynamic directional amplifier [3] is introduced as a means to increase artifi-

cially the dynamic mass of the structure. The DDA mechanism is realized without additional masses or 

complex geometries since the amplification can be achieved by coupling the kinematic DoFs of the 

mass with a rigid link improving inertia and damping [4] on the desired direction of motion. The ob-

jective of this study is to indicate the characteristics of the directional amplification induced bandgaps 

and provide the theoretical framework.  
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2. Results and Discussion 

Figure 1(a) shows the infinite periodic unit-cell lattice of the LRAM-DDA and figure 1(b) the 

corresponding conceptuptual implementation. An indicative example is presented based on the analysis 

conducted by Dertimanis et. al [5]. The selected parameters are ML=1Mgr, MR=8Mgr, kL= kR=79kN/m 

and correspond to a seismic isolation application Figure 1(c) illustrates the dispersion cuves of the 

LRMA without (black curves) and with the DDA mechanism, where the latter one increase the 

normalized bandwidth from 𝑏𝑤 = 1 to 1.53 (𝑏𝑤 = 𝑓𝐻 − 𝑓𝐿)/𝑓𝑎𝑣).  

 

 
 

(a) (b) (c) 

Fig. 1. (a) 2-D Mass-in-Mass lattice with Dynamic Directional Amplifiers (DDA), (b) Conceptual design of the 

proposed Metastructure, (c) Dispersion curves: irreducible Brillouin zone. The black curve corresponds to the 

structure without the DDA and the red curve to the structure with the DDA. 

3. Concluding Remarks 

The proposed enhanced LRAM shows improved filtering properties in the low frequency regime. The 

provided indicative implementation of this concept shows promise towards developing low-cost met-

amaterial designs suitable for acoustic and seismic wave manipulation. 
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Abstract: An experimental prototype of a vibration absorption base, designed based on the 

KDamper concept, is evaluated. The KDamper is a passive vibration absorption and damping 

concept, based essentially on the optimal combination of appropriate stiffness elements, in-

cluding a negative stiffness element (NSE). Compared to the traditional Tuned Mass Damper 

(TMD), it has significantly higher modal damping and achieves greater attenuation in a wider 

frequency band while utilizing significantly lower additional mass. The inclusion of the NSE 

facilitates excellent damping properties even at low frequencies without sacrificing the static 

load bearing capacity of the base as the overall static stiffness of the KDamper is maintained. 

The design, geared towards machine anti-vibration mounts, concerns a 20 kg seismic mass at 

frequencies around 3.5 Hz. The NSE is implemented utilizing compliant translational joints to 

overcome the limitations of conventional helical springs in this context. Finally, transmissibil-

ity measurements of the prototype have been performed, which show good agreement with 

the analytic predictions.  

Keywords: KDamper, negative stiffness, vibration control, compliant joints, experimental 

1. Introduction 

Vibration isolation of systems subjected to periodic excitation with conventional elastic mounting, 

requires the reduction of the resonant frequency by adjusting its stiffness. At low excitation frequen-

cies, the required stiffness reduction leads to large deflections and/or compromises the structural 

integrity of the system. Concepts like the Tuned Mass Damper (TMD), quasi-zero stiffness oscilla-

tors, inerters etc., have been proposed and implemented to overcome these challenges. The presented 

design is based on the KDamper concept [1]. A base/mounting mechanism is designed for the absorp-

tion of vertical vibrations of machines, is considered in this work. The targeted seismic mass is 20 kg 

for rotational speeds around 200 RPM.  

The KDamper incorporates a negative stiffness element (NSE), the elastic force of which supplements 

the inertial forces of the added mass. Most significant comparative advantages of the KDamper, 

especially in the low frequency range, are the superior damping characteristics without the need of 

heavy additional masses or sacrificing the static loading capacity of the structure by using soft elastic 

mounting. The NSE of the KDamper can be realized in various ways such as pre-stressed disc springs 

[2] or helical springs [1] and post-buckled beams [3] among others. However, in cases where high 

negative stiffness along with large dynamic amplitude of the internal degree of freedom are required, 

most implementations are proven inadequate, mostly due to high stress development of the structural 

elements. Configurations of mechanisms utilizing conventional helical compression or extension 

springs have been investigated, demonstrating drawbacks such as buckling deformation, insufficient 
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stroke and manufacturing inaccuracies. Here, a configuration consisting in a mechanism with pre-

stressed springs is used for the NSE. However, instead of conventional helical springs, appropriate 

large-displacement compliant joints [4] were utilized to overcome these drawbacks.  

The fundamentals of the KDamper and compliant joints design procedure are presented, along with 

the numerical evaluation including the response of the system in the time and frequency domains. 

Finally, based on this design, a prototype was built for the conduction of experimental measurements.  

2. Results and Discussion 

The various manufactured stiffness elements including the compliant joints showed certain devia-

tion relative to the design values which were partly considered during the design process. Neverthe-

less, the provision for modularity of certain geometrical parameters of the NSE facilitated the re-

quired adjustments for optimal operation of the system and furthermore, the testing of two cases for 

different seismic mass. The transmissibility of the system resulting from the processing of the various 

cases of experimental measurements, demonstrated very good agreement with the predictions of the 

numerical models. The comparisons along with relevant signal processing parameters validate the 

theoretical framework and analytic investigation. Even though at this stage no damping elements were 

incorporated in the prototype, aside of the structural damping of the various stiffness elements, the 

excellent damping performance of the KDamper was prevalent at frequencies as low as 2 Hz. 

 

Fig. 1. Experimental prototype of the KDamper base and indicative transmissibility comparisons. 

3. Concluding Remarks 

An experimental prototype of a KDamper vibration absorption mounting mechanism for small masses 

and low excitation frequencies was built, utilizing large-displacement compliant joints for the NSE 

implementation. Conducted experimental measurements compare very well with the analytic predic-

tions and the prototype showcased excellent absorption performance in the intended frequency range. 
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Abstract:Tingling in the hands after hours of driving a motorcycle? Old memory! Anyone, young 

or adult who has ridden a motorcycle for several kilometers, will remember an unpleasant tingling 

sensation in the hand. The vibrations induced on humans while riding a motorcycle cause this tin-

gling and other unpleasant sensations. Several more or less serious pathologies are caused by ex-

posure to these vibrations, a very common example is Carpal Tunnel Syndrome. Recent studies 

on the control of structural vibrations, whose excellent results published in international journals 

of high impact, have stimulated interest in devolving these methods of analysis also for biome-

chanical structures, such as those of the bone skeleton of the hand. In particular, by analyzing the 

vibrations induced on humans while driving a motorcycle, it was decided to design and manufac-

ture knobs with anti-vibration material made according to the anthropometric characteristics of 

the driver's hand. Experimental investigations assess the efficiency of the anti-vibration knob 

(Italian Patent Application No. 102021000004691 filed on 01.03.2021), reducing the magnitude 

of stresses in the most damaging frequency range for the driver. 

Keywords: Anti-Vibration, Knob, Biomechanical Structures, International Standards ISO. 

1. Introduction 

The exposure of the human body to vibration is present in everyday situations and may be a source of 

discomfort and in some cases may cause health problems. Human exposure to vibrations may be 

classified into two main classes, in (i) Whole Body Vibrations (WBV) and (ii): Hand-Arm Vibration 

(HAV).  Whole Body Vibrations (WBV) are defined as those vibrations that, as the name suggests, 

affect the whole body, particularly in a frequency range from 0.5 to 80 Hz. This type of vibration may 

be present in transportation systems, such as buses, cars, trains, etc. Hand-Arm vibration (HAV) are 

considered as those vibrations that are transmitted to the hand-arm system, in a frequency range from 

6.3 to 1250 Hz. This type of vibrations may be present in hand power-tools like pneumatic hammers 

and saws or in handlebar of bikes, motorcycles. Specifically, WBV affect the human organism via 

lower extremities, the pelvis and the back; on the other hand in the case of HAV, disturbances in 

finger’s blood circulation and hand’s neurological function injuries may occur.  

2. Results and Discussion 

The assessment of human exposure to vibration can be performed in accordance with key Internation-

al Standards ISO (International Organization for Standardization) that for WBV is the ISO 2631 and 

for HAV is ISO 5349. Moreover, the primary variable used to characterize a vibration measure is the 
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root mean square (rms) acceleration. This rms acceleration should be weighted in frequency domain, 

through the use of a weight curve defined in the ISO 2631 and 5349  in such a way to take into ac-

count the importance that the vibration at different frequencies may affect human body parts. 

Vibrations transmitted to the hand and arm or to the lower-back should be measured in three direc-

tions, (x,y,z) according to an orthogonal coordinate system. Since the measurement of vibration 

should be performed following a system of triaxial coordinates, it will be obtained a value of frequen-

cy weighted rms acceleration for each axis, x, y and z, represented by ahwx, ahwy and ahwz in m/s2. 

Following ISO requirements, combining these three values by a vector sum, it will lead to the total 

weighted vibration acceleration ahv in m/s2: ahv = (ahwx
2+ahwy

2 + ahwz
2 )1/2. Besides the magnitude of 

vibration, represented by the total weighted vibration ahv, the assessment of vibration exposure takes 

into account the daily duration of exposure T, in hours, defined as the amount of time that the hand or 

lower-back is exposed to the vibrations in one day. Thus, it is defined the daily exposure to vibrations 

A(8) in m/s2, as: A(8) = ahv (T / T0)1/2 where T0 is referred to eight hours of exposure. The daily expo-

sure to vibration A(8) is interpreted as a total vibration value weighted by the frequency, expressed as 

an equivalent value for eight hours of exposure. 

. 

 

    

Fig. 1. Complete Instrumentation 

The instrumentation chosen (Fig.1) for data acquisition included the use of the ny-myRio 1900 acqui-

sition card and the triaxial MEMS accelerometers GY-61 ADXL335, suitably wired and protected 

through 3D printed shells. Through this experimental setup, it was possible to assess the efficiency of 

the prototype of the anti-vibration knob (Italian Patent Application No. 102021000004691 filed on 

01.03.2021). Specifically, recording hand vibrations, induced by driving the motorcycle, in both 

cases: with the original knob (OK) and with the anti-vibration knob (AK), it was apparent the effi-

ciency of the prototype in reducing vibrations as shown in Fig.2. 

 

   

Fig. 2. Original Knob; Anti-Vibration Knob; Power Spectral Density 
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Abstract: We present a closed-form formulation to model the 3D dynamic response of an elas-

tic half-space coupled to a cluster of surface resonators when excited by a harmonic point force. 

The technique exploits the analytical solution of the canonical Lamb’s problem in a multiple 

scattering methodology to formulate the wavefields generated by the resonators. For an arbi-

trary number of surface resonators arranged atop an elastic half-space in an arbitrary configu-

ration, the displacement field is obtained in closed-form and validated via finite element simu-

lations in three-dimensional contexts.  

Keywords: Elastic metasurfaces, seismic metamaterials, multiple scattering, Rayleigh waves. 

1. Introduction 

      The interaction between waves and surface resonant structures plays an important role in modelling 

the so-called site-city effect [1] and in designing resonant barriers for ground-borne vibration attenua-

tion [2, 3]. Pivotal for understanding the coupled substrate-resonator response is the possibility of pre-

dicting the total wavefield given by both the propagating waves and the scattered fields generated by 

the resonant structures. Currently, such prediction can be achieved only in finite-size systems by ex-

ploiting computationally costly numerical techniques, like finite element (FE), since no closed-form 

formulations are available for this purpose.  

      To overcome this limitation, in this work we provide an analytical formulation to predict the wave-

field of an elastic half-space coupled to a generic array of vertical surface resonators, as shown in Fig. 

1a. The methodology exploits the classical Lamb’s problem [4] to formulate the incident wavefield and 

its Green’s functions to describe the scattered fields given by the resonators subjected to a base motion.  

2. Formulation in brief 

      According to the multiple scattering technique, the total wavefield can be obtained as: 

                                            𝒖(𝒓) = 𝒖𝑖𝑛𝑐(𝒓) + ∑ 𝐹𝑛
𝑁
𝑛=1 𝑮(𝒓 − 𝑹𝑛)                                                    (1) 

In which 𝒖𝑖𝑛𝑐(𝒓) is the incident wavefield at position 𝒓 = [𝑥, 𝑦, 𝑧] generated by the harmonic point 

source acting at 𝒓 = 𝟎, 𝑹𝑛 denotes the resonator positions, 𝑮 is the Green’s function, and 𝐹𝑛 is the nor-

mal stress provided by resonators which can be determined by boundary conditions. Once 𝐹𝑛 is ob-

tained, the wavefield can be calculated by substituting it into Eq. (1). The detailed procedure to calculate 

𝐹𝑛 is provided in [5]. 
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3. Results and Discussion 

We consider an elastic half-space coupled with two identical resonators. We set the material prop-

erties for the elastic half-space as: 𝐸 = 46 MPa, 𝜐 = 0.25, 𝜌 = 1800 kg/m3, namely Young modulus, 

Poisson ratio and density, respectively, and the resonators with mass and resonant frequency equal to 

𝑚1 = 𝑚2 = 1000 kg and 𝑓𝑟1 = 𝑓𝑟2 = 2 Hz, respectively. The resonators are placed at 𝑥1 = 6 m, 𝑥2 =
9 m, 𝑦1 = 𝑦2 = 0, while a point source 𝑄 = 1 Pa is located at the origin of the coordinate system. Fig. 

1b shows the variation of the vertical displacement at the resonators footprint for different frequencies 

of the input source. The solid and dashed lines denote the analytical results, while dots indicate the 

results from 3D FE simulations. An excellent agreement between the analytical and the numerical re-

sults is found. The drop in the amplitude of the vertical displacement occurs at the resonance frequency 

of the oscillators as a result of the interaction between the incident and scattered fields.  

 
Fig. 1. (a) The schematic of the considered system. (b) The real part of the vertical displacement of resonator foot-

print vs. frequency. For comparison, we also provide the FE solutions denoted by dots. 

4. Concluding Remarks 

An analytical formulation to study the interaction of elastic waves with surface resonators is briefly 

discussed. The formulation makes use of the solution of the canonical Lamb’s problem to calculate the 

incident field generated by a point source and the scattered field introduce by each resonator motion. 

The formulation, validated against FE simulations, can handle an arbitrary number of resonators ar-

ranged on the surface in a generic configuration.  
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Abstract: A comprehensive analytical/numerical framework is presented for locally resonant 

metamaterial structures, modelled as continuous beams coupled with periodic multi-degree-

of-freedom subsystems representing the resonators. An exact reduced-order dynamic-stiffness 

approach is formulated, where the beam equations are solved exactly upon condensing all the 

degrees of freedom within the resonators. Solutions to the free-vibration problem are obtained 

from an exact dynamic-stiffness matrix, whose size is 44 for any number of resonators. So-

lutions to the forced vibration problem under arbitrary loads are obtained by modal superposi-

tion, in time and frequency domains, on introducing proper orthogonality conditions for the 

modes. The framework is suitable for Euler-Bernoulli or Timoshenko beams and typical reso-

nators as mass-spring-dashpot chains, mass-spring-dashpot systems within rigid truss assem-

blies, inerter-based absorbers. Viscous damping within the resonators can be considered.  

Keywords: metamaterial, locally resonant structure, dynamic-stiffness method 

1. Introduction 

Locally resonant metamaterial structures are an emerging concept in dynamics, with promising appli-

cations in many real-life engineering applications. The term “locally resonant structure” refers to a 

beam or plate coupled with a periodic array of multi-degree-of-freedom resonators where, as a result 

of the periodic resonance induced by the resonators, elastic waves cannot propagate over stop bands 

named band gaps. For this remarkable property, locally resonant structures attracted a great deal of 

attention in the last decade, as demonstrated by the outstanding number of works on this topic [1,2].  

Here, we focus on locally resonant structures consisting of continuous beams coupled with multi-

degree-of-freedom resonators. We promote an exact reduced-order dynamic-stiffness formulation, 

where the beam equations are solved exactly upon condensing all the resonator degrees of freedom. 

The formulation delivers an exact dynamic-stiffness matrix of size 44 for any number of resonators, 

from which the solution to the free-vibration problem is obtained. Further, the modal response under 

arbitrary loads is obtained in a concise analytical form, in time and frequency domains, deriving 

proper orthogonality conditions for the modes of the beam only. The proposed framework is general, 

as applies to various beam models (Euler-Bernoulli and Timoshenko) and various resonators, as 

mass-spring-dashpot chains, mass-spring-dashpot-truss assemblies, inerter-based absorbers.  

2. Results and Discussion 

We consider the locally resonant Timoshenko beam in Fig. 1a, coupled with 1-degree-of-freedom 

mass-spring-dashpot resonators. Parameters of beam are E = 88.5 MPa, A = 0.08 m2, ν = 0.30, ρ = 

2700 kg/m3, κ = 0.85 (shear correction factor); kr = 2 × 105 N/m, mr = 0.2 kg, cr = 0.03 Ns/m, a = 0.1 
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m and N = 8 are taken for the resonators. We calculate complex modes in Table 1 and transmittance 

of the beam in Fig. 1b by the proposed dynamic-stiffness matrix (DSM) approach (black continuous 

line), the finite-element method (FEM) in Abaqus (red dashed line); the exact response without reso-

nators (blue continuous line) is included. 

 

 

 

 

(a) 

 

 

(b) 

Fig. 1. Locally resonant Timoshenko beam with 1-degree-of-freedom mass-spring-dashpot resonators 

Table 1. Complex eigenvalues of the beam in Fig. 1 

Mode Eigenvalue (DSM) Eigenvalue (FEM) 
1 ± 283.39 + 0.001 ± 283.39 + 0.001 
2 ± 937.19 + 0.056 ± 937.19 + 0.056 
3 ± 992.53 + 0.073 ± 992.54 + 0.073 
4 ± 998.01 + 0.074 ± 998.01 + 0.074 
5 ± 999.22 + 0.075 ± 999.23 + 0.075 
6 ± 999.61 + 0.075 ± 999.61 + 0.075 
7 ± 999.76 + 0.075 ± 999.76 + 0.075 
8 ± 999.82 + 0.075 ± 999.82 + 0.075 
9 ± 1274.64 + 0.117 ± 1274.65 + 0.117 

10 ± 2401.47+ 0.064 ± 2401.71 + 0.064 

3. Concluding Remarks 

We will formulate an exact reduced-order dynamic-stiffness framework for locally resonant met-

amaterial beams, addressing the free and forced vibration problems.  

A relevant aspect of the framework is that it handles various beam models and resonators. Fur-

thermore, we will demonstrate the framework is not applicable to beams only, as generalizations are 

readily feasible for locally resonant metamaterial Kirchhoff plates. 
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Abstract: To comply with stringent environmental and noise standards in the automotive sec-

tor, a resonant metamaterial solution is applied to a vehicle to reduce the interior structure-

borne noise due to the acoustic tyre resonances around 220Hz. This novel solution consists of 

metal 3D printed resonant elements applied on the rear wheel arches of a vehicle and replaces 

the commonly used dynamic damper solution that are typically installed on the suspension or 

the vehicle body. The objective is to reduce the structural energy propagation into the vehicle 

body, and in turn the acoustic energy radiated into the vehicle compartment. Numerical and 

experimental analyses show how 3D printed resonant metamaterials can be a performant 

lightweight alternative to the common noise and vibration solutions for the automotive sector. 

Keywords: resonant metamaterials, structure-borne noise, automotive NVH, metal 3D printing 

1. Introduction 

The increasingly stringent norms with respect to the energy efficiency of vehicles leads to a strong 

push to reduce the vehicle’s weight, which is often conflicting with noise, vibration and harshness 

(NVH) requirements. Resonant metamaterials have become an attractive alternative to classical NVH 

control solutions since they can combine lightweight design and performant NVH behaviour, particu-

larly in targeted low frequency ranges, known as stop bands. These stop bands can be achieved 

through the addition of resonant elements onto a host structure in a subwavelength scale [1]. Recent-

ly, resonant metamaterials for vehicle applications were used in a thermoformed rooftop of a harvest-

er [2], in car floor panels [3], onto the firewall of a car [4] and on the shock tower of an SUV [5]. 

Extending on the concept of the latter application, in this work, metal 3D printed resonant elements 

are added onto the rear wheel arches of a hatchback car model to reduce the interior tonal structure-

borne noise issue due to the first acoustic tyre resonances around 220Hz. Different from the common 

dynamic damper solution which can be installed on the suspensions to mitigate this issue, the met-

amaterial solution is designed to hinder the structural energy from propagating into the vehicle body. 

For this work, a metamaterial design was made using finite element based structural intensity anal-

yses simulations on the vehicle body. Resonant elements were printed and tested before addition to 

the rear wheel arches of the vehicle. Finally, the resonant metamaterial performance was verified 

experimentally in the vehicle using a standard testing procedure at three different speeds, on a road 

simulating dynamometer, in a semi-anechoic room. 
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2. Results and Discussion 

The considered hatchback car model was mounted with tyres model 205/55 R16. When tested at 40-

50-80kph on the dynamometer, the acoustic tyre resonances lead to outspoken peaks in the interior 

sound pressure level (SPL) between 224Hz to 241Hz. To achieve stop band behaviour in this fre-

quency range and a more effective reduction of the structural energy propagation, each metal 3D 

printed resonant element was designed to have two bending resonance frequencies at 238Hz±6.2Hz 

and 248Hz±8.8Hz, (Fig. 1a). A total of 228 resonant elements (about 0.75kg, similar to that of a 

classical dynamic damper) are added around the top mounts and the body panels of the rear wheel 

arches, which are identified as the main energy transfer paths that contribute the most to the interior 

SPL. The structural intensity analyses (Fig. 1b) show that the resonant metamaterial solution leads to 

a strong reduction of the energy in the body panels of the rear wheel arches. The test results finally 

verify the resonant metamaterial potential (Fig. 1c) as confirmed by the ΔSPL, the difference in sound 

pressure level, between the vehicle without and with the resonant metamaterial, averaged across the 

frequency band 220-250Hz. The improvement depends on the speed and up to 2dB(A) improvement 

can be achieved. The SPL improvement in this frequency band is comparable to that achievable by a 

common dynamic damper solution. 

          
                    (a)                                                             (b)                                                   (c)  

Fig. 1. Picture of the metal 3D printed resonators installed on the rear wheel arch (a). Structural intensity analyses 

in the rear right wheel arch at 238Hz (b). Measured averaged SPL difference between 220-250Hz of the vehicle 

without NVH solution and with the resonant metamaterial solution (c). Positive values indicate SPL improvement. 

3. Concluding Remarks 

A resonant metamaterial solution consisting of metal 3D printed resonant element was applied to the 

rear wheel arches of a hatchback car model to reduce the structure-borne noise due to the first tyre 

acoustic resonances. Numerical and experimental analyses demonstrate the potential of this novel 

solution as a lightweight and performant NVH alternative for the automotive sector. 
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Abstract: The paper aims to evaluate the interval frequency response of uncertain locally 
resonant structures. Following a non-probabilistic approach, the parameters of the resonators 
are modelled as uncertain-but-bounded variables defined by lower and upper bounds. The 
bounds of the frequency response of the locally resonant structure are obtained by a global op-
timization technique as well as first-order and second-order Taylor approximations, taking 
full advantage of very simple and explicit expressions ensuring a remarkable reduction of 
computational effort. Applications on locally resonant beams and plates focus on analysing 
the frequency response variability due to the uncertainties. 

Keywords: locally resonant structures, uncertain-but-bounded parameters, frequency response.  

1. Introduction  

Structures with periodically attached resonators, generally denoted as locally resonant (LR) struc-
tures, are a promising concept for vibration attenuation with several potential applications in me-
chanical and structural engineering [1,2]. Commonly, LR structures as beams or plates are modelled 
by elastic continua (using standard beam/plate theories) coupled with discrete mass-spring subsys-
tems modelling the resonators.  

In real-life applications, the parameters of the system may be affected by uncertainties due to dif-
ferent sources, e.g. initial manufacturing errors, model inaccuracies and performance of the elements. 
This variability may lead to significant variability of the response.  

The present study investigates how and to which extent the response of LR structures may be af-
fected by uncertainty in the parameters of the resonators. Specifically, within the framework of the 
interval analysis [3], the parameters of the N resonators of the system, namely stiffness, mass and 
damping, are described as uncertain-but-bounded variables ranging between their lower (LB) and 
upper (UB) bounds. The interval uncertainty in the parameters of the resonators implies that the LR 
system frequency response is an interval function as well.  

On resorting to a finite element approach in the frequency domain, the innovative point of our 
study consists in calculating the transfer matrix of the LR structure from the transfer matrix of the 
host uncontrollated structure as modified by summing an appropriate N-rank matrix, which represents 
the feedback action of the resonators on the host structure and accounts for the fluctuations of the 
parameters of the resonators. The proposed calculation is exact and greatly simplifies the evaluation 
of the interval frequency response function (FRF) of the LR structure. On this basis, we will estimate 
the bounds of the frequency response of the LR structure by applying a global optimization technique 
as well as the first-order and second-order Taylor approximations, which provide very simple and 
explicit expressions with a significant reduction of computational effort. 
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2. Results and Discussion 

Consider the LR Euler cantilever beam under a unit harmonic force at the free end in Fig. 1. N = 8 
one-degree-of-freedom resonators are attached to the beam at mutual distance a (= cell length).  

The beam parameters are: E = 70 GPa, I = 7.85×10−9 m4, ρ = 0.88 kgm−1 and a = 0.02 m. Fig. 2 
shows the bounds of FRF amplitude for the tip deflection of the beam when mass and damping of the 
resonators are taken as deterministic values, mj = 0.01 kg and cj = 0.1 Nsm−1, while uncertain-but-
bounded stiffness kj

I (for j = 1,..., N) is assumed to vary in the range [90000, 110000] Nm-1. Using the 
proposed framework, LBs and UBs are calculated by a global optimization technique. Results of the 
Monte-Carlo simulation (MCS) are included for validation. 

 

, ,I I I
j j jk m c

 
Fig. 1. LR Euler cantilever beam with one-degree-of-freedom resonators 
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Fig. 2. LB and UB of FRF amplitude for tip deflection of LR beam in Fig. 1 (resonators with uncertain stiffness) 

3. Concluding Remarks  

We propose a novel computational framework to estimate the effects of uncertainties in the parame-
ters of the resonators on the frequency response of LR structures. The framework is based on an exact 
expression of the transfer matrix, suitable for any finite element model of LR structures. 
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Abstract: Tuned liquid column dampers (TLCDs) are attractive for application in mitigating
wind or seismic-induced vibrations of engineering structures. On the basis of the existing
TLCDs, this paper designs a novel type of TLCD equipped with liquid turbine that has the
potential to simultaneously control vibration and generate power. A Savonius-type turbine is
employed in a conventional TLCD. Shaking table tests are performed to examine the control
efficiency of the TLCDs with and without liquid turbine. Furthermore, a simple circuit
connection is made for the TLCD equipped with the Savonius-type turbine to check its power
generation performance. The experimental findings confirm that the proposed TLCD is
capable of mitigating the resonant response of structures. More importantly, the light-emitting
diode connected to the turbine can be continuously and stably lit. This implies that the turbine
successfully generates electricity, which provides a feasible basis for the autonomous semi-
active control of TLCDs.

Keywords: TLCD, liquid turbine, shaking table test

1. Introduction

The tuned liquid column damper (TLCD) concept for vibration control of civil engineering
structures was proposed by Sakai et al. [1] in 1989. Since its initial development, numerous
researchers have investigated the optimization scheme of control solution based on TLCDs through
passive, semi-active and active strategies [2]. Meanwhile, TLCDs have successfully achieved the
multidirectionality, and the combination of inerters for improving control efficiency [3,4].
Nevertheless, the existing TLCDs are proposed solely for vibration control.

This paper creatively designs the configuration of TLCD equipped with liquid turbine that has the
potential to simultaneously control vibration and generate power. The rotating turbine in the
oscillating liquid column provides additional liquid damping for the TLCD, also the energy when it is
connected to an electric motor. The experimental results reveal that the proposed solution can achieve
simultaneous vibration mitigation and power generation, which verifies its feasibility for application
in semi-active TLCDs.

2. Results and Discussion

Shaking table tests are performed to examine the control efficiency of the TLCD with Savonius-
type turbine. It is found that the TLCD can reduce the vibration of the structure, as shown in Figure1.
It is also found that during the excitation, the light-emitting diode connected to the Savonius-type
turbine can be continuously and stably lit, as shown in Figure 2. The results prove that the TLCD with
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Savonius-type turbine designed in this paper is capable of mitigating the resonant response of
structures, and has the potential to generate electricity during the vibration.

Fig.1. Acceleration of the structure with and without TLCD

(a) (b)
Fig.2. TLCD with Savonius-type turbine before excitation(a) and during excitation(b)

3. Concluding Remarks

This paper proposes the configuration of TLCDs equipped with liquid turbine, which can provide
additional liquid damping and generate power. A Savonius-type turbine is used in the shaking table
tests. It is demonstrated that the proposed device can be applied to simultaneously suppress vibration
and produce electricity.
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Abstract: Energy harvesting will become more and more essential mechanical vibration ap-

plications of many devices. The vibrations can be converted by appropriate devices into elec-

trical energy, which can be used as a power supply instead of ordinary ones. This paper inves-

tigates a dynamical system associated with two devices: a piezoelectric device and an elec-

tromagnetic one. These devices are connected with a nonlinear damping spring pendulum 

with 2DOF, in which its supported point moves in a circular path. The equations of motion 

are obtained using Lagrange’s equations of the second kind. The asymptotic solutions of these 

equations are obtained up to the third approximation utilizing the perturbation approach of 

multiple scales. The comparison between these solutions and the numerical ones reveals high 

consistency between them. The steady-state solutions are obtained, and their stabilities are 

tested. The influences of the excitation amplitudes, the damping coefficients, and the different 

frequencies on energy harvesting devices outputs are examined and discussed. The work is 

essential due to its significance in real-life applications. The developed methodology and ob-

tained results can be useful in various applications like power supply of sensors and charging 

electronic devices. 

Keywords: Perturbation methods, Resonance, Stability. 

1. Introduction 

Energy harvesting (EH) is an essential vital aspect that the research fields work on through the previ-

ous few years. It transforms the surrounding energy present in the Earth into electrical power to drive 

autonomous electronic devices or circuits [1-2]. This energy can be harvested from solar energy, 

thermal energy, and the most crucial source for harvesting is kinetic energy, especially from vibra-

tional motion [3]. 

2. Results and Discussion 

Two energy harvesting devices, including piezoelectric and electromagnetic, are connected with a 

pendulum separately ‘as two cases’ to convert the vibrational motion into electrical. The main gov-

erning system of motion is derived using Lagrange’s equations, in which the mechanism of the piezo-

electric and electromagnetic circuits are used to obtain their corresponding equations as follows 
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The asymptotic solutions up the third approximation are obtained utilizing the multiple scale 

method. External resonance cases between the classified cases of resonance are examined. The 

numerical results are compared with the approximate ones to reveal the accuracy between them 

(Fig.1). The modulation equations are obtained to explore the solutions at the steady-state and to 

examine the stability of the fixed points. The influence of damping coefficients and excitation 

amplitudes on the output voltage, current, and power are represented graphically (see Fig.2). 

 
Fig.1: The comparison between the numerical and the approximate solutions. 

 
Fig.2: Time histories for the voltage (V) from the piezoelectric device and the current (i) from the electromagnetic 

device with different values of damping coefficient. 

3. Concluding Remarks 

A nonlinear damped vibrating spring pendulum system with 2-DOF moving in a circular path with 

constant angular velocity is investigated which is connected with energy harvesting devices. The 

governing equations are obtained using Lagrange’s equations and solved using the multiple scale 

method. The time histories of dynamical motion, the responses of the resonance curves, and the 

solutions at the steady-state cases are plotted to reveal the good impact of the selected values of the 

model parameters on the motion. A comparison between the numerical and approximate solutions 

shows high consistency between them. The influence of the damping coefficients and the excitation 

amplitude on the output voltage, current, and power is examined. Moreover, the response of 

excitation frequency on the output power of the systems is checked. Electrical energy was generated 

from the piezoelectric and electromagnetic devices, which were attached to the vibrating system. 
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Abstract: We consider a stationary problem of convective diffusion around a droplet, which is 

streamlined by a liquid flow at low Reynolds numbers, taking into account a nonlinear volu-

metric chemical reaction. The characteristic feature of the problem is the presence of two di-

mensionless parameters: a constant of rate of the volumetric chemical reaction vk , and Peclet 

number eP  which determine the concentration distribution in the flow. The quantity constant 

of rate of the volumetric chemical reaction vk  and Peclet number eP  assumed to have a con-

stant value. It is a boundary value problem for a quasilinear partial elliptical equation with a 

small parameter multiplying in higher derivatives. Small parameter corresponds to large Pe-

clet numbers. The limiting equation, when the small parameter is equal to zero, has singular 

points of the saddle type. Several boundary layers appear outside the drop. The matching con-

ditions for solutions are formulated at the boundaries between neighboring areas. The princi-

pal terms of the asymptotics of the solution are constructed around the drop. 

 

Keywords: asymptotic expansions, convective diffusion,  matching method, Peclet number. 

1. Introduction 

Let us consider stationary diffusion near a spherical droplet of radius a, in a translational 

flow of a viscous incompressible fluid with a velocity U at infinity at low Reynolds num-

bers Re, taking into account the bulk chemical reaction. The concentration distribution in 

dimensionless variables satisfies the boundary value problem (see, for example, [1], Ch. 5, 

(6.1) - (6.3)) 

),(),( UFkUVPeU v
 

(1) 

 

1 at 1, 0 when ,U r U r      
(2) 

where (2) 
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1 1
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r rV V V V V
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(4) 

 

  

where the Peclet number Pe = aU / D, where D is the diffusion coefficient of the substance 

in the external phase, kv is the rate constant of the bulk chemical reaction, ∆ is the Laplace 

operator, ∇ is the Hamilton operator. In a spherical coordinate system r, θ with the origin at 

the center of the drop (the angle θ is measured from the direction of flow at infinity), the 

velocity field of the liquid outside the spherical drop is determined from the expressions (3) 

(see [1], Ch. 3), where ψ (r, θ) is the stream function outside the spherical drop and has the 

form (4) λ is the ratio of the viscosity of the drop to the viscosity of the environment. 

2. Results and Discussion  

It is assummed that F(U) is continuous and  

 

F: R1→ R1, F(0) = 0, 0 < F'(U), (5) 
2 3 1

2 3( ) ... ( ),k k
kF u u F u F u F u O u        (6) 

 

Problems analogous to (1), (2) and a broader class of problems, were considered in [1]. In 

the absence of chemical reaction (i.e., with 0vk  ), problem (1), (2) was analyzed in [1-3] 

by the method of matched asymptotic expansions [4]. 

3. Concluding Remarks 

It is shown in the work that in the vicinity of the rear critical point the solution of the prob-

lem is essentially weakly nonlinear. This affects the nature of mass transfer in the wake of 

the drop (in the inner boundary). 
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Abstract: Solution of the problem and qualitative analysis of the forced vibration of the spring 

pendulum containing nonlinear springs connected in series is made in the paper. The method 

of multiple scales in time domain (MMS) has been employed in order to carry out the analytical 

computations. The MMS allows one, among others, to predict the resonances which can appear 

in the systems. The approximate solution of analytical form has been obtained for vibration at 

main resonance. 

Keywords: asymptotic analysis, multiple scales, differential-algebraic system, springs in series 

1. Introduction 

Elastic elements arranged in various kinds of connections are widely applied in many mechanisms and 

mechatronic devices [1], [5]. The current analysis concerns a system with massless springs connected 

in series. The mathematical model of such a system includes differential and algebraic equations. Var-

ious kinds of similar problems were investigated by researchers mostly numerically. Asymptotic re-

search of oscillators with two nonlinear springs connected in series is presented in papers [2-4].  

2. Mathematical Model 

The pendulum with two serially connected springs (Fig. 1), moves in the vertical plane. 𝑍1 and 𝑍2 stand 

for the total elongations of the springs whereas 𝐿0𝑖 denotes the length of the ith non-stretched spring. 

The springs nonlinearity is of the cubic type, i.e. 𝐹𝑖 = 𝑘𝑖(𝑍𝑖 + Λ𝑖𝑍𝑖
3) for 𝑖 = 1,2, and the nonlinear 

contributions to the whole elastic force are assumed to be small. Moreover, there are two purely viscous 

dampers in the system. The system is loaded by the torque of magnitude 𝑀(𝑡) = 𝑀0 cos(Ω2 𝑡) and by 

the force F whose magnitude changes also harmonically i.e. 𝐹(𝑡) = 𝐹0 cos(Ω1 𝑡). 

 
Fig. 1. Forced and damped spring pendulum with two nonlinear springs 
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Although the system has two degrees of freedom, its state is unambiguously determined by three 

time functions: the elongations 𝑍1 and 𝑍2 and the angle Φ. 

Two equations of motion, obtained using the Lagrange formalism, and the equilibrium equation of 

the joint S govern the dynamic behaviour of the pendulum. They are as follows: 

𝑚 (−𝑔 cos(Φ(𝑡)) − 𝐿0Φ̇(𝑡)2 + 𝑍̈2(𝑡)) + 𝐶1𝑍̇2(𝑡) + 𝑍2(𝑡)(𝑘2 − 𝑚Φ̇(𝑡)2)

− 𝑘2Λ2(𝑍1(𝑡) − 𝑍2(𝑡))3 − 𝑘2𝑍1(𝑡) = 𝐹0sin (Ω1𝑡), 
(1) 

Φ̈(𝑡)(𝑚𝑍2(𝑡)(2𝐿0 + 𝑍2(𝑡)) + 𝐿0
2𝑚) + 𝐶2Φ̇(𝑡) + 𝑔𝑚(𝐿0 + 𝑍2(𝑡)) sin(𝛷(𝑡))

+ 2𝑚(𝐿0 + 𝑍2(𝑡))Φ̇(𝑡)𝑍̇2(𝑡) = 𝑀0sin (Ω2𝑡), 
(2) 

𝑘1𝑍1(𝑡)(Λ1𝑍1(𝑡)2 + 1) = 𝑘2(𝑍2(𝑡) − 𝑍1(𝑡)) (Λ2(𝑍2(𝑡) − 𝑍1(𝑡))
2

+ 1), (3) 

where: 𝐿0 = 𝐿01 + 𝐿02. 

Equations (1) – (3) are supplemented by the initial conditions of the following form 

 
𝑍2(0) = 𝑍0,   𝑍̇2(0) = 𝑣0,    Φ(0) = Φ0,     Φ̇(0) = 𝜔0, (4) 

where 𝑍0, 𝑣0, Φ0, 𝜔0  are known quantities. 

The method of multiple scales in time domain with three time variables is applied to solve the con-

sidered problem. The method is appropriately modified due to the algebraic-differential character of 

the equations of motion. The approximate solution allows for the prediction of the resonance conditions. 

This allowed the equations of motion to be modified appropriately to describe the principal resonance. 

The solution to the resonant vibration problem has a semi-analytical form because the equations of 

modulation of the amplitudes and phases are solved numerically. 

3. Concluding Remarks 

The approximate solution to the governing equations, up to the third order, has been obtained using 

MMS with three time scales. The forced vibration of the pendulum has been analysed for two cases: 

far from resonance and in the resonance conditions. The analytical or semi-analytical form of the solu-

tion is the main advantage of the applied approach giving the possibility of the qualitative and quanti-

tative study of the pendulum dynamics in a wide spectrum. 
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Abstract: Vibratory Energy exchanges between particles of a nonlinear meta-cell are studied. 

The meta-cell is composed of an inner mass with a combined nonlinear restoring forcing term 

covered by an outer mass. A time multiple scales analysis is carried out in order to find the slow 

invariant manifold (SIM) and also singular and equilibrium points of the system. A combined 

nonlinear restoring forcing function of the inner mass makes the behaviour of the SIM different 

from classical corresponding ones. Finally, quasi-analytical system responses are confronted 

with numerical ones, obtained by direct integration. 

Keywords: meta-cell, nonlinear restoring force, slow invariant manifold, equilibrium/singular points 

1. Introduction  

In contrast to the classical linear vibration absorber, a nonlinear energy sink (NES) can resonantly in-

teract with the main system for wide frequency ranges [1]. The first studies concerning the NES were 

based on cubic nonlinearity [2]. Gendelman [3] studied NES with non-polynomial restoring forcing 

terms, while Lamarque et al [4] investigated systems with piece-wise linear restoring forcing terms. 

Vibro-impact NES were studied by Gendelman [5] and Gourc et al [6]. In this paper, the response of a 

single meta-cell with two degrees-of-freedom and a combined nonlinear restoring forcing term is in-

vestigated. The organization of the article is as it follows: The analytical methods applied for solving 

the equations of motion are discussed in Sect. 2. A numerical example is presented in Sect. 3. Finally, 

the paper is concluded in Sect. 4. 

2. Detection of dynamical characteristic of the system 

The governing system equations of the 2-dof meta-cell motion have the following expression: 
 

 
{
𝑚1𝑢̈1 + 𝐾1𝑢1 + 𝐶1𝑢̇1 + 𝐹(𝑢1 − 𝑢2) + 𝐶2(𝑢̇1 − 𝑢̇2) = 𝑃 sin(𝜔𝑡)

𝑚2𝑢̈2 + 𝐹(𝑢2 − 𝑢1) + 𝐶2(𝑢̇1 − 𝑢̇2) = 0
, 

(1) 

 

with 𝑚1 and 𝑚2 the outer and inner masses, 𝐾1 and 𝐶1  the linear stiffness and the damping coefficients 

of the outer mass, 𝐶2 the damping coefficient of the inner mass. Furthermore, 𝐹(𝛼) is an odd restoring 

forcing function of the inner mass. In this study, a combination of a cubic and a non-smooth nonlinearity 

as 𝐹(𝛼) is considered. A nondimensionalized time τ = t √𝐾/𝑚 , the coordinates of relative displace-

ment and the centre of mass are introduced to the system variables. After this, the complex variables of 

Manevitch [7] are applied. A Galerkin method based on truncated Fourier series, via keeping the first 

harmonics of the system, is employed [8] and a time multiple scales analysis [9] is carried out in order 

to find the SIM and singular and equilibrium points of the system. 
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3. Numerical example 

The quasi-analytical results for a free system are confronted with those obtained by the direct nu-

merical integration of equations for two different initial conditions. Results are depicted in Fig. 1. The 

numerical results follow the SIM of the system which possesses two pairs of local extrema (due to the 

especial nonlinearity of the system) and after one or two bifurcations (depending on the initial condi-

tions), reaches to the rest position. 

 

Fig. 1. The SIM and corresponding numerical results for two different initial conditions: (N1, N2) = (2,2) and (N1, 
N2) = (7,7). N1 and N2 stand for amplitudes of the outer and inner masses, respectively.  

4. Concluding Remarks  

The results presented show that a meta-cell with combined nonlinearity may exhibit a slow invariant 

manifold which is different from classical systems [3], leading to energy exchanges between particles 

via several bifurcations. 
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Abstract: On several classes of nonlinear dynamic problems with a parameter the possibility 

for constructing parametric families of solutions that arise in control theory on the basis of the 

Padé approximation (PA) is shown using the asymptotic expansions for small and large values 

of the parameter and finite-dimensional optimization algorithms and also by taking into 

account the characteristics of the asymptotics on which the PA is based. The possibility for 

increasing the accuracy of approximations and the enhancement of the interpolation and 

extrapolation properties of one-point and two-point PAs in comparison with asymptotic 

approximations is demonstrated. 

Keywords: SDRE, finite time interval, parameter, small time step, Pade approximation  

1. Asymptotic expansion of the Riccati equation solution on a finite time interval   

In the SDRE approach, a large role is played by the differential matrix Riccati equations [1-3] for a 

finite interval or matrix algebraic Riccati equations with state-dependent coefficients for infinite 

interval. If the control system contains small or large parameters the synthesis can be constructed 

using asymptotic expansions by these parameters and the operators based on them (for example, Pade 

approximations) [4]. For example, consider the following class of nonlinear controlled systems 

without control constraints 

 

 
0( ) ( ) , (0) ,

( ) , , [0, ], (0, ),n r

х A x х B x u x x

x t X R u R t T





  

     
 (1) 

 

0

1 1
( ) ( ) ( ) ( ( ) ( , ) ( ) ( ) ( )) ,

2 2

T

T T TJ u x T Fx T x t Q х x t u t Ru t dt    (2) 

where  
nX R  is a bounded set. In this case the control is chosen in the formally linear feedback 

form  but with state dependent coefficients 
1( ) ( ) ( , , ) ( )Tu x R B x P x t x t   , where ( , , )P x t   is 

a solution of the modified matrix differential Riccati equation for all x X and (0, )   . 

 

2 1/ ( , , ) ( ) ( ) ( , , ) ( , , ) ( ) ( ) ( , , )

( , ), ( , , ) , 0.

T T

t T

dP dt P x t A x A x P x t P x t B x R B x P x t

Q x P x t F F
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 





    
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 (3) 
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The asymptotic of ( , , )P x t   in (3) for small   is constructed as a regular power series 

2

2 0 1 2( , , ) ( , ) ( , ) ( , )P x t P x t P x t P x t     [5], and for    after the replacement 

1
, 0 


   the asymptotic approximation is constructed as a partial sum of the regular and 

boundary series by   [6] 2 2 2
ˆ( , , ) ( , , ) П ( , , ), 0

t T
P x t P x t P x    




    . Then the two-

point PA [2/2] is constructed in the form 
2 2

[1/2] 0 1 2 0 1 2( , , , ) ( ( ) ( ) ( ) ( , ) ( , ) ( , ))PA x t x x x ПM x ПM x ПM x                 

 
1

2

1 2( ) ( )E x x 


     . By simultaneously equating the two constructed asymptotic 

expansions with this representation and then comparing the coefficients with the same powers of the 

parameter we obtain a system of equations for determining the unknown coefficients of the PA [4]. 

2. Algorithm and numerical experiments 

Using the Pade approximation of the feedback gain matrix as a basic framework all the unknown 

feedback control elements are approximated by segments of expansions in orthogonal systems, which 

are selected from the minimum of the functional (2). Experiments show that for the same calculation 

accuracy the algorithm is more efficient in terms of the calculation time for the construction of 

parametric families of regulators. 
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Abstract: The  work  investigates  the  wavefrequencies  and  waveforms  of  a  periodic
waveguide with local vibration absorbers, featuring both weak geometric nonlinearities and
nonlinear  viscoelastic  damping.  The  approach  uses  tools  borrowed  from  Hamiltonian
perturbation  theory,  as  well  as  techniques  classically  employed  in  the  context  of  nearly-
integrable Hamiltonian systems in order to describe the solutions asymptotically. A dedicated
analysis is oriented towards the case of weak dissipation, whilst the zero-dissipation limit case
is presented for comparison with the literature. The obtained asymptotic expansions for the
non-linear frequency spectra and the invariant manifolds of the system are presented. The
analysis is carried out either in the non-resonant case or in the 3:1 internal resonance setting,
and this is achieved by using an adaptation of the classical tools of resonant normalization
techniques  developed  in the  Hamiltonian context.  Finally,  the asymptotic  results  are  also
validated via numerical simulations.

Keywords: Mechanical metamaterials, Nonlinear damping, Cubic nonlinearities, Energy dissipation, 
Lie series

1. Introduction

Metamaterials with an engineered cellular arrangement of functionalized micromechanisms exhibiting
amplitude-dependent dispersion properties are attracting increasing interest in nonlinear dynamics.
Moreover,  the band structure of microstructured periodic waveguides is of wide interest, especially
regarding  the  amplitude-dependent  pass  and  stop  bands  of  oscillator  chains  and  other  periodic
structures.  Extensive  efforts  are  currently  targeted  towards  designing  mechanical  cellular
metamaterials characterized by large-amplitude band gaps with tunable low-centerfrequency. To this
end,  intracellular  mechanisms  of  local-global  resonance  can  be  realized  by  highly-flexible  and
damped oscillators working as propagation inhibitors and energy absorbers. 

Fig. 1. Cellular metamaterial with embedded locally-resonant vibration absorbers.
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2. Results and Discussion

A minimal locally resonant system can be realized as an infinite one-dimensional dissipative chain of
rigid  rings,  embedding  oscillators  with  geometric  and  material  nonlinearities.  The  introduced
nonlinear  visco-elastic  damping  allows  a  better  tunability  of  the  amplitude-dependent  damping
towards an improved passive control performance (see Fig. 1). Denoting by u and w the displacement
of the periodic diatomic cell,  and the relative displavement of the resonator, respectively, the free
wave propagation is governed by the following coupled system of non-linear dimensionless ODEs 

where β is the wavenumber and the coefficients   are the mechanical parameters.
From the methodological viewpoint, the perturbation analysis of the governing equations is carried
out in the neighbourhood of a hyperbolic equilibrium for the system after a suitable rescaling [1]. The
employed technique relies on the possibility to interpret a given system of ODEs as a Hamiltonian
system in a suitably extended phase space. Accordingly, the associated Hamiltonian function can be
directly  treated  by  using  well  established  tools  of  Perturbation  Theory  for  nearly-integrable
Hamiltonian systems. Canonical transformations of variables generated through Lie-series operators
are  employed [2]  while  the approach here  adopted differs  from the commonly used perturbation
techniques based on the method of multiple scales [3,5]. Under mild non-resonance hypotheses on the
eigenvalues  of  the  linearized  system,  the  (first-order)  correction  to  the  linear  frequencies  arise
naturally from the normal form construction. A comparison with literature results corresponding to
the zero-dissipation limit [4] is discussed, together with the case of weak dissipation in which the
construction of invariant manifolds is shown to be feasible. Starting from the study proposed in [1],
the case of 3:1 resonance is investigated in this work by proposing an approach which relies on
techniques arising from the construction of resonant normal form in the Hamiltonian setting. Either
the description of the spectra, or the invariant manifolds construction in the weak dissipation case,
require approaches borrowed from the Hamiltonian framework.
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Abstract: In this paper we investigate the qualitative features of the nonlinear dynamics of a 

resonant differential MEMS-accelerometer, consisting of two resonators and an inertial mass, 

which are connected to each other by means of two elastic elements (springs). Excitation and 

maintenance of resonator oscillations occurs with the help of self-oscillators. When 

acceleration appears in the system, a longitudinal force of inertia arises in the moving 

elements, and therefore the natural frequency of one resonator decreases, while the other 

increases. The acceleration of the object is measured by the difference between the natural 

frequencies of the resonators, which is determined by tracking the envelope of the beat mode 

in the output signal of the sensor. In this work the evolution of the amplitude and phase 

difference in slow variables from the parameters of the initial detuning of the stiffness of the 

sensitive element (SE) and the magnitude of the axial inertia force is obtained. The transition 

from a two-frequency mode (beat mode) to a single-frequency mode (synchronization mode) 

is shown, using analytical methods of nonlinear mechanics, regions in the parameter space 

corresponding to two-frequency beat modes and phase synchronization are determined, which 

determines the range of sensor sensitivity to the measured component of the acceleration 

vector of a moving object. 

Keywords: Synchronization, MEMS-accelerometer, self-oscillator, weakly coupled elastic elements 

1. Introduction 

 A model of a MEMS accelerometer is proposed, which consists of two resonators 

and an inertial mass, which are connected to each other by means of two elastic elements 

(springs). Excitation and maintenance of resonator oscillations occurs with the help of self-

oscillators. 

 

Fig. 1. MEMS accelerometer model 
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Under the action of portable acceleration, the moving mass is deflected and a longitudinal 

compressive force appears in the system for one of the resonators and a tensile force for the 

second resonator, which is a useful signal and allows one to obtain the measured 

acceleration component with high accuracy. 

2. Results and Discussion 

 Figure 2 shows a bifurcation pattern that demonstrates the transition from dual-

frequency mode (limit cycles) to single-frequency mode (synchronization). 

 

Fig. 2. The two possible modes of operation of the sensor are synchronization (black line) and beating (limit 

cycles). Where  – is the difference in the frequencies of the first and second resonators,  – is the amplitude 

of one of the resonators,  – is the phase difference between the first and second resonators 

3. Concluding Remarks 

In this paper, we investigate the qualitative features of the nonlinear dynamics of a 

resonant differential MEMS accelerometer, consisting of two resonators and an inertial 

mass, which are connected to each other by means of two elastic elements (springs). In this 

work, the evolution of the amplitude and phase difference in slow variables from the 

parameters of the initial detuning of the stiffness of the sensitive element (SE) and the 

magnitude of the axial inertia force is obtained. Shown is the transition from a dual-

frequency mode (beat mode) to a single-frequency mode (synchronization mode). 

The work was supported by RFBR grant 20-01-00537 
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Abstract: Surface waves in nonlocally elastic solids are considered. An asymptotic approach 
using the ratio of the characteristic internal size to a macroscale wave length as a small 
parameter, is developed. The results based on differential and integral formulations in 
nonlocal elasticity are compared. The effect of nonlocal boundary layers localized near free 
surface is addressed in detail. It is demonstrated that the differential and integral formulations 

are not equivalent. In addition, the issue of the solvability of the surface wave problem within 
the framework of integral nonlocal elasticity is raised.  

Keywords: nonlocal, integral, differential, Rayleigh wave, boundary layer 
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Abstract: Dynamics of two coupled pendulums under magnetic excitation is considered. In-

ertial components of the pendulums are essentially different, and a ratio of masses is chosen 

as a small parameter. The simulation of the magnetic effect described in [1] is used in the 

analysis of the dynamics of the system. The small parameter method and the method of multi-

ple scales are used to construct nonlinear normal modes (NNMs) one of them presents local-

ised vibrations is the system. Stability of the NNMs is also studied.  

Keywords: pendulum system, magnetic excitation, nonlinear normal modes 

1. Introduction. The principal model 

The system containing two pendulums under the electromagnetic motor influence is studied in papers 

[2,3]. Model of one of the pendulums is shown in Fig. 1.Few corresponding mathematical models are 

constructed, and their validation is discussed after comparison of the numerical simulation and exper-

imental results. Then some aspects of the system dynamics is analyzed. Here we consider a similar 

system of two pendulums under magnetic force when inertial characteristics of these pendulums are 

essentially different. In this case a localization of energy on one sub-system is possible. To describe a 

dynamics of the system the nonlinear normal modes theory is used. Note that an investigation of 

nonlinear normal modes (NNMs) is an important part of general analysis of many classes of nonlinear 

dynamical systems. Different theoretical aspects of the NNMs theory and applications of the theory 

are presented in numerous publications, in particular, in reviews [4,5].  

 

 
Fig. 1. The pendulum dynamics under magnetic force [2,3] 
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The analytical approximation of the magnetic force demonstrates a good correspondence with exper-

imental results presented in [2,3] as is shown in Fig.2.  

 
Fig.2. Comparison of the magnetic force analytical approximation with experimental result [2,3].  

2. Results and Discussion 

The small parameter method in the form by Lindstedt-Poincare approach is used to describe dynamics 

of the system under consideration. It is assumed that a mass of one pendulum is essentially smaller 

than one of the second pendulum. Besides, it is assumed that the magnetic force is smaller than main 

elastic characteristics of the system. The use of the nonlinear least squares method for constructing 

the moment of magnetic action makes it possible to construct nonlinear normal modes good accuracy 

using the small parameters and the multiple scales methods. Two NNMs are obtained. One of them is 

close to the in-phase motions, and the second one describes vibrations localized at the small mass 

pendulum. Besides, a stability of these NNMs is studied. It is obtained a region of the system parame-

ters where the localization of vibrations at the small mass pendulum is possible.  

3. Concluding Remarks 

Two nonlinear normal modes are described in the system with two connected pendulums 

under magnetic force. It is assumed that inertial characteristics of these pendulums are 

essentially different. It the case two nonlinear normal modes can be realized in the system. 

One of them is a mode of in-phase vibrations, and the second one is a mode of localization 

of the vibration energy on the small mass pendulum.  
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Abstract: This paper is dedicated to investigation of nonlinear dynamics of electrostatic 

comb-drive with variable gap. Due to the fact, that electrostatic force is in nonlinear depend-

ence on movable electrode displacement, the investigation of the system is provided by ap-

proximate asymptotic methods of nonlinear dynamics, in particular multi-scale method and 

methods of continuation theory. In paper the amplitude-frequency response and amplitude-

force response were obtained for various values of parameters of elastic suspension’s nonline-

ar force, DC, and AC constituents of electrostatic force amplitude. The area of parameter’s 

values, in which comb-drive will provide a required amplitude of vibration, is obtained. An 

influence of second stationary electrode on dynamic of the system is appreciated. 

Keywords: MEMS, electrostatic actuation, variable gap, multiple-scale method  

1. Introduction  

There are many types of microelectromechanical system actuation: electrostatic actuation, piezoe-

lectric actuation, temperature actuation, magnetic actuation and so on. Electrostatic actuation is a 

most used version because it is easy in implementation and compatible with CMOS circuits. It is 

based on electrostatic attractive forces on plates with opposite sign electric charges and can be classi-

fied on two subtypes – perpendicular and parallel driving relatively to plane of electrodes. An ad-

vantage of variable gap actuator in comparison with variable area ones lies in value of created electro-

static force – with changing gap it is bigger. However, the disadvantage of such systems is limitation 

on displacement of movable electrode – when it will exceed the value equals one third of gap, the 

pull-in effect would perform, and system would break down.  

2. Results and Discussion 

A model of an electrostatic drive with a variable gap, consisting of a movable and one fixed elec-

trode with a gap 𝑑 between them, is considered. To equation of dynamics of an electrostatic drive 

considering the nonlinearity of an elastic suspension, the multiple-scale method was applied and 

equations in slow variables were obtained. Figure 1 shows the amplitude-frequency response when 

variable and constant component of voltage are changed.  
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Figure 1. Amplitude-frequency response for different values of voltages 

These dependences tilt to the right because the cubic nonlinearity of elastic suspension is included. 

Also, the resonant frequency become smaller with increasing constant component of voltage. Using 

the methods of bifurcation theory, the continuation of «limit-point» bifurcation by the parameters of 

variable and constant component of voltage was carried out and Figure 2 demonstrates meaning of 

this action.  

 

Figure 2. A series of amplitude-frequency responses for different values of voltages 

In result the 3D graphs in parameters space were obtained and presented on Figure 3 for case 

without considering of influence of second stationary electrode is dash line and with considering this 

factor is solid line. 

 

Figure 3. Dependence resonant aplitude and frequency on variable and constant 

components of voltage. Solid line – with of 2nd fixed electrode, dash line – without  

The work was supported by RFBR grant 20-01-00537. 
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Abstract: In this work we consider the free and forced dynamics of a fixed-free elastica in 

contact with rigid cylindrical boundary. In addition to the geometric nonlinearity due to defor-

mation, the boundaries introduce nonlinearity due to change in effective beam length as it de-

forms. We consider both unilateral and bilateral constraints and explore the realization of non-

linear normal modes (NNMs) and their forced dynamics in this class of dynamical systems. The 

current study invokes Galerkin’s method, multi scale analysis and harmonic balancing. 

Keywords: Elastica, nonlinear oscillations, Galerkin’s method, perturbation analysis 

1. Introduction 

It is well known that the time period of oscillations of a simple pendulum is amplitude dependent. 

Owing to Huygen’s (1656) ingenuity of varying the effective length of string as it wraps/unwraps 

around (cycloidal) boundary, the oscillations were rendered isochronous. In the late twentieth century, 

researchers started investigating mechanical elements like flexures as they wrap/unwrap around obsta-

cles to exhibit nonlinear dynamical behaviour. Fung et al. [1] considered Euler-Bernoulli beam with 

rigid cylindrical boundary on one side and investigated the nonlinearity induced considering no loss of 

energy during contact. Crespo da Silva et al. [2,3] developed a nonlinear beam model and explored the 

free and forced nonlinear oscillations and the resonances thereof. 

In the current study we consider a nonlinear beam [2,3] and introduce smooth cylindrical bounda-

ries unilaterally and bilaterally to study their effect on its nonlinear dynamics.  

 

2. Mathematical Modelling 

Consider a flexure (large slenderness ratio) with the assumptions, (i) inextensible: (1 + 𝑢𝑠)
2 + 𝑣𝑠

2 = 1, 

(ii) no warping/shear deformation: 𝑣𝑠(1 + 𝑢𝑠)
−1 = tan(𝜃). The planar motion is described by two dis-

placements 𝑢(𝑠, 𝑡) and 𝑣(𝑠, 𝑡) as shown in Fig. 1. ‘𝐴’ is the point of loss of contact of the beam with 

the cylindrical boundary and 𝑠 at 𝐴 is 𝛾(𝑡). The Lagrange multiplier Λ incorporates the geometric con-

straint 𝐶 in domain 0 ≤ 𝑠 ≤ 𝛾− and since 𝛾− is varying, the Hamilton’s principle in the general non-

contemporaneous form will be used in the following, (where 𝑣𝑠 = 𝜕𝑣 𝜕𝑠⁄ , …) 
 

 

In the absence of the cylindrical boundary, i.e., Λ = 0, the nondimensional equation of motion consid-

ering cubic nonlinear terms is given by 
 

𝑤𝜏𝜏 + 𝑤𝑧𝑧𝑧𝑧 = −(𝑤𝑧(𝑤𝑧𝑤𝑧𝑧)𝑧)𝑧 −
1

2
(𝑤𝑧 ∫ ∫ (𝑤𝑧

2)𝜏𝜏 𝑑𝑧 𝑑𝑧
𝑧

0

𝑧

1
)
𝑧
  (2) 

𝛿 ∫ {(∫  
𝛾−

0

+ ∫  
𝑙

𝛾+

)
1

2
{𝜌(𝑢𝑡

2 + 𝑣𝑡
2) − 𝛽𝜃𝑠

2 + 𝜆(1 − (1 + 𝑢𝑠)
2 − 𝑣𝑠

2)}𝑑𝑠 + (∫ Λ𝐶 𝑑𝑠
𝛾−

0

)}𝑑𝑡 = 0
𝑡2

𝑡1

 (1a) 

𝐶(𝑣, 𝑠) = 𝑠2 + 𝑣2 − 2𝑎|𝑣| = 0  and |𝑣| = 𝑎 − √𝑎2 − 𝑠2;  0 ≤ 𝑠 ≤ 𝛾− (1b) 

𝑣(0, 𝑡) = 𝑣𝑠(0, 𝑡) = 𝑣𝑠𝑠(𝐿, 𝑡) = 𝑣𝑠𝑠𝑠(𝐿, 𝑡) = 0 (1c) 
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Where 𝑤 = 𝑣 𝑙⁄ , 𝑧 = 𝑠 𝑙⁄ , 𝜏 = 𝑡√𝛽/𝜌𝑙4  and Lagrange multiplier, 𝜆 = −𝑤𝑧𝑧𝑧𝑤𝑧 − ∫ ∫ (𝑤𝑧
2)𝜏𝜏 𝑑𝑧 𝑑𝑧

𝑧

0

𝑧

1
. 

Analysis of (2) with BCs (1c) is discussed later. For Λ ≠ 0, additional conditions are imposed: 

a) Perpendicularity: A vector 𝑅⃗ = 𝑠𝑖̂ + (𝑎 − |𝑣|)𝑗 ̂ from the centre of the cylindrical boundary to a 

point 𝑠 on the neutral axis is perpendicular to the tangent at 𝑠, i.e., 𝑅⃗ ⋅ 𝑅⃗ 𝑠 = 0; 0 ≤ 𝑠 ≤ 𝛾− 

b) Continuity: The displacement and the slope are continuous at 𝑠 = 𝛾 

c) Velocity at 𝑠 = 𝛾: The total time derivative of 𝑣(𝛾(𝑡), 𝑡) is zero implying, 𝑣𝑡(𝛾, 𝑡) = 0 

3. Results and Discussions 

For Λ = 0, considering Galerkin’s method, we choose 𝜙(𝑖)(𝑧), the 𝑖𝑡ℎ (mass) normalized eigenfunction 

corresponding to a linear beam, as a comparison function. Letting 𝑤(𝑧, 𝜏) = 𝜙(𝑖)(𝑧) 𝜂(𝑖)(𝜏), the corre-

sponding nonlinear oscillator (disregarding the modal interactions at this stage) is, 
 

𝜂̈(𝑖) + 𝜔2𝜂(𝑖) + 𝐺1𝜂(𝑖)
3 + 𝐺2𝜂(𝑖)(𝜂(𝑖)𝜂̈(𝑖) + 𝜂̇(𝑖)

2 ) = 0 

(3) 
𝐺1 = ∫ 𝜙(𝑖)(𝜙(𝑖)

′ (𝜙(𝑖)
′ 𝜙(𝑖)

′′ )
′
)
′
𝑑𝑧

1

0

;  𝐺2 = ∫ 𝜙(𝑖) ( 𝜙(𝑖)
′ ∫ ∫ 𝜙(𝑖)

′2  𝑑𝑧 𝑑𝑧
𝑧

0

𝑧

1

)

′

𝑑𝑧
1

0

 

 

The frequency-amplitude relation (Fig. 2) is derived by harmonic balancing [4]. Interestingly, the first 

mode shows near isochronous oscillations, whereas the higher modes exhibit amplitude dependence. 
 

         

Fig. 1. Kinematics of the nonlinear beam (𝒂 is the 
sum of cylinder radius and half beam thickness) 

Fig. 2. Amplitude-frequency relation 

4. Concluding Remarks 

This study considers nonlinear oscillations of a thin elastica oscillating between two rigid cylinders. 

The amplitude dependent frequency is shown here for few modes in the absence of boundaries. A com-

plete analysis with unilateral and bilateral cylindrical boundaries will be presented in the full version. 

Additionally, we discuss about the NNMs, their existence and stability in this class of structures. Forced 

dynamics is studied for a simple point load and the excitation NNMs. 
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Abstract: In the paper, the plane motion of a physical pendulum involving the interactions with 

the surrounding air is considered. These interactions are described employing the model con-

sisting of three components. The linear and quadratic terms are proportional to the magnitude 

of the velocity and its square, respectively. The last component is proportional to the tangential 

component of the acceleration. According to the semi-empirical Morison equation, the quad-

ratic term and acceleration dependent component depict the total force exerted on the body i.e. 

the drag force and inertia force including the concept of mass added. The multiple scales method 

(MSM) is used to obtain the approximate asymptotic solution to the problem. A slight change 

in the natural frequency is caused by the inertial component of the total damping force. In turn, 

the occurrence of the absolute value of velocity in the damping model complicates the solving 

procedure. The accuracy of solutions obtained using the multiple scales method is compared 

with the experimental results.  

Keywords: damping model, physical pendulum, method of multiple scales 

1. Mathematical Model 

The plane motion of the physical pendulum of mass m and length L is investigated. The damping force   

can be presented as the power series of the velocity magnitude [1]: 

𝐹⃗(𝑣) = −(𝑐0 + 𝑐1𝑣 + 𝑐2𝑣2 + ⋯ )
𝑣⃗⃗

𝑣
 ,     (1) 

where 

0ii}{c  are constants. The concept of extending the model with a term depending on the tangential 

component of the acceleration was inspired by the Morison equation used in hydromechanics. Taking 

into account only the second and third terms of series (1) and the component related to the added mass, 

one can obtain the following dimensionless equations of  motion 

𝜑̈(𝜏) + sin 𝜑(𝜏) + 𝛼1𝜑̇(𝜏 ) + 𝛼2𝜑̇(𝜏)|𝜑̇(𝜏)| = 0                                 (2) 

where 

𝜏 = 𝜔̂ 𝑡,    𝜔̂ = √
𝑚𝑔𝐿

6𝐼0+4𝑐𝑎𝐿2,   
0

I – the mass moment of inertia, 𝑐𝑎 – the inertia coefficient, 𝛼1, 𝛼2 – the 

dimensionless damping coeficients, 

The following initial conditions with known quantities 𝜑0, 𝜔0 supplement Eq. (2) 

,)0(
0

      .)0(
0

                                                      (3) 
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2. Asymtotic Solution 

The approximate analytical solution to the initial value problem (2)–(3) is obtained using MSM [2]. 

The system evolution in time is described using n variables of time nature: , i

i   ,...2,1,0i , where 

  is a small parameter. The differential operators of the new variables are redefined according to the 

chain rule and the solution )(  to the initial value problem (2)–(3) is sought in the form of a power 

series of the small parameter 

𝜑(𝜏; 𝜀) = ∑ 𝜀𝑘𝜙𝑘(𝜏0, 𝜏1, 𝜏2, … ) + 𝑂(𝜀𝑛+1),𝑛
𝑘=1                                  (4) 

where n denotes the number of time scales. For the initial value problem (2)–(3), at least 3n  should 

be assumed. Assuming weak damping in the form  

𝛼1 = 𝜀2𝛼̂1,   𝛼2 = 𝜀𝛼̂2,                                       (5) 

and omitting the terms that are accompanied by   in powers higher than three, one can obtain the set 

of three differential equations 
∂2𝜙1

∂𝜏0
2 + 𝜙1 = 0,                                                       (6) 

∂2𝜙2

∂𝜏0
2 + 2

∂2𝜙1

∂𝜏0 ∂τ1
+ 𝜙2 = 0,                                               (7) 

1

6
𝜙1

3 − 𝜙3 =
∂2𝜙1

∂𝜏1
2 + 𝛼̂1

∂𝜙1

∂𝜏0
+ 𝛼̂2

∂𝜙1

∂𝜏0
|

∂𝜙1

∂𝜏0
| + 2

∂2𝜙1

∂𝜏0 ∂𝜏2
+ 2

∂2𝜙2

∂𝜏0 ∂𝜏1
+

∂2𝜙3

∂𝜏0
2 .          (8) 

3. Concluding Remarks 

The equations of the first (6) and second (7) order approximation have been solved many times in the 

literature [3, 4, 5]. In the equation of the third order approximation (8) there is an absolute value term 

which significantly complicates the solution of the problem. The damping coefficients for this problem 

were determined in paper [6] .These results will be used to compare the results obtained by the multiple 

scale method with the experimental results. 
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Abstract: A concept of the method of determining the parameters describing the damping and 

the nonlinearity, which can be of physical or geometrical nature, is presented in the paper. The 

main idea is explained regarding mechanical systems with one degree of freedom, however,  

the method can be also employed to identification for systems with two DoF provided that the 

couplings are weak and the resonances do not occur simultaneously. The analysis of stationary 

resonance states can be reduced only then to the third-degree equation, which is a necessary 

condition for the applicability of this method. Numerical simulations, which are carried out, 

confirm the usefulness and accuracy of the method.   

Keywords: Duffing’s equation, multiple scales method, main resonance, resonance response curves 

1. Introduction 

Many mechanical systems of one degree of freedom with the nonlinearity of the cubic type and the 

viscous damping are governed by the Duffing equation of the form [1] 
 

 𝑥̈(𝜏) + 𝛼𝑥̇(𝜏) + 𝑥(𝜏) + 𝛽𝑥(𝜏)3 = 𝑓0 cos(𝑝 𝜏), (1) 
 

supplemented with the following initial conditions 
 

 𝑥(0) = 𝑥0,   𝑥̇(0) = 𝑣0, (2) 
 

where all quantities are dimensionless, and  𝜏 is the time, 𝛼, 𝛽 – parameters to be identified, 𝑓0, 𝑝 – the 

amplitude and frequency of the harmonic forcing. 

2. Idea of Identicication 

Employing the method of multiple scales in the time domain [2-3], one can obtain the approximate 

solution to the problem given by Eqs (1) – (2). An important part of the solving procedure is the problem 

of determining the amplitudes and phases. The introduction of several variables 𝜏0, 𝜏1, 𝜏2, … describing 

the evolution of the system over time allows one to isolate the problem as an independent one. The 

changeability of the generalised coordinates with the frequencies of order the mechanical system ei-

genfrequencies is described using the fast scale 𝜏0. The other variables are destined to describe the slow 

change of the amplitude and phases. In turn, the modulation equations give the possibility to study the 

periodic stationary vibration at the main resonance. The amplitude of the periodic stationary vibration 

satisfies the following equation 

 

 16𝛼𝑎1
2 + (3𝛼𝑎1

2 − 8𝑠)2𝑎1
2 − 16𝑓0

2 = 0,    (3) 
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where 𝑠 is the detuning parameter, i.e. it is assumed that  𝑝 = 1 + 𝑠. Regarding Eq. (3) as the equation 

of the third order with respect to the square of the amplitude 𝑎1, and analysing the sign of the numerator 

of its discriminant given by 
 

 𝑁Δ = (64𝑠3 + 144𝛼2𝑠 − 81𝛽𝑓0
2)2 + 64(3𝛼2 − 4𝑠2)3, (4) 

 

one can determine the area Ω on the plane 𝑠 − 𝑓0 the points of which satisfy the inequality 𝑁Δ < 0.   
Each point of the area Ω depicts the parameters of the external force that ensure the existence of three 

distinct real roots of Eq. (3). The boundaries 𝑓𝑙  and 𝑓𝑢  of the region Ω, shown in Fig. 1, are defined 

analytically formulae as follows 
 

 𝑓𝑢
2 =

64𝑠3

81𝛽
+

16𝑠 α2

9 𝛽
+

8√64𝑠6−144𝑠4α2+108𝑠2α4−27α6

81𝛽
, (5) 

 

 𝑓𝑙
2 =

64𝑠3

81𝛽
+

16𝑠 α2

9 𝛽
−

8√64𝑠6−144𝑠4α2+108𝑠2α4−27α6

81𝛽
. (6) 

By experimentally determining the resonance response curves, one can find the values 𝑠0 and 𝑠𝑒 of the 

frequency of the harmonic force at which the jumps occur, corresponding to the entry or exit from the 

zone of ambiguous responses. Then, solving the equations (5) – (6) gives the approximate values of the 

parameters 𝛼 and 𝛽. 

 

 

Fig. 1. The region of the ambiguous resonance responses. 

The method was initially tested using simulations in which the ambiguous zones of the resonance re-

sponse curves were determined based on solutions obtained numerically, after confirming that the so-

lutions satisfy the assumptions of the stationary periodic vibration. The results of the tests have been 

satisfactory, however, it seems advisable to develop methods for estimating the identified parameters 

based on statistical inference. 
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Abstract: This work presents the parametric oscillations excitation research for hemispherical 

shell by application a harmonic electrostatic force from drive electrodes. The electrodes 

structure and its mathematical description were derived. The Hill equations for the 

hemispherical shell are obtained. The nonlinear equation of vibrations of a hemispherical 

shell in the regions of increasing vibrations of the Ains-Strett is investigated. 
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Abstract: This work is devoted to the development of a mathematical model and a qualitative 

study of the nonlinear dynamics Disk-based MEMS Coriolis Vibrating Gyroscope in the free 

precession mode of the operating mode of oscillations with parametric excitation of the reso-

nator. Nonlinear equations of the dynamics of a resonator on a movable base are obtained. 

Using asymptotic methods, the regions of parametric resonance are found, on the basis of which 

the amplitude-frequency characteristics of the nonlinear system are constructed. 

Keywords: keyword 1, keyword 2, keyword 3 (max 5 keywords) 

1. Introduction (10 point, bold) 

In a gyroscope of this type, a silicon disk is connected to the armature by means of an isotropic elastic 

suspension, the resonator has a thickness of 40 [µm], the outer and inner radii of the disk are 420 [µm], 

210 [µm], respectively, the initial data are taken for a real design from [13]. The system is considered 

without considering the influence of the stiffness of the elastic suspension. The natural frequency of the 

operating mode of the resonator is 4.53 [MHz]. The electrode structure, which has capacitive gaps of 

270 [nm], consists of 24 electrodes with a circular surface, and due to the symmetry of the working 

mode of oscillations, it contains 4 independent groups of electrodes located symmetrically relative to 

the resonator [14]. The purpose of this work is to qualitatively study the dynamics of the resonator with 

parametric excitation of oscillations considering the geometric and electrostatic nonlinearity of the sys-

tem. The tasks of the work are: creation and analysis of a compact mathematical model of MTVG, 

namely, the definition of zones of parametric swing oscillations; construction of resonance curves for 

a resonator on a fixed base in the region of the main parametric resonance and analysis of their stability.  

2. Results and Discussion (10 point, bold) 

On the basis of the Hamilton-Ostrogradsky variational principle and the Ritz method, a system of 

nonlinear differential equations is obtained that describes the dynamics of a disk resonator with an 

electronic control system, considering the influence of nonlinearity of geometric relationships, the pres-

ence of internal friction and the action of electrostatic forces. The equations of motion in dimensionless 

variables are as follows: 

C ̈ + (1 + σ2)C + A1C(C2 + S2) + RĊ  + A2Ċ = (A3C + A4C(C2 + S2)) sin((2 + σ1)τ), 

S ̈ + (1 + σ2)S + A1S(C2 + S2) + RṠ − A2Ṡ = (A3S + A4S(C2 + S2)) sin((2 + σ1)τ), (1) 

where σ2 − dimensionless detuning of the natural frequency of the system caused by the constant 

component of the electric field, A1 − A4 − coefficients depending on the selected operating mode of 
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the resonator, the parameters of the material and components responsible for the electric forces Wi, ΔWi, 

introduced in the equation (2) , σ1 − detuning of the excitation frequency from the frequency of the 

main parametric resonance for an unstressed resonator, R − friction parameter, C, S − modal coordi-

nates normalized over the capacitive gap, τ − dimensionless time.  

The voltage Vi on each group of electrodes shown in Figure 1 changes according to a harmonic law 

and has the form: 

Vi
2(t) = Wi

2 +
4

π
WiΔWi sin((2 + σ1)τ) , j = 1,4̅̅ ̅̅ , (2) 

where Wi, [В]; ΔWi, [В] − constant and variable voltage components of the i-th group of electrodes. 

The asymptotic solution in the first approximation has the form: 

C = a1 cos ((1 +
1

2
σ1) t +

1

2
ψ1) + O(ε), 

S = a2 cos((1 +
1

2
σ1)t +

1

2
ψ2)  + O(ε), 

(3) 

where O(ε) − are small expansion terms, a1 = a1(t), a2 = a2(t),  ψ1 = ψ1(t), ψ2 = ψ2(t) – are 

slow amplitude-phase variables, which are found from solutions of the following system: 

a1̇ =
A4

8
a1(a1

2 + a2
2) cos ψ1 −

R

2
a1 −

A2

2
a2cos (

ψ1

2
−

ψ2

2
) +

A3

4
a1cosψ1

+
A1

8
a1a2

2sin(ψ1 − ψ2), 

a2̇ =
A4

8
a2(a1

2 + a2
2) cos ψ2 −

R

2
a2 +

A2

2
a1cos (

ψ1

2
−

ψ2

2
) +

A3

4
a2cosψ1

−
A1

8
a1

2a2sin(ψ1 − ψ2), 

ψ1̇ = 2σ2 − σ1 + (
3a1

2

4
+

a2
2

2
) A1 −

A3

2
sin ψ1 (2 + (2a1

2 + a2
2)) +

A2
2

4
+

a2

a1
A2sin (

ψ1

2
−

ψ2

2
)

+
A4

4
a2

2 sin ψ2 +
A1

4
a2

2cos(ψ1 − ψ2),  

 ψ2̇ = 2σ2 − σ1 + (
3a2

2

4
+

a1
2

2
) A1 −

A3

2
sin ψ2 (2 + (2a2

2 + a1
2)) +

A2
2

4
+

a1

a2
A2sin (

ψ1

2
−

ψ2

2
)

+
A4

4
a1

2 sin ψ1 +
A1

4
a1

2cos(ψ1 − ψ2). 

(4) 

On the basis of the developed mathematical model, the region was investigated and the region of the 

main parametric resonance was found. The transient curves at various values of the constant voltage 

are shown in Figure 1. The results obtained allowed us to estimate the starting voltages for a real struc-

ture, at a specific value of the deviation of the vibration excitation frequency (σ1) from the natural 

frequency of the system (1 + σ2). On the basis of the obtained system (4) with the use of numerical 

methods of the theory of continuation, the amplitude-frequency characteristics of the resonator are con-

structed when the variable voltage component is varied. Figure 2 shows the dependence of the steady-

state oscillation amplitude normalized with respect to the capacitive gap on the frequency detuning σ1, 

the dashed line indicates the unstable branches.  
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3. Conclusion 

The paper presents a mathematical model of an CVG with a disk resonator. The nonlinear 

dynamics of the system is investigated in the region of the main parametric resonance. For 

specific parameters of the possible design of the CVG, the starting voltages were assessed. 

Resonance curves of the resonator are constructed, the stability of the found stationary solu-

tions is investigated. The proposed dynamic model of CVG will be used in the future for the 

parametric analysis of the free precession mode of the operating mode of oscillations of the 

resonator on a moving base, as well as for the development of algorithms for carrying out 

calibration tests of the sensor in the presence of material and geometric imperfections, meth-

ods of dynamic balancing and algorithms for controlling the oscillations of the sensitive ele-

ment. 
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Abstract: The behaviour of magnetically stimulable materials is considered. The investigations 
focus on multi-layered one-dimensional continua where the respective stimulability is based on 
discrete layers. Vibrations of two-layered elastic Timoshenko’s beam are investigated. One of the 
layers consists of a magneto-sensitive material. Young and shear module in this layer depend on 
the magnitude of the applied magnetic field those changes periodically in time. A lumped force is 
applied to the beam. The expressions for the amplitude and phase of the steady-state vibrations of 
the beam are obtained by the method of averaging. Using the analytical expressions and the 
measurement data for the amplitude and frequency of the beam vibrations, one can identify the 
application point of the lumped force. The investigated system can be considered as a model of a 
tactile sensor for soft robotics. 

Keywords: soft robots, sandwich beam, beam vibrations, tactile sensors 

1. Introduction 
For soft robots the development of compliant smart materials with controllable properties is one of 
the key problems. Thus, the use of smart materials whose shape and properties can be controlled by 
external fields is in the focus of research [1], [2]. There are a number of publications that deal with 
theoretical investigations of multi-layered (sandwich) structures. As a rule, the objects of such inves-
tigations are cantilever beams or plates that consist of several layers of different materials, with at 
least one layer of a smart material [3], [4]. In our study, the vibrations of a two-layered Timoshenko’s 
beam acted upon by a lumped force and a magnetic field are investigated by means of the averaging 
technique. One of the layers of the beam is non-magnetic, while the material of the other layer is a 
magneto-sensitive elastomer. 

2. Results and Discussion 
Vibrations of a two-layered beam of a length 𝐿𝐿, in which one layer is a magneto-sensitive elastomer, 
are studied. The beam is acted upon by a lumped force applied at some distance away from the end of 
the beam. The beam is subjected to a magnetic field that is periodically (harmonically) changing in 
time (Fig. 1). The dynamics of the vibrations are studied on the basis of Timoshenko’s beam model. 
The vibrations of the beam are governed by the equations 

𝑚𝑚0𝜕𝜕𝑡𝑡𝑡𝑡𝑤𝑤 − 𝑄𝑄(𝜕𝜕𝑥𝑥𝑥𝑥𝑤𝑤 − 𝜕𝜕𝑥𝑥𝜑𝜑) = 𝑓𝑓 −𝑚𝑚0𝜕𝜕𝑡𝑡𝑡𝑡𝑎𝑎, 
(1) 

𝜕𝜕𝑡𝑡( 𝐽𝐽𝜕𝜕𝑡𝑡𝜑𝜑) − 𝑃𝑃𝜕𝜕𝑥𝑥𝑥𝑥𝜑𝜑 − 𝑄𝑄(𝜕𝜕𝑥𝑥𝑤𝑤 − 𝜑𝜑) = 0. 
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Fig. 1. Concept of a tactile sensor based on a two-layered design 

Here, 𝑤𝑤(𝑥𝑥, 𝑡𝑡) is the transverse deflection of the beam, 𝜑𝜑(𝑥𝑥, 𝑡𝑡) is the angle of the rotation of the cross 
section, 𝑚𝑚0 is the mass of the beam per unit length, 𝑓𝑓(𝑥𝑥, 𝑡𝑡) is the external load per unit length, 𝐽𝐽(𝑡𝑡), 
𝑃𝑃(𝑡𝑡), 𝑄𝑄(𝑡𝑡), 𝑎𝑎(𝑡𝑡) are given functions that depend of the elastic constants and densities of the beam 
materials, as well as on the amplitude and frequency of the pariodically changing magnetic field. The 
boundary conditions are given by 

𝑤𝑤(0, 𝑡𝑡) = 𝑤𝑤(𝐿𝐿, 𝑡𝑡) = 𝜕𝜕𝑥𝑥𝜑𝜑(0, 𝑡𝑡) = 𝜕𝜕𝑥𝑥𝜑𝜑(𝐿𝐿, 𝑡𝑡) = 0.        (2) 

Assuming that the amplitude is small and neglecting the rotational inertia of the beam cross-section, 
we found the expressions for the amplitude and phase of the steady-state vibrations. These expres-
sions were obtained by the method of averaging applied to the system of equations of (1) subject to 
the boundary conditions of (2). Using these expressions, one can identify the application point of the 
force, if the amplitude is known. 

3. Concluding Remarks and Outlook 
A model of a tactile sensor that consists of two deformable layers, one of which is magneto-sensitive, 
is presented. The analytical solution obtained on the basis of the averaged equations demonstrates 
good agreement with the numerical solution. This model can be used for the development of a tactile 
sensor, allowing the identification of a force application point on the basis of measured vibration data. 
The results of the experiments with a sensor prototype that have been performed agree with the con-
clusions that have been drawn on the basis of the proposed mathematical model. By using additional 
thermoplastic particles in an elastomer matrix, further controllable effects can be achieved.  
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Abstract: We sketch a proof of a new type of bifurcation for discrete dynamical systems in 
all finite dimensions that generalizes the Neimark—Sacker bifurcation. In addition, we identi-
fy an application to discrete predator-prey dynamics. 

Keywords: sink, source, bifurcation parameter, homeomorph 

1. Introduction 

The Neimark—Sacker bifurcation is a rather ubiquitous codimension-1 feature for smooth discrete 
dynamical systems on smooth surfaces (see [2] – [5]). It can be essentially described as follows: A 
fixed point spiral sink on a smooth surface changes to a fixed spiral source at the bifurcation value of 
a single real parameter λ and generates an invariant smooth diffeomorph of the unit circle 1, which 

encloses the fixed point and expands with increasing λ. We introduced a generalization in [1], which 
has the following characterization: If a sink fixed point of a smooth discrete dynamical system on a 
smooth n-dimensional manifold M changes to a source at the bifurcation value of a single real param-
eter λ, it generates an invariant homeomorph of the unit (n-1)-sphere n-1, which encloses the fixed 

point and expands with increasing λ. 

2. Results and Discussion  

Our main result is the following: 
 
Theorem  
 
Suppose that  
 
                                                       
                               : ( , ) , ( , ) ( , ) : ( ),nf U a a x f x f xλλ λ× − → → =                           (1) 
 

where U is an open set in n containing the origin and a > 0, is a smooth map depending 

on the real parameter λ such that: (i) f(0, λ) = 0 for all λ∈(-a,a); (ii) all eigenvalues of the 
derivative (0)fλ′ are interior or exterior to the unit circle in the complex plane when λ < 0 

or λ > 0 (so that λ = 0 is a bifurcation value), respectively; and (iii) ( )( , ) .f U a a U× − ⊂  
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Then, for λ > 0 there is an f-invariant homeomorph Sλ of n-1 enclosing the origin with a diame-

ter that increases with λ. 
 
Proof Sketch. For each small positive value of λ, start with a correspondingly sized (n-1)-sphere S0(λ). 
It can be shown, with some difficulty, that  

 ( )0 ( )mf S Sλ λλ →  

as m →∞ which is homeomorphic to the (n-1)-sphere and f – invariant. 
 
As shown in [1], this theorem has significant applications to discrete dynamical systems models for 
population dynamics, and is likely be useful for analyzing several other phenomena. 
.  
 

3. Concluding Remarks 

Acknowledgment: The author thanks Yogesh Joshi, Michelle Savescu, and Aminur Rah-
man for numerous useful conversations and assistance. 
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Abstract: An appealing property of Langevin stochastic differential equations (SDEs) is their 

ability to model critical transitions between locally confined states (meta-stable states). Further, 

the analysis of such transitions is valuable to many scientific and industrial applications, such 

as the estimation of system failure rates or stock market crashes. Expanding upon recent devel-

opments in machine learning for dynamical systems, we propose an analysis methodology for 

learned SDE models, such as those where the energy function is described by a neural network, 

in which we construct a meaningful description of the emerging critical transition dynamics. 

Our approach starts by identifying the meta-stable states as the basins of attraction in the learned 

SDE; these are given by level-sets of the potential function. From the heights of the potential 

barriers separating each pair of basins, we can estimate the mean first passage times between 

the corresponding meta-stable states. Finally, we approximate the critical transition dynamics 

in the long-time limit as a discrete Markov jump process between the identified meta-stable 

states. These dynamics are characterized by a governing equation (the forward Kolmogorov 

equation) in which the transition rates are calculated from the mean first passage times.  Equa-

tions of this form can then be solved exactly and meaningful information about the long-term 

dynamics of the system extracted via expectations. 

 

Keywords: Langevin dynamics, critical transitions, SDE learning 
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Abstract: In this talk we will present several dynamical properties of expanding Lorenz 
maps, that is maps f acting on [0,1] satisfying the following three conditions: 

• there is a critical point 0<c<1 such that f is continuous and strictly increasing on [0,c) 
and (c,1];  

• left and right limits of f(x) at c are 1 and 0, respectively; 

• f is differentiable for all points not belonging to a finite set F and f’(x)>1+a for some 
a>0 and all x from [0,1]\F; 

with special emphasis on piecewise linear case. It was observed many years ago that these 
maps appear in a natural way as Poincare maps in geometric models of well-known Lorenz at-
ractor, which was independently observed in works of Guckenheimer [4], Williams [5] and 
Afraimovich, Bykov and Shil`nikov [6] as a tool for better understanding of chaotic behaviour 
present in Lorenz model (cf. more recent [7]). 

The main dynamical system considered in this talk will be expanding Lorenz maps with con-
stant slope and the structure of their renormalizations. In this model renormalization is again a 
Lorenz map with constant slope, so in that case renormalization procedure must finish in fi-
nite number of steps. In family of all Lorenz maps the renormalization process does not have 
to end, which may be regarded as infinite ``zooming’’ of the dynamics, so not all Lorenz 
maps are coming from constant slope model. On the other hand, good understanding of 
renormalizations can reveal periodic structure of the map, and even in piecewise linear case 
this structure is highly nontrivial. In the talk we will connect periodic orbits with such proper-
ties as transitivity, mixing, renormalizations and proper invariant sets. Starting point of our 
presentation will be [1] and [2] together with examples from [3] showing several unexpected 
border cases, where general analysis undertaken in [1,2] failed.  

Building on the above-mentioned results, we will highlight problems with relation between 
completely invariant sets and renormalizations. We will show that while every completely in-
variant closed subset leads to a renormalisation, there exist renormalizations that cannot be 
recovered from such a set. Furthermore, it may happen that several renormalizations define 
the same completely invariant sets. Also, minimal periodic orbit does not always lead to 
renormalization, or defines a renormalization, but not a minimal one. The talk is based in 
main part on results in [8]. 

Keywords: Lorenz map, Lorenz model, renormalization, mixing, periodic orbit 
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Abstract: Chaotic attractors, chaotic saddles and periodic orbits are examples of chain-

recurrent sets. Using arbitrary small controls, a trajectory starting from any point in a chain-

recurrent set can be steered to any other point in that set. The qualitative behaviour of a dy-

namical system can be encapsulated in a graph whose nodes are the chain-recurrent sets. 

There is an edge from node A to node B if, using arbitrary small controls, a trajectory starting 

from any point of A can be steered to any point of B. We discuss physical systems that have 

infinitely many disjoint coexisting nodes. Such infinite collections can occur for many care-

fully chosen parameter values. The logistic map is such a system. To illustrate these very 

common phenomena, we compare the Lorenz system and the logistic map and we show how 

extremely similar their bifurcation diagrams are in some parameter ranges. Typically, bifurca-

tion diagrams show how attractors change as a parameter is varied.  We call ours “graph bi-

furcation diagrams” to reflect that not only attractors but also unstable periodic orbits and 

chaotic saddles are shown.  

Keywords: graph of a dynamical system, logistic map, Lorenz system, chain-recurrent sets 

1. Introduction 

The idea of describing the asymptotics of points in a dynamical system through a graph goes back at 

least to S. Smale [1] that, in 60s, observed that the flow of the gradient vector field ∇ f of a generic 

function f  on a compact manifold M can be encoded into a graph Г whose nodes are the fixed points 

of f. Г has an edge between node A and node B if there is an integral trajectory of ∇ f asymptotic to 

A for t→-∞ and to B for t→+∞. This idea was generalized by C. Conley [2] in 70s so that it can be 

applied any kind of continuous or discrete dynamical system. One of his key ideas was replacing the 

non-wandering set by the larger set of chain-recurrent points. A point x is chain-recurrent if, for any 

ε>0, there is an ε-controlled loop based at x, where by ε-controlled trajectory we mean a trajectory 

where, at every integer time, one is allowed to move the point anywhere within an ε radius from its 

position. In this talk we present our analytical results on the graphs of the logistic map and our numer-

ical results on the Poincare' map of the Lorenz system. Our results suggest that the graph of the lo-

gistic map appears as a subgraph in a large set of dissipative higher-dimensional dynamical systems. 

In particular, many chaotic processes have a much more complicated structure than theoreticians pre-

viously expected. 

2. Results and Discussion 

In [3] we prove that the graph of the logistic map 
lμ(x)= μ x(1− x)

is a tower, namely there is 

an edge between each pair of nodes. Since in the graph of a dynamical system there cannot be loops, 

this means that the nodes of the logistic map can be sorted as 
N0, N1 ,... ,N p so that arbitrarily 
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close to 
Nk there are points asymptoting to 

Nk ' for  each 
k '> k

. Notice that 
Np is always the 

attracting node and that, for 1<μ<4, 
N0  is the fixed point 0. The number of nodes p+1 is infinite 

when the attractor is a Cantor set (the other two possibilities being a periodic orbit and a (chaotic) 

cycle of intervals). This happens for an uncountable zero-measure set of parameter values. 

Fig. 1. (Top) Bifurcation diagram of the logistic map. Attractors are painted in shades of gray, repellors in green 

(periodic orbits), red and blue (Cantor sets). (Bottom) Bifurcation diagram of a Poincare' map of the Lorenz sys-
tem. The period-3 window shown on the right is the close-up of the one framed in the left picture. Although the 

systems are completely different, the close-ups of some of their period-3 windows look extremely similar. 

Our numerical results, some of which are shown in Fig. 1, suggest that the same graph structure of the 

logistic map are universal in the sense that they appear in completely unrelated systems such as the 

celebrated Lorenz system [4].  
 

3. Concluding Remarks 

Our numerical investigations suggest that, for some parameter values, even in higher-dimensional 

dissipative systems infinitely many chain-recurrent sets can arise within a compact set. Notice that 

this result is “transversal” to the celebrated result of Newhouse that chaotic systems in a compact set 

can have infinitely many attractors. 
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Abstract: In this paper, a technique to evaluate the reinjection probability density function, and 

the probability density of the laminar lengths for type V intermittency is implemented. A family 

of maps with continuous and discontinuous RPD functions is studied. Several tests were per-

formed, where the proposed technique was compared with the M function methodology, the 

classical theory of intermittency, and with numerical data. The analysis showed that the new 

technique captures accurately the random values of the numerical data. Therefore, the technique 

presented here is a useful tool to analytically calculate the statistical variables of type V inter-

mittency. 

Keywords: reinjection process, chaotic intermittency, transformation of random variables 

1. Introduction 

Maps that show intermittency have a local map and a non-linear map that produces the reinjection 

process. The intermittency type is determined by the local map, and the reinjection mechanism allows 

the return of the trajectories from the chaotic region to the laminar one. The reinjection probability 

density function (RPD) is used to quantify the reinjection process, and it expresses the probability of 

the trajectories to be reinjected in each point of the laminar zone [1]. Hence, the correct evaluation of 

the RPD function is fundamental to describe the chaotic intermittency phenomenon accurately. Type V 

intermittency occurs when a stable fixed point losses its stability through a collision with a non-differ-

entiable point forming a channel between the map and the bisector line [2]. In this paper, we use the 

transformation of random variables to develop a methodology to analytically evaluate the reinjection 

probability density and the probability density of the laminar lengths (RPDL) for type V intermittency.  

2. Model, Results and Discussion 

We introduce the following family of maps 

 

 𝐹(𝑥) = {

𝐹1(𝑥) = 𝜆1𝑥 + 𝜀                                𝑥̂ ≤ 𝑥 < 0,

𝐹2(𝑥) = 𝜀 + 𝑥 + 𝜆2𝑥2                  0 ≤ 𝑥 < 𝑥𝑚,

𝐹3(𝑥) = 𝑥̂ +
(𝑦𝑚−𝑥)(𝑦𝑚−𝑥)𝛾

(𝑦𝑚−𝑥𝑚)𝛾       𝑥𝑚 ≤ 𝑥 < 𝑦𝑚,

 (1) 

 

where 𝑥̂ is the lower boundary of reinjection [1]. If we apply the transformation of random variables 

and we exclude the contributions that do not generate reinjection in the laminar zone [3], the RPD 

results 
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𝜙(𝑥) = ∑ |
𝑑𝐹𝑗

−1(𝑥)

𝑑𝑥
| 𝜌(𝐹𝑗

−1(𝑥)),𝑛
𝑗≠𝑙  (2) 

 

where l indicates the intervals that do not generate reinjection [3]. If the lower boundary of reinjection 

verifies 𝑥̂ = 𝑥0 − 𝑐, where 𝑥0 is the fixed point and 𝑐 is the semi-amplitude of the laminar interval, we 

obtain continuous RPD functions as shown Figure 1 (centre). If the lower boundary of reinjection ver-

ifies 𝑥̂ < 𝑥0 − 𝑐, type V intermittency shows discontinuous RPDs, which appear by two different pro-

cesses of reinjection, one produced by 𝐹3(𝑥) and the other by 𝐹1(𝑥) as shown Figure 1 (left and right). 

 

 𝜙(𝑥) = {
𝜙𝐼(𝑥) = 𝜙1(𝑥) + 𝜙3(𝑥)    𝑥 < 𝐹1(𝑥0 − 𝑐),

𝜙𝐼𝐼(𝑥) = 𝜙3(𝑥)                    𝑥 ≥ 𝐹1(𝑥0 − 𝑐).
 (3) 

 

 

 

 

 

 

 

 

 
 

Fig. 1. Left: reinjection process. Centre: continuous RPD, 𝛾 = 1.5, 𝜀 = 0.0001, 𝑐 = 0.0015, and the number of 

reinjected point is 𝑁 = 25 × 105. Right: discontinuous RPD, 𝛾 = 0.5, 𝜀 = 0.001, 𝑐 = 0.1128, 𝑁 = 15 × 105 and 

𝑥 = −0.158449931412894. Blue line: continuity technique. Green line: M function methodology. Red line: clas-

sical theory. Black points: numerical data. 

3. Concluding Remarks 

We presented a new technology to evaluate the statistical properties of type V intermittency, which was 

obtained from the transformation of random variables. We introduced and applied this technique to 

calculate continuous and discontinuous RPD and RPDL functions. We carried out comparisons of the 

theoretical results here obtained with those calculated by the M function methodology, the classical 

theory of intermittency, and numerical data. We have calculated the rate of convergence for all tests, 

and we have found that the process is convergent with rate of convergence 𝑂(1/𝑁𝑝) within 0.15 <
𝑝 < 0.5. Also, we found that the new technique works very accurately for different parameters, either 

with continuous or discontinuous RPDs. We conclude that the continuity technique has shown to have 

the ability to evaluate the reinjection probability density function and the probability density of the 

laminar lengths for type V intermittency. 
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Abstract: The report is devoted to the phenomenon of mixed dynamics, which is considered 

the third type of chaos, in a system of adaptively coupled Kuramoto oscillators. Mixed dy-

namics is characterized by the fundamental inseparability of conservative and dissipative be-

havior and in this case a chaotic attractor intersects with a chaotic repeller. The system under 

consideration is the first irreversible system with a new type of chaos. Mixed dynamics is pre-

sent in the system when there is a small detuning of the natural frequencies of the phase oscil-

lators or when one of the oscillators is forced by a harmonic external force of small amplitude. 

The properties of a reversible core, the set along which the chaotic attractor and the chaotic 

repeller intersect, were studied. In the nonautonomous case of mixed dynamics, the question 

of chaotic forced synchronization of the oscillations was considered. It was shown that mixed 

dynamics “prevents” forced synchronization of the oscillations. The influence of an external 

force on the properties of a reversible core formed due to a nonzero detuning of the natural 

frequencies of the oscillators was considered. The result can be interpreted as the phenome-

non of forced synchronization of the reversible core by an external force. 
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1. Introduction 

     We consider an Euler-Lagrange-Liénard equation 

       (1) 
and the corresponding dynamical system 

2, ( ) ( ) ( ) .x y y g x f x y h x y     
          (2)       

Particular cases of such a system were considered in [1-8]. There are many examples in the natural 
sciences and technology in which this and related systems are applied. Such systems are often used to 
model either mechanical or electrical, or biomedical systems, and in the literature, many systems are 
transformed into Liénard type to aid in the investigations. They can be used, e.g., in certain mechani-
cal systems, where f (x) represents a coefficient of the damping force and g (x) represents the restoring 
force or stiffness, when modeling wind rock phenomena and surge in jet engines. Such systems can 
be also used to model resistor-inductor-capacitor circuits with non-linear circuit elements. The Lié-
nard system has been shown to describe the operation of an optoelectronics circuit that uses a reso-
nant tunnelling diode to drive a laser diode to make an optoelectronic voltage controlled oscillator [3]. 
     There are also a number of examples of technical systems which are modelled with quadratic 
damping: a term in the second-order dynamics model, which is quadratic with respect to the velocity 
state variable. These examples include bearings, floating off-shore structures, vibration isolation and 
ship roll damping models. In robotics, quadratic damping appears in feed-forward control and in 
nonlinear impedance devices, such as variable impedance actuators. Variable impedance actuators are 
of particular interest for collaborative robotics [9, 10]. 
     We suppose that system (2), where g (x), h (x) and f (x) are arbitrary polynomials, has an anti-
saddle (a node or a focus, or a center) at the origin [8]. 

2. Limit Cycle Bifurcations 

Following [1], we study limit cycle bifurcations of (2) by means of canonical systems containing 
field rotation parameters of (2) [8]. 

 

Theorem 1. The Euler-Lagrange-Liénard polynomial system (2) with limit cycles can be reduced 
to one of the canonical forms: 

 

2( ) ( ) ( ) 0x h x x f x x g x     
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,x y  

2
1 2(1 )l

ly x a x a x      
 

2 2 1 2
0 1 2 1 1 2 2 1 2( )k k

k k kx x x x      
              (3) 

2 2
0 1 2( );n

ny c c x c x     
 

,x y  
2 1

1 2 1( 1)(1 )l
ly x x b x b x 
      

 
2 2 1 2

0 1 2 1 1 2 2 1 2( )k k
k k kx x x x      
               (4) 
2 2

0 1 2( ),n
ny c c x c x   

 
where α0, α2,…, α2k are field rotation parameters, β1, β3,…, β2k-1 are semi-rotation parameters, and 
system (3) has the only singular point. 
 

By means of the canonical systems (3) and (4), we prove the following theorem [8]. 
 

Theorem 2. The Euler-Lagrange-Liénard polynomial system (2) can have at most k + l + 1 limit 
cycles, k + 1 surrounding the origin and l surrounding one by one the other singularities of (2). 
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Nonlinear Dynamics of Relativistic Backward-Wave Tube:                  

Chaos, Bifurcations and Strange Attractors 
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Abstract: The paper is devoted to modelling, analysis, forecasting the dynamics of relativistic 

backward-wave tube (RBWT) with accounting for relativistic effects (factor 0), dissipation 

factor (factor D) and an effect of presence of the space charge. The temporal dependences of 

the normalized field amplitudes (power) in a wide range of variation of the governing  

parameters (electric length of an interaction space, bifurcation parameter, the Pirse parameter  

and 0) are computed and analyzed from the viewpoint of distributed relativistic electron-

waved self-vibrational systems. A nonlinear analysis technique (including a multi-fractal 

approach, the methods of correlation integral, false nearest neighbours, surrogate data, the 

Lyapunov’s exponent’s and Kolmogorov entropy algorithms etc) is applied to numerical 

studying the RBWT chaotic dynamics. There are computed the dynamic and topological 

invariants in auto-modulation/chaotic regimes. The bifurcation diagrams  in the plaines of 

different governing parameters are constructed. 

Keywords: relativistic backward-wave tube, chaos, attractors 

1. Non-stationary dynamics of relativistic backward-wave tube: Master system of 

evolutionary equations and nonlinear analysis 

At present, a study of regular and chaotic dynamics of nonlinear processes in different classes of 

devices of so-called relativistic high-frequency or even ultrahigh-frequency microwave electronics is 

of a great importance (e.g.[1-4]). Despite intensive study of the phenomenon of chaos in the BWT 

dynamics, now it has been recognized that many features of the self-modulation regimes, primarily 

chaotic ones, remain unexplored. Moreover, there are no definite answers to the question on the 

mechanisms of chaos generation, chaotic self-modulation onset. There are absent the quantitative data 

on the the dynamic and topological invariants of the RBWT dynamics. In this work the results of 

modelling, analysis, forecasting the RBWT dynamics with accounting for relativistic effects, 

dissipation factor and an effect of presence of the space charge are presented.  The time dependences 

of the normalized field amplitudes (power) are computed in a wide range of variation of the 

governing parameters:  relativistic factor 2.12

00 )1( −−=   (where β0=0 /c, 0 is the initial velocity of 

the electrons), electric length of an interaction space N) and a bifurcation parameter: 
0/2 CNL = . 

Here the Piers parameter C is as follows: ( )3
0 0 / 4C I K U= , where I0  is a constant component of the 

beam current, U is an accelerating voltage, and K0 is a  communication resistance of the deceleration 

system. The equation in the usual dimensionless form for a phase ( )0θ ζ,τ,θ of relativistic electron 

(that flew into the space of interaction with the phase 
0θ  and has a coordinate  at time ) and a  
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complex amplitude ( ) ( )2

0ζ,τ / 2βF E UC=
 ( )]exp[),(Re[),( 00 xititxtxE  −= )  are as follows:   

 
         (1) 

           ILFF
~

// −=−  ,   

 

with corresponding boundary & initial conditions. Further the methods of a chaos theory and a non-

linear analysis technique (such as a multi-fractal approach, methods of correlation integral, false 

nearest neighbours, surrogate data, the Lyapunov’s exponent’s and Kolmogorov entropy algorithms 

etc; eg [5]) are applied to numerical analysis of the corresponding time series of the RBWT dynamics. 

2. Results and Discussion 

As input data, there are used the parameters:  energy of electrons - 150keV, starting current of 7A 

composed impedance connection 0,5 , length of interaction space - 0,623m; other parameters are 

described in [1,4]. The computed temporal dependence of the RMBT power are received for the 

diferent  injection currents. At current 7A it is set stationary mode that with increasing value of 

current strength transited to the periodic automodulation (I = 30A, on our data, the period of Ta = 

7.3ns; experimental value [1]: 8ns), and then when I = 55A it is realized the chaotic auto-modulation 

mode (Fig 1a). By increasing an current to 75A there is the quasi-periodical auto-modulation (period 

13.8 ns) and, finally, when the current value is more than 100A it is realized essentially chaotic 

regime. Note that reset of the quasi-periodic auto-modulation mode can be explained by an effect of 

space charge. The obtained results are compared wth the similar theoretical estimates (however 

without the dissipation effect) and experiment data by Ginsburg et al [1]. Further at first the results of 

computing a set of the dynamical and topological invariants ( correlation and embedding dimensions, 

Lyapunov’s exponents, Kaplan-Yorke dimension (dL), and the Kolmogorov entropy,  etc) are listed. 

3. Concluding Remarks 

The nonlinear analysis technique (including a multi-fractal approach, the methods of 

correlation integral, false nearest neighbours, surrogate data, the Lyapunov’s exponent’s 

algorithm and others) is applied to analysis of numerical parameters of the RBWT chaotic 

dynamics. The new data on the dynamic and topological invariants of the RBWT dynamics in 

auto-modulation/chaotic regimes are  listed for the first time. The bifurcation diagrams  in the 

plaines of different governing parameters are constructed. 
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Abstract: In the present work, the nonlinear vibrations of shallow spherical caps, under 
the action of static and fluctuating pressure, are studied. A semi-analytical approach, 
based on the Novozhilov’s nonlinear thin shell theory, is developed; the approach is 
suitable for treating homogeneous isotropic shells. A meshless method is considered to 
reduce the partial differential equations (PDEs) to a set of ordinary differential equa-
tions (ODEs): the displacement fields are expanded though a mixed series of Legendre 
polynomials and harmonic functions in the meridional and circumferential directions 
respectively. The ODEs are obtained by taking advantage from the Lagrange equations 
and are numerically analysed using continuation and direct integration techniques. The 
achievements of this study show that nonlinear modal interactions can lead to the acti-
vation of non-symmetric vibrational states. 

Keywords: spherical cap, nonlinear vibrations, bifurcation analysis 

1. Introduction 
The present study is focused on the nonlinear vibrations of spherical thin walled caps, which are a kind 
of structure widely used in engineering: pressure vessels, aerospace and aeronautical components, civil 
structures like roofs. 
In this study a new method is proposed to analyse axisymmetric and asymmetric vibrations of thin 
walled shallow spherical caps under the action of uniform static and fluctuating pressure; the aim is 
investigating possible nonlinear modal interactions that can lead to the activation of asymmetric vibra-
tions when the system is excited through a uniform and symmetric pressure field. 
The most of previous theoretical studies on this topic were focused on axisymmetric vibrations, see e.g. 
[1, 2], which neglected the possible onset of non-symmetric vibrations due to the activation of asym-
metric modes via nonlinear interactions. 
 

2. Results and Discussion  
In order to develop the method, the Novozhilov’s thin shell theory is considered [3], such theory allow 
an accurate kinematical modelling of large thin shell deformations. In order to analyse the nonlinear 
PDE set arising from the Novozhilov theory a meshless discretization approach (see [4], for details) is 
considered: the three displacement fields are expanded through a double series, in the azimuthal 
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direction (Figure 1a) Legendre polynomials are considered and combined in order to respect boundary 
conditions, in the circumferential direction (Figure 1b) a Fourier series is used due to the periodicity; 
figures 1a,b show the shell geometry as well as the three displacement fields 𝑢, 𝑣, 𝑤, the azimuthal 
variable 𝜑 and the circumferential variable 𝜗. 
The main results of this study are summarized in Figure 1c, where the amplitude of the modal coordinate 
of the axisymmetric mode (1,0), referred to the transversal displacement field 𝑤, is represented v.s. the 
normalized excitation frequency of the fluctuating part of the pressure. One ca see that the axisymmetric 
oscillation loses stability close to the resonance, the instability of axisymmetric vibration gives rise to 
the onset of asymmetric vibration of the spherical cup, even though the uniform pressure provides ax-
isymmetric excitation 
 

 

 

  
 

 

Figure 1: Geometry of the cap, a) lateral view, b) top view. Amplitude frequency diagram c).  
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Parametric Vibrations of a System of Oscillators Connected  

with Periodically Variable Stiffness 
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* Presenting Author 

Abstract: The work is a part of a larger project concerning investigations of different config-

urations of connected oscillators with direct and parametric forcing sources. Among others, 

we present preliminary numerical studies of dynamics of a system composed of two oscilla-

tors connected with periodically variable stiffness. Each of the oscillators is connected to the 

fixed support with the use of a nonlinear magnetic spring. Based on the derived mathematical 

equations of the parametric system, a bifurcation plot was calculated for different shaft 

speeds. Bifurcation analysis shows both the ranges of periodic and chaotic motion. As an ad-

ditional part, we will realize this kind of mechanical system from an electrical point of view, 

and we shall observe the phenomena experimentally. 

Keywords: parametric oscillations, rectangular cross-section shaft, impact, bifurcation 

1. Introduction 

The dynamics of parametric systems are characterized by the existence of many stable and unstable 

regions. Examples of such systems where parametric vibrations occur are, for example, shafts with 

non-circular cross-section or with asymmetrical stiffness in different directions of vibration of such a 

shaft. A few nonlinear behaviors of these systems have been studied, and the theory is still under 

process to reach some maturity [1-4]. Our recent work presents a preliminary numerical investigation 

of a system composed of two oscillators connected with periodically variable stiffness (see Fig. 1a). 

Each of the oscillators is connected to the fixed support with the use of a nonlinear magnetic spring.  

2. Results and Discussion  

The system is described by the following differential equations: 𝑚1𝑥̈1 + 𝐹𝑅1(𝑥̇1) + 𝐹𝑆1(𝑥1) +
𝑘𝑐(𝑡)(𝑥1 − 𝑥2) = 0 and 𝑚2𝑥̈2 + 𝐹𝑅2(𝑥̇2) + 𝐹𝑆2(𝑥2) + 𝑘𝑐(𝑡)(𝑥2 − 𝑥1) = 0, where, 𝐹𝑅𝑖(𝑥̇𝑖)=𝑐𝑖𝑥̇𝑖 +

𝑇𝑖𝑥̇𝑖(𝑥̇𝑖
2 + 𝜀2)

−1/2
 is model of resistance in the bearings and the term (𝑥̇𝑖

2 + 𝜀2)
−1/2

 is smooth 

approximation of function sign(𝑥̇𝑖),  𝐹𝑆𝑖(𝑥𝑖) = 𝐹𝑀(𝛿 − 𝑥𝑖) − 𝐹𝑀(𝑥𝑖 + 𝛿) is magnetic spring force, 

where 𝐹𝑀(𝑧) = 𝐹𝑀0(𝑑1𝑧 + 1)−4,  and  𝑘𝑐(𝑡) =
𝑘𝜉+𝑘𝜂

2
+

𝑘𝜉−𝑘𝜂

2
cos(2𝜔𝑡) is the stiffness coupling of 

the oscillators that varies periodically. We are going to build an experimental rig which is a special 

configuration of the stand used in the work [5]. For the initial simulation tests, we have assumed the 

parameter values as: masses of the carts 𝑚1 = 8.0985 kg and 𝑚2 = 6.7838 kg, linear damping 

coefficients 𝑐1 = 𝑐2 = 8 Ns/m, dry friction forces 𝑇1 = 𝑇2 = 1.9 N, parameters of the magnetic 

spring model 𝐹𝑀0 = 360 N and 𝑑1 = 50 m−1, shaft stiffness coefficients 𝑘𝜉 = 262.5 N/m and 𝑘𝜂 =
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2916.67 N/m, the distance between the magnets in equilibrium position 𝛿 = 0.03 m. Moreover, it is 

assumed that, 𝜀 = 0.001 s/m. 

In Fig. 1b, we have shown the numerically obtained bifurcation diagram of the considered system 

with the angular frequency of parametric forcing 𝜔, playing the role of a control parameter, keeping 

the rest parameters fixed. There, we can see that there is an interplay between the periodic and chaotic 

attractors just after the bifurcation point. The periodic attractors with different periodicities are the 

windows in between chaos. 

a) 

  

  

 

  

    

  

  

  

 

  

  

  

 

  

  

b)   

Fig. 1. Scheme of the investigated system (a) and bifurcation diagram (b) 

3. Concluding Remarks 

The presented investigations are a part of the larger project concerning parametric vibrations of the 

systems of connected mechanical oscillators with different kinds of excitations. Preliminary studies 

show that even the dynamics of the system composed of two oscillators connected to the fixed sup-

port with the nonlinear magnetic springs and the use of periodically variable linear stiffness exhibit 

complex bifurcation and chaotic dynamics. The hardening stiffness nonlinearity prevents the system 

from large oscillations in the vicinity of resonances and, instead of this, leads to complex bifurcation 

dynamics. 

Additionally, we are going to construct the electrical analog of this mechanical system. The motiva-

tion is that such experiments are really inexpensive, and it is easy to vary the parameters in an elec-

tronic circuit. We shall simplify the equations of motion of the system and implement them in an 

electronic circuit. 

Acknowledgment: This work has been supported by the Polish National Science Centre, Poland 
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Abstract: In this work, we introduce a new approach, based on symbolic dynamics and com-

plex network formalism, to characterize multistability in the remote synchronization phenom-

ena, where the dynamical system is governed by the Stuart-Landau equation and the topology 

is star-like. This methodology has already been used to detect periodic windows and chaos in 

nonlinear systems and we show that it is able to detect the regions where multistability takes 

place and we compare the results obtained by traditional methods. 

Keywords: synchronization, multistability, symbolic dynamics 

1. Introduction 

 Two of the most important phenomena in nonlinear dynamical systems are multistability and 

remote synchronization. In the first, the system may enter in different states after a transient, due to 

the coexistence of multiple attractors, which implies that the final state has a strong dependence to the 

initial conditions, in a way that the synchronous state is reached only by a set of these values [1]. In 

the latter, dynamical units that are not directly connected enter in a synchronous state [2]. In order to 

quantify the synchronization of dynamical systems, metrics like the order parameter and the partial 

synchronization index are used [3]. 
 An alternative approach to study the dynamics of nonlinear systems was proposed [4,5]. With 

this method, instead of using usual metrics to characterize the system, like Lyapunov exponents and 

bifurcation diagram, metrics from complex networks like mean degree and betweenness centrality is 

used. This approach makes use of the time series of the system to generate undirected graphs by uti-

lizing symbolic dynamics and then uses the formalism of complex networks to extract information of 

these graphs and then characterize the system. It was shown that this method is able to detect periodic 

windows and chaos in the Logistic and Hénon maps [4]. 
 In this work, we introduce a new way to characterize multistability in the phenomena of remote 

synchronization making use of symbolic dynamics and complex network formalism. Our approach is 

not able to differ from a synchronous to a non-synchronous state but it is capable of detecting the 

region where multistability takes place. 
  

2. Results and Discussion 

The system is given by a star topology composed of eleven nodes whose dynamics is modelled by 

the Stuart-Landau equation [6]. This system was studied by [7] and presented multistability in the 

synchronization of the peripheral nodes in a certain region of coupling. In this work we make use of 
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symbolic dynamics (model DCSD in [4]) to turn the time series of the oscillators into a binary series 

and, after that, into a decimal series. This decimal series is then converted in networks, where each 

number corresponds to a node and there exists a connection between two nodes in the network only if 

they are neighbours in the decimal series. Metrics like betweenness centrality, density and mean de-

gree are then calculated. For a fixed value of coupling, twenty distinct time series, and consequently, 

twenty distinct graphs are generated for each oscillator. Also, this procedure is done for several values 

of coupling. The mean and standard deviation of these complex network metrics are then calculated 

and compared to the usual metric used, called partial synchronization index [3], which is frequently 

used to quantify remote synchronization. By comparing both methods it is able to verify the existence 

of a multistability region at the same coupling interval. 
  
 

3. Concluding Remarks 

 The results show that the methodology applied in this work is capable of detecting the multi-

stablity region, although outside this region it can not distinguish from the synchronous to the non-

synchronous state. 
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Abstract: In this paper we present the dynamic behavior of a system of linear and nonlinear 

coupled oscillators with the same damping term implemented by a nonlinear electronic cir-

cuit. The dynamic behavior is directly related to the damping parameter as well as the other 

parameters. We observe the alternation between periodic, chaotic and quasi-periodic oscilla-

tion. 

Keywords: nonlinear oscillator, chaotic behavior, electronic circuits 

1. Introduction  

Systems of coupled oscillators play an essential role in physics and engineering [1]. In this work, we 

study a system of linear and nonlinear coupled oscillators with the same damping term. The system is 

mathematically described by 

  ( 1) 

 and  are the nonlinear and the linear coefficients,  is a coupling parameter and  the damping 

parameter. The system has only one non-hyperbolic equilibrium point (0,0,0,0), so the possible attrac-

tors are hidden [2]. The electronic circuit of figure 1 implements the above nonlinear system. 

2. Dynamic behavior 

Figure 2 presents the bifurcation diagram[3] of the nonlinear variable  related to the damping pa-

rameter  for  and values of the initial conditions 

. The system oscillates in different ways: regularly 

with variant periods, quasi-periodically, and chaotically related to the damping parameter. The maxi-

mal Lyapunov Characteristic Exponent[4] of the system confirms this rich dynamical behavior. 

Figure 4 presents the behaviour of the nonlinear variable  related to the coupling parameter  for 

 and the same initial conditions . For values of  the system oscillates 

periodically and then for  starts to oscillate chaotically. Also, for  there is a change 

between regular and non regular oscillations. 
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3. Discussion 

The addition of the same damping parameter of the nonlinear oscillator in an undamped oscillator 

drastically changes the dynamics of the system of the coupled oscillators and leads to a rich dynam-

ical behavior. Both the damping and the coupling parameter play an essential role in the oscillations 

of the system.  

The nonlinear electronic circuit that implements the proposed system allows us to study and experi-

mentally confirm the above results. Also, it opens perspectives for using such oscillators in electronic 

applications. 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

References 

[1] NAYFEH A.H, MOOK D.T: Nonlinear Oscillations, Wiley1995. 

[2] LEONOV G. A., KUZNETSOV N.V.: Hidden attractors in dynamical systems. From hidden oscillations in Hil-

bert–Kolmogorov, Aizerman, and Kalman problems to hidden chaotic attractor in Chua circuits." Interna-
tional Journal of Bifurcation and Chaos 23.01 (2013): 1330002. 

[3] GUCKENHEIMER J., HOLMES P.J.: Nonlinear Oscillations, Dynamical Systems, and Bifurcations of 

Vector Fields, 1983, Springer- Verlag New York. 
[4] SKOKOS C.: The Lyapunov characteristic exponents and their computation. Dynamics of Small Solar Sys-

Fig.1: Circuit implementation 

Fig.3: The behaviour of the nonlinear variable  

related to thecoupling parameter. 
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Abstract: It will be considered  a new bifurcation approach to the analysis of solutions of 

Hamiltonian systems with three degrees of freedom, which implies the construction of an ap-

proximating extended two-parameter dissipative system whose stable solutions (attractors) are 

arbitrarily exact approximations to solutions of the original Hamiltonian system. It will be 

shown on the basis of numerical experiments for several Hamiltonian systems with three de-

grees of freedom such as Yang-Mills-Higgs  and generalized Mathieu-Magnitskii systems  

that, in these systems, transition to chaos takes place not through the destruction of two-

dimensional or three-dimensional tori of the unperturbed system in accordance with KAM 

(Kolmogorov-Arnold-Moser) theory, but, conversely, through the generation of complicated 

two-dimensional and three-dimensional tori around cycles of the extended dissipative system 

and through an infinite cascades of bifurcations of the generation of new cycles, tori and sin-

gular trajectories in accordance with the universal bifurcation FShM (Feigenbaum-

Sharkovskii-Magnitskii) theory. 

       Keywords: keyword 1, keyword 2, keyword 3 (max 5 keywords) 
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* Presenting Author 

Abstract: The paper considers the model of a two-link manipulator with constant delays. For 

the given reference trajectory the model is reduced to the four-order system of ordinary differ-

ential equations with two delays, which allows us to apply the methods of qualitative analysis 

of dynamics’ systems. Stability research focuses on local asymptotic stability with the help of 

analyzing quasipolynomial near equilibrium state. In one special unstable case, the eigenvalues 

in a clear form are gotten. Nonlinear analysis is based on phase plots and computing some 

numerical characteristics. Namely, the bifurcation plot which was constructed on the base of 

the Poincare section has shown the appearance of chaotic behavior as a result of increasing time 

delays. The analytical results of the work include presenting the model in the form of ordinary 

differential equations with delays, finding eigenvalues of the characteristic polynomial in some 

special case. They have been obtained with the help of symbolic computation in the Yacas 

computer algebra system. Numerical characteristics with the facilities of visualization have 

been calculated in nonlinearTseries package in R. 

Keywords: two-link manipulator, local asymptotic stability, delay, nonlinear analysis, Poincare sec-

tion, bifurcation plot. 

1. Introduction 

Recently the model of a two-link manipulator (Fig. 1) 

attracts more attention from viewpoint of computing 

facilities of software to get its trajectories [1-3].   On 

the other hand, its qualitative analysis is of importance. 

In turn, cumbersome nonlinearities in the right-hand 

side do not allow us to get clear analytical results, e.g., 

for stability research. Here we study the delayed model 

on the basis of the system of nonlinear differential 

equations with angles 𝜃1, 𝜃2 and velocities 
 

𝑧1 =
d𝜃1

d𝑡
, 𝑧2 =

d𝜃2

d𝑡
.     (1) 

 

Thus, given reference trajectory 

(θ1
𝑟(𝑡), θ2

𝑟(𝑡), 𝑧1
𝑟(𝑡), 𝑧2

𝑟(𝑡))  we consider the system           Fig. 1. Model of a two-link manipulator 
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τ1(𝑡 − 𝑑1) = (
𝑚1𝑙1

2

3
+ 𝑚2𝑙1

2 +
𝑚2𝑙2

2

3
+ 𝑚2𝑙1𝑙2 cos 𝜃2)

d𝑧1

d𝑡
+ (

𝑚2𝑙2
2

3
+

𝑚2𝑙1𝑙2

2
cos 𝜃2)

d𝑧2

d𝑡
−

𝑚2𝑙1𝑙2

2
sin 𝜃2 𝑧2

2 − 𝑚2𝑙1𝑙2 sin 𝜃2 𝑧1𝑧2 +
𝑚1𝑔𝑙1

2
cos 𝜃1 +

𝑚2𝑔𝑙2

2
cos(𝜃1 + 𝜃2) + 𝑚2g𝑙1 cos 𝜃1,  

𝜏2(t − d2) = (
𝑚2𝑙2

2

3
+

𝑚2𝑙1𝑙2

2
cos 𝜃2)

d𝑧1

d𝑡
+

𝑚2𝑙2
2

3

d𝑧2

d𝑡
+

𝑚2𝑙1𝑙2

2
sin 𝜃2 𝑧1

2 +
𝑚2𝑔𝑙2

2
co s(𝜃1 + 𝜃2),

 (2) 
 

where   

 τ1(𝑡 − 𝑑1) = 𝑘1,1
1 (θ1(𝑡 − 𝑑1) − θ1

𝑟(𝑡 − 𝑑1)) + 𝑘1,2
1 (𝑧1(𝑡 − 𝑑1) − 𝑧1

𝑟(𝑡 − 𝑑1)) +

𝑘1,1
2 (θ2(𝑡 − 𝑑2) − θ2

𝑟(𝑡 − 𝑑2)) + 𝑘1,2
2 (𝑧2(𝑡 − 𝑑2) − 𝑧2

𝑟(𝑡 − 𝑑2)),  

τ2(𝑡 − 𝑑2) = 𝑘2,1
1 (θ1(𝑡 − 𝑑1) − θ1

𝑟(𝑡 − 𝑑1)) + 𝑘2,2
1 (𝑧1(𝑡 − 𝑑1) − 𝑧1

𝑟(𝑡 − 𝑑1))

+ 𝑘2,1
2 (θ2(𝑡 − 𝑑2) − θ2

𝑟(𝑡 − 𝑑2)) + 𝑘2,2
2 (𝑧2(𝑡 − 𝑑2) − 𝑧2

𝑟(𝑡 − 𝑑2)) 

 

 𝑚1, 𝑚2, 𝑙1, 𝑙2 are masses and lengths of links, 𝑔 is acceleration of gravity, 𝑘𝑖,𝑗
𝑛 , 𝑖, 𝑗, 𝑛 ∈ {1,2}  are 

gains, 𝑑1, 𝑑2 are constant time delays with the respect to the first and second joints respectively.   

Equations (2) can be presented as nonstationary ordinary differential equations with the delays 

 
d𝑧1

d𝑡
= 𝑓1(𝑡, 𝜃1(𝑡), 𝜃2(𝑡), 𝑧1(𝑡), 𝑧2(𝑡), 𝜃1(𝑡 − 𝑑1), 𝜃2(𝑡 − 𝑑2), 𝑧1(𝑡 − 𝑑1), 𝑧2(𝑡 − 𝑑2)), 

d𝑧2

d𝑡
= 𝑓2(𝑡, 𝜃1(𝑡), 𝜃2(𝑡), 𝑧1(𝑡), 𝑧2(𝑡), 𝜃1(𝑡 − 𝑑1), 𝜃2(𝑡 − 𝑑2), 𝑧1(𝑡 − 𝑑1), 𝑧2(𝑡 − 𝑑2)).

 (3) 
 

That is (1), (3) combined with the corresponding initial conditions present model to be investigated. 

2. Stability Research 

In the non-delayed case when investigating local asymptotic stability, we have calculated Jacobian for 

the system (1), (3) for the neighbourhood of equilibrium state ℰ1
0 = (0,0, 𝜃1

0 , 𝜃2
0)⊤ having the form  

 

    𝐽 = [

0 0 𝐽13 𝐽14

0 0 𝐽23 𝐽24

1 0 0 0
0 1 0 0

], (5) 

 

and corresponding eigenvalues being  

λ 1,2,3,4 = ±√
1

2
(𝐽13 + 𝐽24 ± √(𝐽13 + 𝐽24)2 − 4(𝐽14𝐽23 − 𝐽13𝐽24)), 
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Nonlinear dynamics of semiconductor lasers and optical   

resonator systems: Chaos, bifurcations and attractors 
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Abstract: An advanced chaos-geometric computational approach to analysis, modelling and 

prediction of the non-linear dynamics of semiconductor laser and optial resonator systems  

with elements of the deterministic chaos is briefly presented.  The approach is based on using 

the nonlinear analysis and chaos theory techniques such as a wavelet analysis, multi-fractal 

formalism, mutual information approach, correlation integral analysis, false nearest neighbour 

algorithm, the Lyapunov’s exponents analysis, surrogate data method, prediction models etc. 

There are listed the advanced numerical data on the topological and dynamical invariants 

(correlation, embedding,  Kaplan-York dimensions, the Lyapunov’s exponents, 

Kolmogorov’s entropy etc) of  chaotic dynamics for the semiconductor GaAs/GaAlAs laser 

with a retarded feedback and optical resonator systems.  

Keywords: nonlinear dynamics, semiconductor laser and resonator systems 

1. Introduction. Universal Chaos-Geometric Approach to Laser and Resonator Sys-

tems Dynamics 

A quantitative study of the chaos phenomenon features in the quantum electronics systems and 

devices is of a great interest and importance for many scientific and technical applications [1-3]. 

Chaotic fluctuations in the laser diodes dynamics deserve much attention because of their potential for 

unprecedented application of the technologies, secure communication, the construction of chaotic 

lidars, optical reflectometers, true random number generators etc. It is known that a transition to chaos 

in dissipative regime of functioning of NMR-maser provides the construction based on a new type of 

detecting signals with unprecedented sensitivity especially when approaching control parameter to the 

point of doubling bifurcation. The numerical results of study (data on the topological and dynamic 

invariants) of chaos generation dynamics in some quantum generator and laser systems with a few 

controlling parameters have been presented in [1-3].   

This paper goes on our work on studying and advancing an effective computational approach to 

analysis and prediction of the non-linear dynamics of semiconductor laser and optial resonator sys-

tems with elements of the deterministic chaos [2-4]. In particular, the are presented the results of 

analysis, modelling and processing the corresponding chaotic time series of thesemiconductor 

GaAs/GaAlAs laser with a retarded feedback and some optical resonator systems. The computational 

approach applied includes a combined set of non-linear analysis and chaos theory methods such as an 

autocorrelation function method, correlation integral approach, average mutual information, surrogate 

data, false nearest neighbours algorithms, the Lyapunov’s exponents (LE) and Kolmogorov entropy 

analysis, spectral methods and nonlinear prediction (predicted trajectories, neural network etc) algo-

rithms (in versions [2,3,5,6]).  
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2. Results and Discussion 

As illustration in Table 1 our computational data on the Lyapunov’s exponents, Kaplan-York 

attractor dimensions, the Kolmogorov entropy  for the corresponding chaotic time series of the 

semiconductor GaAs/GaAlAs laser with a retarded feedback [(e.g. [1,3]) are listed. In the system an 

instability is generated by means of the retarded feedback during changing the control parameter such 

as the feedback strength  (or in fact an injection current).  

Table 1. The Lyapunov’s exponents (i), Kaplan-York dimension (dL), Kolmogorov entropy  Kentr 

Regime 1 2 3 dL Kentr 

Chaos (I) 0.151 0.00001 -0.188 1.8 0.15 

Hyperchaos (II) 0.517 0.192 -0.139 7.1 0.71 

 

As the analysis shows there is appeared a multi-stability of different states with the modulation peri-

od: Tn=2/(2n+1), n=0, 1,2,…  The state n = 0 is called as a ground one. With respect to the frequency 

modulation, other states are called as the 3rd, 5th  harmonics and so on. A scenario of chaos generation 

is in converting initially periodic states into individual chaotic states with increasing the parameter  

through a sequence of the period doubling bifurcations. Further there is appeared a global chaotic 

attractor after merging an individual chaotic attractors according to a few complicated scenario (e.g. 

[1,3]. The analogous numerical analysis, modelling, forecasting procedure are realized for some 

optical resonator systems. 

3. Concluding Remarks 

There are presented the fundamentls of a chaos-geometric computational approach to analysis, 

modelling and prediction of the non-linear dynamics of semiconductor laser and optial resonator 

systems with elements of the deterministic chaos. There are listed the advanced numerical data on the 

topological and dynamical invariants (correlation, Kaplan-York dimensions,  Lyapunov’s exponents 

etc) of  chaotic dynamics for the semiconductor laser and optical resonator systems. 
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Abstract: We consider an autonomous damped 2-DOF mechanical system in which the two 

DOFs are coupled by a linear spring. A circulatory force is introduced into the system that 

may result in self-excited vibrations. A nonlinearity is added in the form of a cubic spring so 

that there are three fixed points, two of them are stable without the circulatory force, i.e., a bi-

stable behaviour. The basins of attraction for different values of the circulatory force are nu-

merically studied to see how the patterns of them change. Using a Poincaré map, the basins of 

attraction have three dimensions and they are cut with further cross-sections for the ease of 

visualization. The results are usually complicated maps with non-smooth boundaries, except 

when the circulatory force uncouples one DOF from the other. Special patterns of the maps 

are seen when in the nonlinear case a stable limit cycle is about to occur. Even in the case 

without stable limit cycle, initial conditions within the special range may lead to hundreds of 

cycles of periodic-like transient motion before asymptotically converge to a stable fixed point. 

Phase planes and bifurcation diagrams are also used, and multiple coexisting periodic solu-

tions are found. Strong symmetric and asymmetric autonomous bursts are found. 

Keywords: basins of attraction, circulatory force, self-excited vibration, transient motion, bursting 

1. Introduction 

Mechanical systems with circulatory terms show a number of interesting phenomena, e.g., transient 

growth [1]. In an earlier paper [2], the authors investigated differences in the behaviours of linear 2-

DOF systems with and without circulatory matrices having same maximum real parts of eigenvalues. 

The current presentation is adding the influence of nonlinearities and focusing on the circulatory case. 

The added nonlinearity is in the form of a cubic spring with a negative linear term which is adjusted 

according to the circulatory term so that there are two fixed points (x, z) = (1,0.1) and (–1,–0.1) aside 

from the unstable trivial solution. Phase planes, basins of attraction and bifurcation diagrams are used 

to study the global dynamics of the system. Multiple numerical methods, including cell-mapping 

method, are employed. 

2. Results and Discussion 

When the circulatory term (characterized by parameter χ) is small enough, solutions are converging to 

one of the two stable fixed points. The basins of attraction for different values of χ are numerically 

studied to see how the patterns of them change. The results are maps with non-smooth boundaries, 

except when the circulatory force uncouples one DOF from the other (Fig. 1a). The cross-sections of 

the basins of attraction show partially structured as well as fractal pattern (Fig. 1b) when χ increases 
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to a bifurcation value where the first inter-well limit cycle appears. The basin of attraction of the limit 

cycle appears and grows within the region of that special pattern (Fig. 1c). Closely before the bifurca-

tion value, the limit cycle does not exist yet, but a periodic-like transient motion lasting for hundreds 

of cycles is observed. 

When χ is high enough, all the fixed points become unstable, and many more periodic solutions ap-

pear, both symmetric and asymmetric. The periodic solutions show stronger bursting characteristic 

when χ is increased. Coexisting stable periodic solutions and period-doubling bifurcations are seen on 

the bifurcation diagram. 

 

 

Fig. 1. Basins of attraction  

3. Concluding Remarks 

The circulatory force strongly affects the system’s behaviour both in the linear case [2] and in the 

nonlinear case. Special patterns of basins of attraction are seen when in the nonlinear case the first 

inter-well limit cycle nearly occurs. The considered system also witnesses a long-lasting transient 

motion, which might not be negligible in practical applications. Many more coexisting stable periodic 

solutions are found. The solutions are strongly bursting with appropriate parameters. 
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Abstract: In this paper, both experimental and numerical results of the dynamics of a pendu-

lum with a neodymium magnet and an aerostatic bearing are presented. The experimental 

stand includes the pendulum with the neodymium magnet at the end of the rod, whereas four 

electric coils are placed underneath. The pivot of the pendulum is supported on the aerostatic 

bearing. As a result, dry friction resistance in the pivot joint can be negligible and it has only a 

viscous character. The electric current with a given frequency and duty cycle and of a square 

waveform flows through the coils. Interaction between the neodymium magnet and the elec-

tric coils leads to the forced angular motion of the pendulum with the neodymium magnet. 

Both mathematical and physical models with experimentally confirmed system parameters are 

derived. The results of the simulation and experiment showed rich dynamics of the system, 

including various types of regular motion (multi-periodicity) and chaos. 

Keywords: nonlinear dynamics, electromagnetic field, physical pendulum, aerostatic bearing 

1. Introduction 

Non-linear character of the motion and very simple construction make the pendulum an often used 

object of many investigations of dynamics systems [1, 2, 3]. On the base of the interaction between 

electric and magnetic fields, for instance an electric motor works, which proves the great popularity 

of using this dependency nowadays [4, 5, 6, 7]. Physical pendulum driven by electromagnetic field 

research are willingly extended to create more complex systems and relationships [8, 9]. In this paper, 

mechanical energy is produced using the above-mentioned interaction in order to force motion of the 

physical pendulum. The axis of pendulum’s rotation coincides with the shaft’s axis suspended in the 

pressured air generated by an aerostatic bearing. This system is coherent, so the pendulum's motion is 

closely dependent on the force generated by the electromagnetic field, but also on the distance from 

the coil. The object of studies in this article are the presented dependencies. 

2. Results and Discussion 

In the presented paper the system of a physical pendulum supported by aerostatic bearing and sub-

jected to an asymmetric repulsive magnetic field was studied. Physical model of the system is shown 

in Fig. 1. The magnetic field was induced by the four electric coils powered by a rectangular current 

signal with controlled values of frequency, duty cycle and amplitude. The magnetic field was alternat-

ing which directly influenced the dynamics of the pendulum. 
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Fig. 1. Physical model of the system: 1 – neodymium magnet, 2 – pendulum, 3 – electric coils, 4 – aerostatic 

bearing, 5 – shaft. 

 

3. Concluding Remarks 

The physical and mathematical models of the considered system were developed. The numerical and 

experimental time histories plots of periodic motion with good agreement were shown. The bifurca-

tion analysis was presented for increasing and decreasing paths of frequency as a control parameter. A 

set of phase plots were used to show the evaluation of chaotic motion. The system and experimental 

stand offer many opportunities for further research. 
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Abstract: In this paper we consider the problem of detection periodic and multi-periodic so-

lutions of dynamical systems with a special Hamiltonian structure [1]. The detection of peri-

odic solutions of dynamical systems is carried out by means of an analysis of the Poincaré 

sections of phase space on the plane for the presence of closed trajectories of a special kind on 

these sections. In most regular cases, the trajectories under investigation represent special ge-

ometric shapes - like circles, an ellipse, etc. To solve the problem of recognizing such forms, 

it is proposed to use the evolutionary method of bacterial search for stochastic global optimi-

zation - adaptive bacterial foraging optimization. 

Keywords: The dynamical systems, the Hamiltonian systems, the periodic and quasi-periodic orbits 

the regular behaviour system, the bacterial foraging optimization 

1. Introduction  

We consider n-dimensional Hamiltonian system. According to the KAM theory, the system with 

the Hamiltonian is called integrable, if there is a canonical transformation to a new variable angle. 

The existence of n integrals of motion means are that a 2n-dimensional phase space of an integrable 

Hamiltonian path belongs to the n-dimensional set, which has the topology of the n-dimensional 

torus. On that torus the system trajectory is presented by the winding. If the ratio of the frequencies 

along the meridians and parallels rationally, the trajectory is closed. If the frequency ratio is irrational, 

then the trajectory of a dense way fills the surface n-dimensional torus. In this case, the motion is 

chaotic. Torus on which the winding «not irrational», frequency ratio does not satisfy become unsta-

ble and collapse. Also with the destruction of some torus is born smaller tori, which in the Poincare 

section correspond to elliptic fixed points interspersed with hyperbolic fixed points. The process of 

destruction of some tori and the birth of other smaller breeds continues self-similar distribution of 

elliptic and hyperbolic fixed points in the Poincare section. We are interested in automatic detection 

integrable cases with help numerical researches [1]. 

 

2. Results and Discussion 

For this we carry out investigations the numerical researches of phase space, which consist of set 

of not intersected phase trajectories by means of Poincare's sections. Poincare's section, which are 

constructed in the phase space, have dimensionality on unit is less than dimensionality of researched 

dynamical system. The exceptional interest the dynamical systems of the third and fourth order is 

represented. Poincare's sections  for such systems will represent certain graphic images on a plane or 
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in space accordingly. If points of a phase flow are formed  a closed curve, then it is possible to speak 

about the regular behaviour (periodic or multi-periodic) of  Hamilton systems. The particular interest 

is represented by dynamic systems for which there is a possibility of reconstruction and investigation 

of global Poincare's section. Though creation of section of Poincare of phase space happens approxi-

mately by means of integration numerical methods on the fixed interval of time, it appears enough 

what to understand an overall picture of behaviour of Hamilton system. The received phase portraits 

of two-dimensional and three-dimensional sections of Poincare of Hamilton systems can be re-

searched by means of automatic pattern recognition techniques.  

So, in the integrable cases Poincare section will be of a surface area, which shows a certain type of 

closed curves: circles, ellipses and other algebraic curves with or without self-intersection. These 

cases correspond to the regular (periodic or multi-periodic) solution of a nonlinear dynamical system. 

We use a recently developed swarm intelligence technique, known as the Bacterial Foraging Optimi-

zation Algorithm (BFOA) [2] for automatic detecting circle shapes from digital images. We  develop 

an adaptive version of BFOA is then applied to search the entire edge-map for circular shape. Each 

bacterium here models a trial circle and a fuzzy objective function has been derived over the domain 

of such trial circles. The better a test shape approximates the actual edge-shape, the lesser becomes 

the value of this function. Minimization of the objective function with BFOA ultimately leads to the 

fast and robust extraction of circular shapes from the given image. In the work consider the conditions 

of applicability of this approach for different geometric forms, which we have classified on the map 

Poincare.  The parameters which the method will give the most optimal result are calculated. 

 

3. Concluding Remarks 
 

In this works for dynamical system [1] with help program Modeler the global spherical Poincaré 

section are investigated. This section builds a three-dimensional sphere and shows a set of points 

(point cloud). In regular cases, these sets of points form a three-dimensional «closed curve» with self-

crossing or without self-crossing. A particular case of this curve is a circle or ellipse, which lies on the 

surface of a sphere, with the centre of the circle can pass or not pass through the centre of the sphere.  

New program module are develop and integrated to program Modeler.  This module are detected 

and recognised of three-dimensional convex closed analytic curves constructed on the Poisson sphere 

using the  adaptive method of BFOA for all parameters of model. 
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Abstract: This work investigates the dynamics of a microbeam-based MEMS in the neigh-

bourhood of the first natural frequency. The device is intentionally designed to have the ca-

pacitor gap larger than the air gap. When the oscillation reaches elevated amplitudes, the mi-

crobeam impacts with the substrate. This event causes the lengthening of the resonant branch 

and the concurrent activation along this range of an internal resonance between the first and 

the third mode.  

Keywords: MEMS, impacting dynamics, internal resonance 

1. Introduction 

Nonlinear features of MEMS/NEMS are increasingly applied for novel devices to achieve superior 

performances [1, 2]. Special attention is devoted to the nonlinear interactions among different vibra-

tion modes and the related energy transfer [3, 4]. The present work is focused on a MEMS device 

electrically actuated and investigates the internal resonance induced in the impacting dynamics.  

2. Results and Discussion 

The MEMS device under investigation is constituted by a clamped-clamped rectangular mi-

crobeam electrically actuated by an electrode placed directly underneath it on a substrate. An optical 

image is reported in Fig. 1(a). For bottom to top, the microbeam is composed of 1.5 μm Silicon Ni-

tride, 50 nm Chrome, and 200 nm Gold. The lower electrode is composed of 50 nm Chrome, and 200 

nm Gold. The microbeam has length 400 μm and width 50 μm. The lower electrode spans half of the 

length of the microbeam. The equivalent capacitor gap is composed of both the air gap plus the con-

tribution due to the Silicon Nitride layer, i.e. is larger than the air gap.  

An extensive experimental investigation is conducted, where both forward and backward sweeps 

are acquired. Both resonant and non-resonant branches are detected, which exhibit hardening bending 

behaviour. When reaching elevated oscillation amplitudes, the resonant branch impacts with the 

substrate, after which oscillations continue for a non-negligible range of the driving frequency. Along 

a part of this interval, the system experiences the activation of the internal resonance with the third 

mode (second symmetric). An example of the corresponding FFT spectrum extracted from the data 

experimentally acquired at the internal resonance dynamics is reported in Fig. 1(b), showing the 

occurrence of both the main first mode peak and the third mode one. 
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(a)            (b) 

 

Fig. 1. (a) Optical image of the fabricated MEMS device. (b) FFT spectrum of the device experimental response at 

the internal resonance in the impacting dynamics. 

Constantly referring to the experimental data, numerical simulations are developed. The impact 

with the substrate is modelled as a nonlinear foundation of springs and dampers. A two degrees of 

freedom Galerkin reduced-order model is derived accounting for both the first and the third mode 

dynamics, where the electric force term is integrated numerically. The main aspects induced by the 

impacts are analysed. The internal resonance activated along this range visibly alters the device re-

sponse, which occurs for a wide operational range. Close is the correspondence of the theoretical 

simulations with the experimental data. 
 

3. Concluding Remarks 

The impacting dynamics occurring in the experimental data of a MEMS device are analysed. Not only 

the lengthening of the range of existence of the resonant branch is observed, but also the activation 

along this interval of an internal resonance is detected. We emphasize the relevance of these results 

for the design stage. 
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Abstract: It is considered the system composed of a cart moving along a linear rolling bear-

ing with harmonic excitation produced by a stepper motor with an unbalanced disk. The mag-

netic field is generated by a pair of non-point neodymium magnets, one of which is mounted 

on the cart, whereas another one is fixed on the guide out of the axis of oscillations. The 

mathematical model for the cart dynamics is derived where the scaled point dipoles approxi-

mation of magnetic interaction is used. The numerical and bifurcation analysis of the model 

presented is carried out and compared to the experimental results. 

Keywords: magnetic pendulum, forced oscillations, bifurcations. 

1. Introduction 

In contrast to the dynamics of linear system, the behaviour of nonlinear systems are much more 

diverse and complex [1]. It depends on the peculiarities of system’s construction, regimes of its op-

eration, and many other reasons. Therefore, the nonlinear systems are the permanent source of new 

studies and inventions. This work deals with the relatively simple mechanical model, but the incorpo-

ration of nonlinear magnetic interaction leads us to the statement of new problems in the field of 

nonlinear dynamics. Thus, we continue the studies of the system presented in [2] and we develop the 

physically motivated description for the magnetic interactions produced by non-point magnets. 
 

2. Results and Discussion  

The experimental stand (Fig.1a) we treat consists of trolley moving along a linear rolling bearing 

with periodic forcing realized by the use of rotating unbalanced disk driven by a stepper motor. The 

stiffness is composed of linear elasticity generated by linear mechanical spring and nonlinear stiffness 

produced by a pair of repulsive neodymium magnets of axes perpendicular to the direction of system 

motion. The position of the system is measured by the use of Hall sensors.  
The mathematical description of the physical model (Fig. 1b) of the experimental stand (Fig. 1a) 

reads as follows :  

𝑚 𝑥̈ + 𝐹𝑅(𝑥̇, 𝑥) + 𝐹𝑆(𝑥) = 𝑚0𝑒𝜔2sin 𝜔𝑡,                    (1) 

where 𝐹𝑅(𝑥̇, 𝑥) is a resistance force; 𝐹𝑆(𝑥) is a restoring force. When the magnets are absent, the 

resistance force incorporates the viscous force 𝑐𝑥̇ and dry friction 𝑇 sign 𝑥̇, whereas 𝐹𝑆 = 𝑘𝑥. Add-

ing the magnets causes the appearance of magnetic repulsive force 𝐹⃗𝑀 which makes the contribution 
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to 𝐹𝑆 and 𝐹𝑅. To estimate 𝐹⃗𝑀, we adopt the point dipoles approximation. According to this approach, 

the repulsive magnetic force 𝐹⃗𝑀 = −𝛻(𝑛⃗⃗ ⋅ 𝐵⃗⃗), where 𝐵⃗⃗ =
𝐹0

𝑛2|𝑟|3
(3(𝑛⃗⃗ ⋅ 𝑟̂)𝑟̂ − 𝑛⃗⃗), the magnetic mo-

ment 𝑛⃗⃗ = (0, 𝑛), 𝑟 = (𝑥, 𝑧), 𝑟̂ = 𝑟/|𝑟|. Thus, we get 𝐹⃗𝑀 = (𝐹𝑀
𝑥 , 𝐹𝑀

𝑧 ) = 𝐹0 (
3𝑥(4𝑧2−𝑥2)

(𝑥2+𝑧2)7/2 ,
3𝑧(2𝑧2−9𝑥2)

(𝑥2+𝑧2)7/2 ). 

The components of the vector 𝐹⃗𝑀 provide the horizontal and orthogonal force projections which are 

incorporated into the restoring and friction forces: 𝐹𝑆(𝑥) = 𝑘𝑥 − 𝐹𝑀
𝑥  and 𝐹𝑅 = 𝑐𝑥̇ + 𝑇 sign 𝑥̇ + 𝜇 ⋅

sign𝑥̇ ⋅ 𝐹𝑀
𝑧 . To validate the model (1), the results of experiments [2], carried out at fixed 𝑧 = 0.01m 

and varying frequency 𝜔, are used. It turned out, to describe the cart’s dynamic correctly, the expres-

sion for the magnetic force should be scaled, i.e. in the equation (1) 𝐹⃗𝑀𝛼𝐹⃗𝑀(𝑥/𝛽, 𝑧), where 𝛼 =
2.5, 𝛽 = 3, 𝜇 = 0.001, 𝐹0 = 1.4695 ⋅ 10−8 N·m4, 𝑐 = 12.9906 N·s/m, 𝑘 = 929.333 N/m, 𝑇 =
1.2267 N, 𝑚0𝑒 = 0.25152 kg·m, 𝑚 = 6.73766 kg [2]. The corresponding numerical bifurcation 

diagram for the equation (1) is presented in Fig.1c, which is in very good agreement with the experi-

mental bifurcation diagram (see [2]). From the diagram it follows that equation (1) possesses the 

coexisting attractors (color points). These attractors undergo only one period doubling bifurcation at 

ω < 12.54, whereas at ω > 18.91 their bifurcations are described by the period-doubling cascade. 

Moreover, the jump phenomenon occurs at ω18.91. 

 

 
a b 

 
c 

Fig.1. The experimental stand (a) of the oscillator, its physical model (b) and the numerical bifurcation diagram 

(c) for the equation (1). 

3. Concluding Remarks 

Thus, the present research deals with the forced oscillator taking into account the influence exerted by 

field of permanent magnets. To develop the equation of motion for this model, the magnetic interac-

tion is described on the base of the point dipoles approximation. During model validation it is derived 

the scaled point dipoles approximation describing the experimentally observed regimes in a wide 

range of frequency interval.  
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Abstract: This paper deals with an analysis of nonlinear piezoelectric vibration energy 

harvesting system, which is capable to generate electrical power from mechanical vibrations. 

A kinetic energy of vibration is transferred into useful electricity by a strain of piezoelectric 

layers on an oscillated cantilever. A nonlinear stiffness is created by additional magnets with 

separation distance. The presented work is concerned with an analysis of this nonlinear 

magneto-elastic system of piezoelectric vibration energy harvester by use of bifurcation 

diagrams, where magnet separation distance acts as a control parameter. A response of this 

energy harvester and harvested power for diffident separation of magnets are presented.  

Keywords: bifurcation diagram, piezoelectric cantilever, magneto-elastic system, bistable, chaotic 

1. Introduction 

Stiffness nonlinearities are a hot topic in vibration energy harvesting technologies [1]. It could be a 

promising source of energy for wireless sensors and IoT applications. The presented system is analysed 

in form of a bimorph cantilever consisting of a fixed-free steel substrate with two piezoelectric patches 

[2]. The magneto-elastic interaction of two permanent magnets, one is a fixed tip mass and the other 

one is stationary, provides nonlinearity of the stiffness and a separation of both magnets is analysed. 

2. Results and Discussion 

Such a nonlinear system can behave in monostable or bistable regimes, depending on the separation 

gap between the magnets, see Fig. 1. Possible solutions include monostable oscillations, bistable in-

well or cross-well oscillations, n-periodic oscillations, or chaotic behaviour.  

 

Fig. 1. Potential energy of the nonlinear oscillator as a function of magnet separation. 
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The complex energy harvesting system is analysed as single-degree-of-freedom system and its 

behaviour is governed by following coupled differential equations: 

 

𝑚𝑦̈(𝑡) + 𝑏𝑦̇(𝑡) + 𝑘𝑦(𝑡) + 𝐹𝑚𝑎𝑔(𝑦(𝑡)) + 𝜃𝑉(𝑡) = 𝐷𝑧̈𝑠𝑖𝑛(𝜔𝑡) 

𝑉̇(𝑡) =
1

𝐶𝑝
(𝜃𝑦̇(𝑡)  − 

𝑉(𝑡)

𝑅
) 

To study the influence of magnet separation distance on the system’s dynamics the series of bifurcation 

diagrams were created, see Fig. 2. This bifurcation analysis is accompanied by attractor identification 

process, that analyses each time evolution based on Poincare points and colour-codes the solutions in 

said bifurcation diagrams. These diagrams show possible solutions, their periodicity, and generated 

power as well as a comparison to a linear system with no magnets. Many of these were created for 

various forcing conditions.  

 
Fig. 2. Bifurcation diagram with magnet separation as a control parameter. 

3. Conclusions 

The behaviour and harvested power of the nonlinear coupled electromechanical system was analysed 

via bifurcation diagrams that differ in forcing conditions. The results can be used to find the magnet 

separation distance that generates the most energy for each pair of forcing conditions. 
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Abstract: Border collision bifurcation in a DC-DC boost converter is under investigation. 

Mathematical model of the converter is proposed and exact simulation is carried out. The 

simulation algorithm is based on Runge-Kutta fourth-order method. Bifurcation diagram of 

the inductor current versus input voltage is simulated. By decrease of the input voltage, the 

converter undergoes Neimark-Sacker bifurcation and border collision bifurcation. As a 

consequence of border collision bifurcation the peak value of the inductor current jumps to a 

considerably higher value. The same phenomena is reproduced experimentally. The inductor 

currents before and after border collision bifurcation obtained by the simulation and by the 

measurement qualitatively match. The increase of inductor current my cause the failure or 

shortening of the service life of the converter switches. By proper change of the converter 

parameters border collision bifurcation can be avoided. In order to avoid border collision 

bifurcation the converter load capacitance and feedback proportional gain are adjusted. In 

both cases the simulation results and the measurement qualitatively match. 

Keywords: border collision bifurcation, boost converter, current stresses, Neimark-Sacker bifurcation 

1. Introduction 

A DC-DC boost converter is a time-varying nonlinear circuit of a second order or a higher. As such, it 

is prone to various bifurcations [1-4]. Border collision bifurcation [2-4] can be especially undesirable. 

It can cause large increase of the converter currents and thus lead to converter failure. Thorough 

researches on this topic has not yet done. In this article simulation and measurement of increase of the 

converter currents due to border collision bifurcation are presented. Avoidance of bifurcation by 

changing the converter parameters is also shown. 

2. Results and Discussion 

A DC-DC boost converter, Fig. 1 is under consideration. Bifurcation diagram of inductor current 

versus input voltage is shown in Fig.2. At input voltage E = 12 V the converter operates in period-one 

steady-state determined by the PWM-clock frequency. By decrease of input voltage to E = 11,4 V the 

converter undergoes the first Neimark-Sacker bifurcation (NS). By further decrease of input voltage 

the converter undergoes series of Neimark-Sacker bifurcations [1]. At input voltage E = 9,4 V the 

converter undergoes the first border collision bifurcation (BCB). This lead to the significant increase 

of inductor current, Fig. 3 and Fig. 4 and consequently increase of switch currents.  
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Fig. 1. Schematic circuit diagram of the boost 

converter 
Fig. 2. Bifurcation diagram obtained by decrease of the 

input voltage 

 

  
 

Fig. 3. Inductor current obtained by measurement. 

Up – Inductor current before the bifurcation. 

Down – Inductor current after the bifurcation. 

 

Fig. 4. Peak inductor current versus input voltage 

obtained by simulation and measurement. 

 

By change of the converter load capacitance and feedback proportional gain an area of period-one 

steady-state can be broaden and the border collision bifurcation can be avoided. 

 

3. Concluding Remarks 

Undesirable large increase of the boost converter current caused by border collision bifurcation is 

presented. Simulation results corresponds to measurement results. Avoidance of bifurcation by 

changing the converter parameters is also shown. 
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Abstract: Thirring model is a two-dimensional, conformal invariant spinor model that plays an 

important role as a test model in the Quantum Field Theory. Thirring instantons were found using the 

method of spontaneously broken conformal symmetry in the Thirring nonlinear spinor field equation. 

In this study, we investigate the dynamic of Thirring instantons under forcing and damping by 

constructing Poincare sections. Thirring instantons exhibit regular and chaotic behaviours depending 

on system parameters. 

Keywords: Dynamic, Instanton, Thirring, Chaos.  

1. Introduction  

Instantons, as a special type of solitons that propagate without losing their shape and speed properties 

and can maintain their unique properties during any collision, are solutions with zero energy and finite 

action with space-time expansion [1]. Instantons, which play an important role in theoretical and math-

ematical physics and correspond to the vacuum state, have space-time expansion. Spinor-type instanton 

solutions were found by the spontaneously broken conformal symmetry in nonlinear Thirring field 

equation system [2-3]. Thirring nonlinear differential equation system is given as: 
 

2
𝑑𝐹(𝑢)

𝑑𝑢
+

1

2
𝐹(𝑢) − 𝛼𝐴𝐵(𝐹(𝑢)2 + 𝐺(𝑢)2)𝐺(𝑢) = 0   (1) 

2
𝑑𝐺(𝑢)

𝑑𝑢
−

1

2
𝐺(𝑢) + 𝛼𝐴𝐵(𝐹(𝑢)2 + 𝐺(𝑢)2)𝐹(𝑢) = 0   (2) 

We present Thirring field equation system with forcing and damping: 

2
𝑑𝐹(𝑢)

𝑑𝑢
+

1

2
𝐹(𝑢) − 𝛽(𝐹(𝑢)2 + 𝐺(𝑢)2)𝐺(𝑢) = 0   (3) 

2
𝑑𝐺(𝑢)

𝑑𝑢
−

1

2
𝐺(𝑢) + 𝛽(𝐹(𝑢)2 + 𝐺(𝑢)2)𝐹(𝑢) − 𝐴𝑇𝐶𝑜𝑠(𝑤𝑇𝐻(𝑢)) + 𝛾𝐺(𝑢) = 0   (4) 

𝑑𝐻(𝑢)

𝑑𝑢
= 0   (5) 

2. Results and Discussion  

In our previous works, the role of the coupling constant in the evolution of Thirring instantons in phase 

space has been studied via Heisenberg ansatz [4-5]. Thirring instantons have a Duffing oscillator type 

characterization without forcing and damping as stated in the Figure 1.  

 

 

 

 

Fig. 1. Duffing oscillator type characterization of Thirring Instantons 
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In this paper, we investigate the dynamic of nonlinear Thirring instantons by changing the forcing and 

damping parameters (g , A  and  ) to get more information on spinor type Thirring instantons. System 

parameters for phase space and Poincare sections are taken as ω = 0.57, γ = 0.05 and initial conditions 

are (F (0), G(0) = (0.158, 0.55)). The differential equations solved with step size 0.1 and lengh 6000. 

 

 
(a)                                                          (b) 

 
(c)                                                        (d) 

Fig. 2. Phase space diagrams of forced and damped Thirring instantons at ω = 0.57, (a) A = 0.25, (b) A = 1.2 and 
Poincare sections (c) A = 0.25, (d) A = 1.2 . 

3. Concluding Remarks  

The regular and chaotic instanton solutions of forced and damped Thirring model are studied in phase 

space. The obtained phase space diagrams and the Poincare sections show that Thirring instantons lost 

their stability in phase space under forced and damped terms. Forcing and damping terms destroy the 

regularity and forms a chaotic layer.  
Acknowledgment: This work was supported by the Scientific Research Projects Coordination Unit of Istanbul 

University; Project no: FBA-2018-28954. 
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Abstract: The paper is devoted to studying dynamical characteristics of non-linear processes 

in the chain of non-relativistic and relativistic bachward-wave tubes (BWT) and modeling 

parameters for the corresponding chaotic time series, which are the solutions of the BWT 

integral-differential dynamical equations. The computational chaos-geometric approach 

includes a combined set of non-linear analysis and chaos theory methods such as an 

autocorrelation function method, correlation integral approach, average mutual information, 

surrogate data, false nearest neighbours algorithms, the Lyapunov’s exponents and 

Kolmogorov entropy analysis, spectral methods and nonlinear prediction (predicted 

trajectories, neural network etc) algorithms. There are computed the dynamic and topological 

invariants in auto-modulation/chaotic regimes. The bifurcation diagrams in the plaines of 

different governing parameters are constructed. 

Keywords: chain of backward-wave tubes, chaos, bifurcations, attractors 

1. Introduction.  

It is well known that the back-ward tube (BWT) is an electronic device for generating electro-

magnetic vibrations in the super high frequencies range. The intensive theoretical  studies (e.g. [1-3]) 

have been performed for were of dynamics of a non-relativistic BWT, in particular, phase portraits, 

statistical quantifiers for a weak chaos arising via period-doubling cascade of self-modulation and the 

same characteristics of two non-relativistic backward-wave tubes. The differential equations of non-

stationary nonlinear theory for the O-type BWT without account of the spatial charge, relativistic 

effects, energy losses etc have been solved.  It has been shown that the finite-dimension strange at-

tractor is responsible for chaotic regimes in the BWT.   

In our paper the advanced results of studying dynamical characteristics of non-linear processes in 

the chain of non-relativistic and relativistic BWTs are presented. It has been perfomed a detailed  

analysis and modeling the parameters of the corresponding chaotic time series for the charateristic 

amplitudes, which are the solutions of the BWT integral-differential dynamical equations. The 

computational chaos-geometric approach includes a combined set of non-linear analysis and chaos 

theory methods such as an autocorrelation function method, correlation integral approach, average 

mutual information, surrogate data, false nearest neighbours algorithms, the Lyapunov’s exponents 

and Kolmogorov entropy analysis, spectral methods and nonlinear prediction (predicted trajectories, 

neural network etc) algorithms (in versions [3-5]).  A dynamics of the chain of two  backward-wave 

tubes is in deatils considered. There are computed the dynamic and topological invariants in auto-

modulation/chaotic regimes.  
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2. Dynamics of backward-wave tubes chain: Results and Discussion 

A chain of two relativistic BWTs can be described by the standard master system of evo-

lutionary differential equation as follows: 

        ,                 

                                                                                                                                                               (1)   

      .             

 

where 1,2  are the phases of electron relative to the wave, 0 - the initial phase,  F1,2 are the 

dimensionless slowly varying amplitudes of fields {  }, 

==0Cx  and τ  are the dimensionless coordinate and time, respectively; parameter 

L=0lC=2CN is the dimensionless length of the interaction space, l is a length of the sys-

tem, N is a number of slow waves, covering over the length of system, 

is the known Pierce parameter, I0 is a current of beam, U is an acceler-

ated voltage, K0 is a resistance of link of the slowing system,  is the known  relativistic 

parameter,  C- modified gain parameter. The first equation in the system (1) represent equa-

tion of motion of electrons in the field of the electromagnetic wave and the second equation 

is the non-stationary equations of excitation of a decelerating structure by a current of the 

slowly varying amplitude. The subscripts indicate the item number of the chain. The dynam-

ics of the partial generator depends on a single bifurcation parameter L=2CN. Two differ-

ent modes of operation are considered. In the first case it is supposed that  the BWTs are 

operating in regime of the periodical automodulation. The values of the L parameter  are: 

L1=4.05, L2=4.55. In the first case one deals with the Feigenbaum type scenario. In the sec-

ond case there is the transition “chaos-order” through intermittency that is confirmed by the 

corresponding chaos-geometric numerical analysis data.  

3. Concluding Remarks 

Study of the dynamic characteristics of non-linear processes in the chain of non-relativistic 

and relativistic BWTs is perfoemed and modeling the dynamic characteristics for the 

corresponding chaotic time series is carried out. The new data on the dynamic and topological 

invariants of the BWT chain dynamics in auto-modulation/chaotic regimes are obtained. The 

bifurcation diagrams in the plaines of different governing parameters are constructed. 
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Abstract: We consider the problem of dampening the load, attached at the end of the elastic 

beam, by means of an active dynamical damper with a mass moving along the guide. The sys-

tem is controlled by the force of the interaction between the damper and the load. A bounded 

feedback control is proposed which brings the system to a prescribed equilibrium state in a fi-

nite time even in the presence of disturbances, for example, the forces of dry friction. 

Keywords: linear mechanical system, control synthesis, disturbances, stabilization in a finite time 

1. Introduction 

We consider the problem of damping oscillations of a load attached to the end of an elastic beam, 

using an active a dynamic damper with a translationally moving mass. The control variable is the 

force of interaction between the damper and the load. Systems of this type are used, for example, in a 

spacecraft, where the platform P (Fig. 1) with measuring devices is placed, using a long rod 1, at a 

considerable distance from the body of the spacecraft SC. To damp the lateral oscillations of the rod a 

controlled damper located on the platform itself, can be used. The damper consists of a guide 2 per-

pendicular to the axis of the rod, and a movable mass 3 driven along the guide by an electric motor.  

Since the damper guide is limited in size and due to the restricted possibilities of the drive, it is 

natural to imposed constraints on the displacement of the mass relative to the platform and on the 

control force. In [1], a feedforward control is constructed which meets such constraints and drives the 

system to a prescribed state in a finite time. The Kalman approach is used for designing the control as 

a linear combination of the basis solutions of the uncontrolled system. 

 

 

Fig. 1.  

In the present paper, keeping the constraints mentioned, we assume also that a friction force with 

unknown and variable parameters acts between the mass and the guide, preventing accurate position-

ing of the platform. The presence of the friction force as an unknown disturbance makes us construct 

a feedback (not feedforward) control.    
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2. Control problem and control algorithm 

Under certain simplifying assumptions, in dimensionless variables the equations of motion can be 

written in the form 
 

 

0 1 0 0 1

1 0 0 0 0
= ( ).

0 2 0 0 0

0 0 3 0 0

z z u v

   
   


    
   
   

   

 (1) 

 

 The following constraints are imposed on the control force u , the disturbance ,v  and the phase 

variables z : 
 

 | | , | | ,    > 0,   0 <1,   | | 1u U v U U p z     (2) 

(the constant vector p  depends on mass-inertial and technical characteristics of the system).   

The problem is to construct a feedback control ( )u z  that satisfies constraints (2) and brings sys-

tem (1) to the coordinate origin for sufficiently small .  

The approach used is based on [2]. We introduce the matrix 

20 180 420 280

180 2220 5880 4200
=

420 5880 16800 12600

280 4200 12600 9800

Q

  
 
 

 
  
 
  

 

and define the function ( )T z  by the equation 

 

 
2( ( ) , ( ) ) = /5,Q T z T z U    

 

where 
1 2 3 4( ) = { , , , }.T diag T T T T    

 The control function 

 

 
1 2 3 4 22 3 4

10 90 210 140
( ) =

( ) ( ) ( ) ( )
u z z z z z z

T z T z T z T z
       

 

solves the above problem. 

3. Concluding Remark 

The proposed approach can be used to control the dynamics of various technical objects, in particular, 

precise positioning systems. 
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Abstract: In this paper, we propose a secondary feedback control of a droop-controlled smart 

grid, modelled via the first order Kuramoto model. We show that we can improve the transient 

evolution of the system by applying a harmonic secondary control on each oscillator which only 

makes use of the error between the node's state and the desired equilibrium state. We show in 

a 2 dimensional coupled oscillator model that, while the effect of this control action is to move 

the spectrum of the eigenvalues, the topology of the system imposes restrictions over the ad-

missible eigenvalues that need to be preserved in the controlled system. To overcome this, we 

find the set of gains that fulfills the restriction over one eigenvalue while allowing to move the 

second one to a desired value, achieving improved transient dynamics in terms of settling times.  

Keywords: Synchronization, Kuramoto oscillators, microgrids, feedback control 

1. Introduction 

A droop-controlled smart grid can be represented as a First Order Kuramoto model [1,2] 
 

𝜃̇𝑖 (𝑡) = 𝜔𝑖 + 𝐾 ∑ 𝐴𝑖𝑗 sin (𝜃𝑗(𝑡) − 𝜃𝑖(𝑡))

𝑁

𝑗

                                               (1) 

 

Power sharing conditions require ∑ 𝜔𝑖𝑖 = 0. This guarantees that synchronization is reduced to the study 

of stability of the equilibrium 𝛉∗. An approximation of the equilibrium point as: 𝛉∗ =
𝐿†𝛚

𝐾
 .  In this 

equation, 𝐿 is the Laplacian matrix and 𝐿† denotes the Moore-Penrose pseudoinverse. Linearizing Eq. 

(1) around the equilibrium leads to the Jacobian matrix: 

 

𝐽𝑖𝑗 = {
−𝐾 ∑ 𝐴𝑖𝑗𝑗≠𝑖 cos(𝜃𝑗

∗ − 𝜃𝑖
∗) if 𝑖 = 𝑗

𝐾𝐴𝑖𝑗cos(𝜃𝑗
∗ − 𝜃𝑖

∗) otherwise
                                               (2) 

 

Following [3], a secondary feedback control can be applied in the following form: 

𝜃̇𝑖 (𝑡) = 𝜔𝑖 + 𝐾 ∑ 𝐴𝑖𝑗sin(𝜃𝑗(𝑡) − 𝜃𝑖(𝑡))

𝑁

𝑗

+ 𝐹𝑖sin(𝜃𝑖
∗ − 𝜃𝑖) . 

Here, 𝐹𝑖 acts as the gain of the controller for the i-th oscillator and modifies the diagonal entries of the 

Jacobian matrix, as 𝐽𝑖𝑖 = −𝐾 ∑ 𝐴𝑖𝑗𝑗≠𝑖 cos(𝜃𝑗
∗ − 𝜃𝑖

∗) − 𝐹𝑖. We propose the application of this type of feed-

back control, to modify the dynamics of the phase oscillator model , by placing the eigenvalues of the 
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system according to a desired design criteria, taking into account that one eigenvalue must remain on 

the origin, in order to preserve the rotational degeneracy of phase oscillator. With these ideas in mind, 

the solutions of the gains in terms of the desired controlled eigenvalue 𝜆2
(𝑐)

 are: 

𝐹1,2 = −
1

2
(𝜆2

(𝑐)
+ 𝜆2

(𝑢)
± √−𝜆2

(𝑐)
− 𝜆2

(𝑢)
)                                                               (3)                                                                    

In the above equation the superscripts superscripts (c) and (u) stand for controlled or uncontrolled ei-

genvalues. Recall that, due to the restrictions 𝜆1
(𝑐)

  is strictly equal to zero.  

 

2. Results and discussion 

Figure 1(a) shows the solutions of Fi as a function of the desired eigenvalue 𝜆2
(𝑐)

 . It is important to notice 

that F1 = F2 = 0 corresponds to the uncontrolled system, therefore the controlled eigenvalue is always 

smaller than the uncontrolled one. Fig 1(b) shows the improved dynamics of the controlled system (red) 

compared with the uncontrolled one (black). This can be seen with the smaller settling time of the order 

parameter, quantifying the degree of synchronization between the oscillators (top panel). It is also pos-

sible to observe that the system reaches the same steady value as the uncontrolled case as expected, 

since the control does not vary 𝛉∗.  

              

Fig. 1.  Left: Gains as a function of the desired eigenvalue given by Eq. (3) for the two oscillator system. For this 
graphic, ω1 = ½, ω2= -½, and K = 2. Right: Dynamics of the controlled system (red) compared with the uncon-

trolled system (black). Top: the order parameters is depicted. Bottom: The error between the values of the phases 

and its steady value. 

3. Concluding Remarks 

The secondary control loop was successful to improve the performance of the controlled system. The 

transient response showed a faster dynamics than the uncontrolled one and we obtained an analytical 

expression to calculate the feedback gains. We propose to extend the algorithm to higher order systems 

which requires the implementation of optimization routines subject to restrictions. This will be the topic 

of the extended version of this manuscript.  
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Abstract: Various active and passive methods for vibration mitigation exist, each presenting 

its own advantages and drawbacks. The objective of this study is to compare the performance 

of a hybrid active-passive dynamic vibration absorber and of a purely passive one, with re-

spect to their ability in suppressing self-excited oscillations. The host system considered is a 

simple linear oscillator with a negative damping, while the actuator of the hybrid absorber 

generates a force proportional to the acceleration of the system’s lumped masses. The pres-

ence of a time delay in the feedback loop is also considered. Results illustrate that the two 

systems have practically identical performance. 

Keywords: vibration absorber, time-delayed system, self-induced vibrations 

1. Introduction 

Self-induced vibrations (SIVs) are vibrations generated by the system's inherent instability, and 

not by an external forcing. Real life examples of this phenomenon are the friction-induced vibrations, 

shimmy, and the regenerative chatter [1]. SIVs are generally detrimental in the engineering practice; 

therefore, several methods for their suppression were developed, encompassing active and passive 

vibration mitigation tools. 

In this study, a hybrid vibration absorber (HVA) [2] is implemented for SIV suppression. The 

HVA is composed of an active and a passive part. The passive part is essentially a dynamic vibration 

absorber (DVA), i.e. a secondary mass-spring-damper system attached to the host system. The active 

part, which consists of an actuator connecting the primary system and the DVA, is controlled through 

a feedback loop, reading in input the acceleration of the system. The cases of time delay and no time 

delay in the feedback loop are considered. The main advantage of HVAs compared to DVAs is that 

they are capable of attenuating vibrations occurring at different frequencies [2]. Our research focuses 

on investigating the HVA’s ability to improve the system's stability, in comparison with a simple, 

passive, uncontrolled DVA. 

2. Methods 

The host system considered in this study consists of a linear single degree-of-freedom oscillator 

possessing a negative damping, which models the system’s instability. A HVA is attached to it 

through a spring, a damper, and an actuator, as illustrated in Fig. 1. After partially nondimensionaliz-

ing the equations of motion by transitioning to dimensionless time and introducing further dimension-

less parameters, we carried out the stability analysis. For the case without time delay, the Routh-

Hurwitz criterion was adopted. Further analytical proof is presented in the paper regarding the evolu-

tion of the stable region as the parameter used to represent the unstable feature of the system (ψ) 

                                                           
1 1111 Budapest, Műegyetem rkp. 5., Hungary. Email: bartos.marcell24@gmail.com 
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approaches its critical value (ψcr), above which the passive DVA is unable to stabilize the system, as it 

is discussed in [3].  

The stability boundaries corresponding to the delayed acceleration feedback control have been de-

termined by implementing the D-subdivision method. In order to decide which regions correspond to 

a stable behaviour, numerical methods have been applied. We used numerical tools to investigate the 

HVA's effect on the rate by which, in stable conditions, oscillations decay. The results were validated 

through numerical simulations. 

3. Results 

The stability analyses have shown that the stable region shrinks and eventually disappears as ψ ap-

proaches ψcr, regardless of the presence of time delay (Fig. 2). On the other hand, we have found that 

it is possible to choose the control law parameters so that the implementation of a HVA results in 

faster settling.  

 

 

4. Concluding Remarks 

A comparison of the performance of a passive DVA and of a HVA illustrated that the additional 

active controller, present in the HVA, does not improve stability properties of the system. The intro-

duction of time delay in the feedback loop, often used for enhancing the effectiveness of acceleration 

based active controllers [4], was also ineffective with respect to improving the system’s stability. On 

the other hand, the HVA, if correctly tuned, provides a faster convergence than a passive DVA. 
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Fig. 2. Evolution of the stable region 

(without delay) 
Fig. 1. The mechanical model 
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Abstract: A new control algorithm based on the partial control method has been developed. 

The general situation we are considering is an orbit starting in a certain phase space region Q 

having a chaotic transient behavior affected by noise, so that the orbit will definitely escape 

from Q in an unpredictable number of iterations. Thus, the goal of the algorithm is to control 

in a predictable manner when to escape. While partial control has been used as a way to avoid 

escapes, here we want to adapt it to force the escape in a controlled manner. We have 

introduced new tools such as escape functions and escape sets that once computed makes the 

control of the orbit straightforward. The partial control method aims to avoid the escape of 

orbits from a phase space region Q where the transient chaotic dynamics takes place. The 

technique is based on finding a special subset of Q called the safe set. The chaotic orbit can be 

sustained in the safe set with a minimum amount of control. We have developed a control 

strategy to gradually lead any chaotic orbit in Q to the safe set by using the safety function. 

With the technique proposed here, the safe set can be converted into a global attractor of Q.  

Keywords: partial control, transient chaos, safety function, controlling transient chaos 
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Abstract: The presented paper describes selected reference models describing the kinematics and 
dynamics of four-wheel steering (4WS) vehicle motion in a plane of the road. These models are 

based on well known “bicycle model” (two second order linear differential equations) supple-
mented by non-linear equations of trigonometric transformation of variables from local to global 
coordinate system. After linearization and Laplace transformation, these models acquire the forms 
of transfer functions. which, as shown in computational examples presented in the paper, greatly 
facilitates the analysis of vehicle motion, as well as the synthesis of control algorithms. Especial-
ly, transmittance form of the reference models facilitate sensitivity analysis of vehicle lateral dy-
namics and steering system algorithms, because their parameters are analytical functions of “me-
chanical” parameters. For synthesis of steering system algorithms which should be adequately ef-

fective for on-line computations, the transfer functions can be reduced in several ways. One of 
them is discussed in the paper. 

Keywords: 4WS cars, reference models, control algorithms 

1. Introduction 

Four-wheel steering (4WS) is one of the distinguishing features of passenger cars equipped with 
advanced mechatronic systems supporting the driver [2], [3], [4]. In such systems, there are digital 
controllers coupled by-wire with actuators of steering mechanisms of the front and rear wheels, which 
allows not only to shape the waveforms controlling the steering of the wheels on-line according to the 
actions of the driver and the reaction of the driven vehicle, but also to modify the steering when the 
driver's actions are at risk of an accident. Active steering of the wheels in 4WS vehicles requires 

appropriate algorithms, the basis of which are reference models describing the movement of the driv-
en vehicle [1], [5], [6]. The role of the reference models is twofold. On the one hand, they are to be an 
element of the control algorithm, so they must meet the time requirements of on-line calculations, on 
the other hand, they are to be the basis for the proper design of regulators correcting control signals. 
Such a situation occurs in the case of the 4WS car control algorithm performing the lane change 
maneuver. The aim of the article is to present the reference models of 4WS vehicle used in the design 
of a controller of the lane change process.  

2. Results and Discussion 

According to a general concept of car control when changing lanes where the controller contains a 
reference signals’ generator (reference waveforms of control and response signals) and a system of 

regulators correcting the control signals (responsible for shifting the vehicle to a new track and its 
angular stabilization). The algorithm for generating reference signals and the algorithms of the regula-
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tors are based on the reference models of the 4WS car's motion dynamics. These models are derived 

from the "bicycle model" (which express linear and angular velocities in the local coordinate system 
related to the moving vehicle) supplemented by the transforming equations (which transform wave-
forms from the local system to the global system related to the road). It well known from driver prac-
tice that steering signal should have a form of short “bang-bang”-type signal for realization of lane 
change processes. In such case the maximal angle of vehicle deviation is small, so the linearization of 
the model is possible. Then the linearized model of the 4WS vehicle dynamics, can be presented as 
“the black box” form with four transfer functions expressing actions of two input signals (angles of 
front and rear vehicle wheels) on two output signals (linear and angular dislocation of the vehicle 

body) - fig.1. 

 

Fig. 1. Idea o transmittance type reference models 

The reference models in transfer function forms enable sophisticated analysis of 4WS vehicle lat-
eral dynamics and control processes in time as well as in frequency domain. Note, that transfer func-
tions parameters (gains, time constants, characteristic frequencies, etc), are associated with mechani-
cal parameters (vehicle speed, mass, yaw moment of inertia, wheels cornering stiffness, etc.) by ana-
lytical formulae. For synthesis of steering system algorithms, the transfer functions can be reduced in 
several ways including these analytical dependencies. For example, thanks to omitting “subtle” dy-

namic components in transfer functions one obtains analytical formulae (important for on-line calcu-
lations) describing reference “bag-bang” steering signals (magnitude and time period). 

3. Concluding Remarks 

The method of synthesis control system algorithms for 4WS vehicles on the base of elaborate ref-
erence models seems to be an attractive proposition for engineer s working on autonomous cars. 
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Abstract: The paper reports rather unique research on the influence of freeplay and friction in 
the car steering mechanism on automatically controlled process of lane change. The devel-
oped controller algorithm was based on very simplified (and thus effective in on-line calcula-
tions) reference models of the car dynamics, obviously without taking into account the non-
linearities of its steering system. Extensive simulation investigations of the developed control-
ler algorithm carried out in a very wide range of changes in road and operational conditions, 
with regard to two-axle medium-duty truck, confirmed its advantages. The research presented 
in this article concerns the unpublished area of analyzes concerning the sensitivity of the lane 
change controller to freeplay and friction occurring in the steering mechanism of a controlled 
car. Some results of the simulation tests turned out to be surprising The piecewise-linear 
luz(...) and tar (...) projections used in these studies to describe the freeplay and friction ef-
fects facilitated modeling and simulation calculations. 

Keywords: automatic lane change, steering system, freeplay, friction, modeling and simulation 

1. Introduction  

The influence of (backlash, clearance) and friction (viscous and dry friction with stiction) on 
system control is discussed in a number of publications, see reviews papers [1, 5]. But these works do 
not relate directly to the automotive issue. Due to the real-time signal processing requirements, the 
controllers of embedded mechatronic systems are based on relatively simple models describing the 
dynamics of the controlled car. Therefore, when designing controllers, non-smooth nonlinearities, 
such as freeplay and friction, which are difficult to calculate, are ignored, which means that in fact the 
control algorithms created relate only to “new” vehicles. Therefore, it is reasonable to ask about the 
sensitivity of the designed control algorithms to the appearance of freeplay and friction in the steering 
mechanisms. Such analyzes are extremely rarely reported in available scientific publications and refer 
to classic steering systems rather than active systems equipped with controllers, eg. [4, 6] 

In previous papers, eg [2, 3], the authors presented design and research works on a steering sys-
tem controller that automates the process of changing lane by a car when an obstacle suddenly ap-
pears. The developed controller algorithm has been extensively tested by simulation in relation to a 
truck (treated as MBS object, but always without freeplay and friction in its steering mechanism), in a 
wide range of changes in road and operation conditions. The maneuver to bypass the obstacle in the 
vast majority of attempts was successful without the need to change the previously adopted assump-
tions and the determined values of the controller parameters, even in the presence of signals’ disturb-
ances. The time has come to extend the scope of research to include the sensitivity of the controller to 
the occurrence of freeplay and friction in the vehicle steering mechanism. 
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2. Results and Discussion 

This article presents the latest research on the sensitivity analysis of the lane change controller, 
this time due to the steering gear freeplay and the steering king-pins friction that have been ignored in 
the design. In connection with the above, the previously used model of the dynamics of a truck, has 
been supplemented with a fairly detailed model (MBS-type, with non-smooth characteristics, and 
variable-structure differential equations) of its steering mechanism operation, taking into account 
freeplay (in steering gear) and friction (in king-pins). In modeling the freeplay and friction nonlineari-
ties, the piecewise-linear luz(...) and tar(...) projections have been used (Fig.1) [7]. They simplifies the 
synthesis of the model, as well as its functioning in the simulation program. 

 

Fig. 1. Geometric interpretations of the luz(…) and tar(…) projections  

Due to the expansion of the object model, peculiar phenomena related to the stick-slip operation 
occurred in the waveforms describing the lane change process. The presence of freeplay and friction 
in steering system, worsened the effect of lane change control when certain values of these factors are 
exceeded. The sensitivity of the system to the presence of freeplay and friction increases with the 
deterioration of road and operational conditions (slippery road, unloaded vehicle, high speed). 

3. Concluding Remarks  

The simulation studies taking into account the freeplay and friction in the steering system are 
very important for design the lane change process controller. Such studies should be continued to 
cover also issues related to electric signal disruptions. 
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Abstract: The article presents the concept of an automatic, integrated control system for a 
two-axle truck activated at the time of a critical road situation, consisting in the need to by-
pass a suddenly appearing obstacle. In earlier works, the authors used only the controller cou-
pled to the steering system for sudden lane changes. Currently, the operation of the steering 
system controller has been integrated with the ESC (Electronic Stability Control) system, 
which causes temporary braking of selected wheels of the vehicle to stabilize its movements. 
Simulation tests of the functioning of the integrated control system during sudden lane change 
were carried out for an unladen and fully loaded vehicle driven with a high speed on a wet 
road - in conditions close to critical. The test results were compared with the results obtained 
during this maneuver only with the use of the steering system controller. They show undoubt-
ed advantages of such integration of both systems. 

Keywords: automatic lane change, critical conditions, integrated control system  

1. Introduction 

The dynamic development of controllers, actuators, sensors, monitoring devices, networks and 
telecommunications technologies favor the emergence of more and more effective systems supporting 
the driver's actions related to driving a vehicle. In recent years, a significant effort has been placed on 
the development of assistance systems that are activated automatically when a critical road situation 
occurs and replace the driver in the selection and implementation of an effective or at least the most 
beneficial defensive maneuver. Advanced research on such systems is carried out in many research 
centers, eg [1,2] and in the near future they will be used in mass-produced cars. 

In previous publications, eg. [3,4], the authors presented design and research works on a steer-
ing system controller that automates the lane change process of a car when an obstacle suddenly 
appears. This controller generates a "bang-bang" reference steering signal and then corrects it through 
two regulators that minimize the deviations between the reference and actual waveforms describing 
the vehicle movement. The developed control algorithm was based on simplified (and therefore effec-
tive in on-line calculations) reference models. Simulation tests of the sensitivity of the developed 
controller were carried out in a wide range of changes in road and operating conditions, in relation to 
a "difficult" object such as a truck. The maneuver of avoiding the obstacle in the vast majority of 
attempts was successful without the need to change the previously adopted assumptions and the estab-
lished values of the controller parameters. However, in a few cases of steering an unladen car at high 
speed and on a slippery surface, the directional stability was lost. 

There is a statement in the professional literature, eg [5] that the steering system provides good 
driving properties only when the lateral acceleration is low, the vehicle drift angle is low, and the tire 

328



 

sideslip characteristics are linear. However, in emergency situations, accompanied by high lateral 
acceleration (such as occur during sudden lane changes), the characteristics of the tires become non-
linear and the desired effect of controlling the car's movement cannot be achieved by steering the 
steering wheel alone. In this case, the additional inclusion of the braking system in the vehicle motion 
control may prove very beneficial. In connection with the above, research was undertaken on the 
integration of the developed steering system controller with the ESC (Electronic Stability Control) 
system, which causes temporary braking of selected vehicle wheels when destabilization threatens. 

The article will present the concept of an integrated control system, models as well as analytical 
and simulation tests.  

2. Results and Discussion  

The integrated assistant system consists of an active steering system that triggers the given 
steering angles of the front wheels and the electronic control of the track (ESC), which causes tempo-
rary braking of selected vehicle wheels.  

The two systems that make up the assistant system use as a reference model a flat, single-track 
"bicycle model" of a car known from numerous publications, but modified by performing simple 
transformations to express the vehicle's motion in a global system and by linearization of the equa-
tions of motion. The assistant system initiates a sudden lane change maneuver, initially carried out 
only by appropriate steering of the front wheels, so that the car is shifted to the adjacent lane in the 
shortest possible time and on the shortest possible road. In practice, the implementation of such a 
maneuver requires very fast turning of the steering wheel from one side to the other (“bang-bang” 
steering). The ESC system is superior to the steering system controller and when the vehicle ap-
proaches the limit of adhesion, it brakes the appropriate wheels, increasing the radius of the path and 
reducing the speed of the car, which additionally secures the vehicle's stable movement. 

The integration of these systems allows for simultaneous control of these subsystems and ena-
bles the mutual exchange of information from individual sensors and actuators. Coordination, on the 
other hand, ensures the harmonious functioning of the systems and the synchronization of partial 
activities of individual systems, enabling the correct implementation of the main goal, i.e. a sudden 
lane change. 

3. Concluding Remarks  

The use of an integrated system controlling the sudden lane change maneuver effectively elimi-
nated the loss of directional stability of an unloaded car on a slippery road. 

References  

[1] Hayashi R. et.al: Autonomous collision avoidance system by combined control of steering and braking 
using geometrically optimized vehicular trajectory. Vehicle System Dynamics, 2012, 50 (Supplement), 151-
168. 

[2] Jiménez F.: Autonomous collision avoidance system based on accurate knowledge of the vehicle surround-
ings. IET Intelligent Transport Systems, 2015, 9 (1), 105-117. 

[3] Gidlewski, M.; Żardecki, D.: Linearization of the lateral dynamics reference model for the motion control of 
vehicles. Mechanics Research Communications. 2017, 82, 49-54. 

[4] Gidlewski M., Jemioł L., Żardecki D.: Sensitivity investigations of the automated lane-change manoeuvre – 
selected issues. Proceedings of the Institution of Mechanical Engineers, Part I: Journal of Systems and 
Control Engineering., 2019, 233 (4), 360-369. 

[5] Doumiati M., Sename O., Dugard L., Martinez-Molina J.-J., Gaspar Szabo, Integrated vehicle dynamics 
control via coordination of active front steering and rear braking, European Journal of Control, 2013, 19 
(2), 121-143. 

 

329



 

 

 

Optimal Control of Resonance Radiation Processes in Laser               

Isotopes Separation Systems and Devices  

ALEXANDER V GLUSHKOV1, VALENTIN B. TERNOVSKY2*, 

OLEKSII L MYKHAILOV1 AND ANDREY V TSUDIK1, 

1. Odessa State Environmental University, Mathematics Depr., L’vovskaya str. 15, 65009, Odessa 
2. National University “Odessa Maritime Academy”, Didrikhson str. 8, 65001, Odessa 

* Presenting Author 

Abstract: The paper is devoted to presentation of an effective numerical approach to construction 

of an optimal laser photoionization (LPI) isotope separation scheme (technology). The construction of 

the LPI optimal models requires quantum numerical modelling of the corresponding radiation pro-

cesses (due to collisions, or ionization by a pulsed electric field etc) in complex atomic systems. The 

optimal laser action model and density matrices formalism are used for numeric computing the opti-

mal LPI scheme parameters.  One of the possible LPI optimization model entails a search for an 

optimal shape of a laser resonant pulse in order to obtain maximum number of ionized particles  in the 

LPI scheme with ionization at the final stage by a pulsed electric field. The solution of the optimal 

control problem gives the condition for the existence of optimal laser exposure in the form of a single 

pulse and its optimal shape.  

Keywords: optimla control, laser isotopes separation scheme 

1. Introduction. Optimal Control Task for Resonance Radiation Processes   

A multi-staged LPI isotope separation method comprises a selective laser pulse excitation of the 

isotope atoms into the excited and further Rydberg states (first and middle stages) and their ionization 

in the final stage [1-3]. The criteria to be considered on pursuing optimality and efficiency of multi-

staged LPI scheme include the minimum required energy densities of laser pulses, a maximum yield 

of ionization and its selectivity. A construction of optimal isotope separation LPI models requires 

numerical modelling of the corresponding radiation processes in atomic ensemble. One of the possi-

ble models for LPI optimization entails the search for a laser pulse optimal shape in order to obtain 

maximum number of ionized particles  in the LPI scheme with ionization at the final stage [1,2]. If the 

quantity R is an atomic ionization rate, x2 is the normalized population of the excited states of the 

atom and f  is the duration of radiation pulse, then the corresponding performance criterion is reduced 

to the minimization of the functional (J), which determines the number of ionized atoms:   

                                            (1) 

A simple ionization model can be represented by a system of standard Bloch’s-like equations with the 

following initial conditions [3]:  

                                 (2)  

 

                           (3) 
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                                 (4)       

where  x1  is the normalized population of the ground state of an atom;   

is a dimensionless rate of induced emission and absorption processes of the resonant radiation;  is the 

probability of spontaneous decay per unit time;  = t  is a dimensionless time; R=R’/γ is a dimen-

sionless ionization rate from excited state;  u(t)=  is the rate of induced transitions 

(12 transition);  is a radiation frequency;  is the absorption cross section; 

 is the photoionization rate;  is a radiation frequency for photoioniza-

tion;  is a photoionization cross section;  are the intensities of laser pulses for excitation 

from the ground state and ionization from the excited one; Ef, f are an energy and duration of pulse.   

2. Results and Discussion 

The solution of the optimal control problem gives the condition for the existence of optimal laser 

exposure in the form of a single pulse as follows: 

 

                        

                                                                           (6) 

 

where the parameter p has an expression similar to the analogous parameter in the Krasnov-Shaparev-

Shkedov scheme [2]. The optimal resonant laser pulse is given by:   

 

                                                                        (7) 
 

where δ(τ)  is the Dirac delta-function, E1 (E1< Ef)  is the amplitude of the δ -pulse; in  is the time 

parameter, which is matched numerically (in< f); R0 is the ionization rate from the ground state of 

atom. More mathematical and physical details of the model can be found in [2-4].  

. 

3. Concluding Remarks 

An effective numerical approach to construction of an optimal laser photoionization LPI  iso-

tope separation scheme for radioactive elements is presented. It is numerically solved a LPI opti-

mization problem, connected with a search for an optimal shape of a laser pulse of resonant radia-

tion in order to obtain maximum number of ionized particles  in the LPI scheme.  
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Abstract: The contribution presents recent progress in development of the control systems for 

semi-active fluid-based dampers equipped with fast-operating valves. The attention is focused 
on the case when the damper is subjected to impact of mass moving with initial velocity and 
additional excitation force acting during the process. The objective of the corresponding control 
problem is to find the change of valve opening which provides absorption of the entire impact 
energy with minimal value of generated reaction force. The contribution presents two different 
approaches to solution of the challenging control problem with unknown excitations and dis-
turbance forces, which are based on the concept of Model Predictive Control.  

Keywords: fluid-based dampers, semi-active dampers, Hybrid Prediction Control, Identifica-

tion-based Predictive Control 

1. Introduction 

Semi-active fluid-based dampers consist of two chambers filled with hydraulic or pneumatic fluid 
and connected by the orifice, which is equipped with fast-operating valve controlling the actual rate of  
fluid flow. The most often used types of fluid-based shock-absorbers are semi-active dampers with fast 
electromagnetic or piezoelectric valves. These devices can be used in both vibration suppression prob-
lems and impact mitigation problems. Although many control strategies have been successfully devel-
oped for protection against vibration, the problem of optimal impact absorption has not gained sufficient 
attention of researchers and has not been completely solved so far. 

2. Results and discussion 

In the considered impact absorption problem the damper is subjected to the impact of a rigid object 

of mass M moving with initial velocity v� and external force F����t	, as shown in Fig. 1a. The objective 

of the control problem is to find the change of valve opening in time A��t	, which provides absorption 
and dissipation of the entire impact energy with minimal value of total discrepancy between force gen-

erated by the absorber F�
� and its theoretical optimal value F�
�
���

, see Fig. 1b (black and red lines, 

respectively). 
The direct mathematical formulation of the impact mitigation problem, which has been studied in 

detail by the authors reads: 
 

Minimize: � �F�
��A��t	 , t	 � F�
�
�����dt 

�                                               (1a) 

With respect to:  A��t	 ( 0                                                                           (1b) 

Subject to: � F.⃗ �
�ds⃗ 
0 1 E34�

� 5 E34�
��� 1 6

7Mv�
� 5 � F.⃗ ���ds⃗ 

0                            (1c) 
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Fig. 1. a) The problem considered: damper subjected to the impact excitation, b) force-displacement characteris-

tics: red – theoretical optimal force, black – schematic optimal change of force obtained using pneumatic damper  

The solution of the above control problem is straightforward (and for pneumatic damper assumes 
form shown in Fig. 1b) only in a special case when no limitations on valve operation are considered, 
impact excitation is a priori known and theoretical value of optimal force can be directly calculated. In 
the opposite situation, the impact mitigation problem requires reformulation and application of ad-
vanced methods of control theory. 

In particular, when external excitation is not a priori known the problem has to be reformulated into 
its kinematic version, the so called state-dependent path-tracking, based on minimization of the actual 

and currently optimal value of deceleration, which is continuously updated during the process: 
 

 Minimize: � 8u9 �A��t	, t	 5 :; ��	7

��0<:��		=
�

dt 
�                                                             (2a) 

 With respect to:  A��t	 such that  A��t	 ∈ 〈A�43A, A�4��〉 and  0CD��	
0� E V�4��      (2b) 

 Subject to: condition of entire energy absorption �1c	                                      (2c) 
 

In such a case, the efficient approach is application of the Model Predictive Control, which assumes 

repetitive solution of the control problems defined at finite time horizon Δt of arbitrary length: 
 

Minimize: � 8u9 �A��t	, t	 5 :; ��L	7

��0<:��L		=
�

dt�LMN�
�L

                                                        (3) 

 

The approximate solution can based on the proposed by the authors methods including Hybrid Predic-
tion Control (HPC) [1] and Identification-based Predictive Control (IPC) [2]. The HPC provides effi-
cient impact mitigation using system kinematics measurements, prediction of valve operation mode and 

prediction of required change of valve opening. In turn, the IPC additionally utilizes repetitive identifi-
cation of selected system parameters in order to improve system performance at each control step. 

3. Final remarks 

Within this contribution the impact mitigation problem has been reformulated into kinematic version 
and two dedicated control methods (HPC, IPC) have been proposed. Both methods are proved to pro-
vide efficient mitigation of dynamic response of the system subjected to unknown impact excitation. 
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Abstract: A variety of complex dynamical systems, ranging from ecosystems and the climate 
to economic, social, and infrastructure systems, can exhibit a tipping point at which an abrupt 
transition to a catastrophic state occurs. To understand the dynamical properties of the system 
near a tipping point, to predict the tendency for the system to drift toward it, to issue early 
warnings, and finally to apply control to reverse or slow down the trend, are outstanding and 
extremely challenging problems. We consider empirical mutualistic networks of pollinators 
and plants from the real world and investigate the issues of control, recovery, and early warn-
ing indicators. In particular, when considering bipartite networks, both exhibit a tipping point 

as a parameter characterising the population decay changes continuously, at which the system 
collapses suddenly to zero abundance for all the species. We articulate two control strategies: 
(a) maintaining the abundance of a single influential pollinator and (b) eliminating the factors 
contributing to the decay of the pollinator. In both cases, we find that control can turn the 
sudden collapse into a more gradual process in the sense that extinction of the species occurs 
sequentially with variation of the parameter, indicating that control can effectively delay the 
occurrence of global extinction. We then investigate population revival as the bifurcation pa-
rameter varies in the opposite direction away from the tipping point. Without control, there is 

a hysteresis loop which indicates that, in order to revive the species abundance to the original 
level, the parameter needs to be further away from the tipping point, i.e., the environment 
needs to be fitter than before the collapse. However, with control the hysteresis behaviour di-
minishes, suggesting the positive role of control in facilitating species revival. To develop ef-
fective control strategies to prevent the system from drifting towards a tipping point is an un-
solved problem at the present, and we hope our work can shed light on the challenging and 
significant problem of understanding and controlling tipping point dynamics in nonlinear and 
complex systems. Based on compressive sensing, I will also present an efficient approach to 

reconstructing complex networks from small amounts of data. 
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Abstract: The current study represents a fundamental step toward automating the towing 

mission of disabled vessels. It deals with the control of transient planar dynamics for a two-

ship ensemble connected by a massless cable. This is a multibody structure whose compo-

nents are coupled by non-holonomic inequality constraints. The control strategy is designed 

by exploiting the essential temporal scale difference between relative tugboat-ship dynamics 

induced by the constraints and the relatively slow motion of the mass center of the two-ship 

ensemble. The proposed control strategy reduces the controller’s susceptibility to sharp varia-

tions in the towline tension. The results demonstrate the viability of the controller and illus-

trate its robustness to environmental disturbances. 

Keywords: multibody system, autonomous towing, interconnected vessels control 

1. Introduction 

Emergency towing vessels (ETVs) and harbour tugs are relied on to rescue wrecked or disabled ships 

in bad weather on the open seas by towing them to a safe location [1,2]. This challenging problem 

involves the dynamics and control of an under-actuated multi-body system subjected to non-

holonomic inequality constraints. The control variables in the two-ship ensemble are restricted to the 

propeller thrust and angular displacement of the leading ship. The control actions are transmitted to 

the disabled ship through the cable force. A schematic of the physical system is depicted in Fig. 1. 

2. Model of the Two-Ship Ensemble and Controller Design 

An ensemble of two ships connected by a massless towline with one vessel being totally disabled has 

been considered in this study. Three-degree of freedom models were developed for the tugboat and 

the towed ship to describe their motions in the horizontal plane. The effects of unilateral, non-

holonomic, inequality constraints, induced by the limits on the distance between the points on the 

marine vessels where the cable extremities are attached, are represented by a specific potential energy 

function having a shallow potential well when the cable is not taut. However, this function tends to 

increase exponentially as the cable is stretched beyond its original length, which emulates the strain 

energy stored in a cable under tension. The equations of motion of the two-ship ensemble were de-

rived by using the Lagrange principle. The external forces and moments applied on both ships are 

induced by drag and wave excitations along with the control force and moment on the tugboat. Em-

pirical formulations were incorporated to account for the effects of wave excitations, wind and sea 

current drag forces and moments. The control scheme is designed by exploiting the essential temporal 

scale difference between the relative tugboat-ship dynamics induced by the constraints and the rela-

tively slow motion of the mass center of the two-ship ensemble. It is designed to maintain a  
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Fig. 1.  A disabled ship towed by an ASV through an ideal 

flexible cable. 

 
Fig. 2. Surge speeds in the presence of both 

wave excitations and sea current disturbances. 

 

prescribed heading angle and surge speed for the mass center of the two-ship ensemble. The rationale 

is to reduce the controller’s susceptibility to sharp variations in the towline tension force. Note that 

the dynamics of the leading ship are directly and adversely impacted by large spikes in the cable 

tension normally occurring during transient periods. The challenge in designing the controller stems 

from the fact that the disabled ship becomes uncontrollable whenever the cable seize to be taut. The 

controller of the tug has to simultaneously perform a tracking task while preserving the controllability 

of the system by ensuring that the cable is always taut. This has to be done without producing large 

impulsive tension force in the cable that could result in the ships moving towards each other with the 

possibility of a collision. Thus, the propeller thrust control signal of the leading ship is defined as 

1 1 1
( ) ( )[1 ( )] ( ) ( )c TP t P t w t P t w t= − +  where 

1

cP  is responsible for keeping the cable taut, 
1

TP  is the 

trajectory tracking control signal and w  is a weighting factor ensuring a smooth transition between 

1

cP  and 
1

TP . The PID control scheme was implemented in the design of both propeller controller and 

heading controller of the leading ship. Note that the desired surge speed and heading angle of the 

leading ship were computed to yield the desired surge speed and heading angle of the mass center of 

the two-ship ensemble. 

3. Results and Discussion 

Figure 2 demonstrate the viability of the proposed controller and illustrates its disturbance rejection 

characteristic to wave excitations and sea current disturbances. The latter varied in magnitudes and 

applied at different times on the leading and disabled vessels. The disturbance on the leading ship led 

to a zero tension in the towline causing the controller to lose its controllability over the disabled ship. 

Also, the two vessels exhibited out-of-phase heading angles during this phase of the maneuver. How-

ever, within a short period of time, the controller regained its controllability over the disabled ship, 

stabilized the cable length and forced the two-ship ensemble to once again behave almost like a single 

rigid body. The disturbance on the disabled ship had an opposite effect on the towline. It served to 

drastically increase the cable tension that enhanced the capability of the two-ship ensemble to pre-

serve its behavior almost like a single rigid body under severe transient conditions. 
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Abstract. This paper studies quasiperiodic vibration-based energy harvesting in a delayed and 

excited Rayleigh-Duffing oscillator coupled to piezoelectric harvester device. Analytical 

investigation is performed using the multiple scales method to obtain approximation of 

periodic and quasiperiodic amplitude responses as well as the corresponding power output 

near secondary resonances of order 3. The influence of different parameters of the harvester 

on the amplitude of solutions and powers is examined. Results show that for moderate values 

of the amplitude of the external forcing, time delay can substantially improve quasiperiodic 

vibration-based energy harvesting in the vicinity of a secondary resonance. 

Introduction 

We consider a harvester device consisting in a delayed and excited Rayleigh-Duffing oscillator cou-

pled to an electrical circuit through a piezoelectric device. The corresponding equation of motion for 

the harvester is given in the non-dimensionalform by 

 

                  
2 32

0 1 p vt t t t t v t Fcos t D t D t                       

      0v t v t t     

where  t  is the relative displacement of the rigid mass  ,   m v t is the voltage across the load 

resistance,   is the mechanical damping ratio,   is the piezoelectric coupling term in the mechani-

cal attachment,   is the piezoelectric coupling term in the electrical circuit,   is the reciprocal of 

the time constant of electrical circuit, F  and   are, respectively, the amplitude and the frequency of 

the external excitation,   is the time delay, while ,Dp Dv  are, respectively, the position, the velocity 

feedback gains. Investigation of quasiperiodic vibration-based energy harvesting for this harvester 

device has been carried out near the principal resonance in [1]. The purpose here is to study qua-

siperiodic vibration-based energy harvesting performance near the secondary resonances of order 3. 

Analytical investigation is performed using perturbation methods [2, 3]. 
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Abstract: While driving, various industrial off-road vehicles with booms experience intense 

vibrations. These vibrations significantly reduce the comfort of their operation and efficiency. 

Due to the specificity of the operation of these machines, it is usually impossible to apply the 

vibration reduction measures developed for other types of vehicles. In turn, the developed and 

implemented vibration reduction methods for these particular machines are insufficient. The 

article analyses the possibility of using a new type of vibration reduction system in the men-

tioned machines. The proposed system is an active system, while other systems used so far in 

practice are passive systems. The very idea of using active vibration reduction systems has al-

ready been considered in the technical literature, but to this day it has not been unequivocally 

assessed. Depending on the control algorithms used, the researchers obtained significantly dif-

ferent final results. The paper describes the results of a synthesis of the control system made 

by the author based on the analytical model of a wheel bucket loader. The author's analytical 

model of the loader used in the calculations takes into account three degrees of freedom of the 

real machine. The effectiveness of the developed vibration reduction system was verified us-

ing a more complex simulation model built in MSC Adams. The performance of the devel-

oped vibration reduction system was compared with that of a typical passive vibration reduc-

tion system. 

Keywords: active vibration reduction system, bucket loader, industrial off-road vehicle 

1. Introduction  

A large part of industrial vehicles with a boom with a working tool, e.g., in the form of a bucket, 

cannot be equipped with the traditional suspension of road wheels. Such suspension would unaccept-

ably reduce, inter alia, the tipping stability of this type of mobile machinery. As a result, excitations 

from the road are able to stimulate the vehicle with vibrations of low frequency and high amplitude. 

Due to the fact that the energy stored in the form of vibrations is not dissipated, the vibrations can 

persist for a relatively long time. This results in a reduction of the operator's work comfort and effi-

ciency. To minimize this effect while driving, the lower chambers of the boom's hydraulic cylinders 

are connected to the hydraulic accumulators. As a result, a flexible support of the boom is obtained 

and an increase in the intensity of damping of the excited vibrations of the vehicle. Unfortunately, the 

reduction of vibrations obtained this way is insufficient. That is why new and better solutions are 

sought. One of the ideas currently being researched is to force micromovements with the boom actua-

tors while driving. Several solutions of this type have been submitted for patent protection. However, 

the results of research conducted by independent research units so far give contradictory results as to 

the effectiveness of such an approach. Therefore, the author decided to develop a control algorithm 

and test the vibration reduction system based on it.  
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2. Results and Discussion 

To synthesize the controller for the active vibration reduction system, a mathematical model of a 

vehicle with a boom was built. The model was based on an actual bucket loader. The physical model 

of the vehicle, which is the basis for the construction of the mathematical model, is presented in Fig-

ure 1. In deriving the equations of motion, the formalism of the 2nd type Lagrange equations was 

used. 

 

 

 

 

 

 

Fig. 1. Physical model of a bucket loader with a 

passive and active vibration reduction system 

(vibration stabilizer) 

 

 

 

For the synthesis of the controller, the mathematical model was linearized. The linearized form of 

the model was written in the form of state equations. The model in this form was used to synthesize 

the LQR (Linear-quadratic regulator) regulator. While determining the parameters of the LQR con-

troller, various parameters of the weight matrices in the cost equation were experimented with. To 

verify the effectiveness of the developed vibration reduction system with the LQR controller, a simu-

lation model was built in the MSC Adams system (see Figure 2). Then the virtual bucket loader was 

driven over a road with stochastic unevenness with a passive and the other time with an active vibra-

tion reduction system. The test runs made it possible to compare both solutions.  

  

 

Fig. 2. A simulation model of a bucket 

loader built in the MSC Adams system 

to test the performance of the developed 

vibration reduction system  

 

 

3. Concluding Remarks 

The article proposes a synthesis method for the LQR controller for an active vibration reduction 

system of a bucket loader. The performance of the proposed vibration reduction system was com-

pared with that of the passive system commonly used in modern bucket loaders. 
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Abstract: In this paper the problem of nonlinear vibrations of an actuated sandwich slender 

piezo-system is discussed. The considered system is composed of a host beam with piezoelec-

tric patches bonded to its top and bottom surface, respectively. The host beam ends are sup-

ported to prevent longitudinal displacements. By introduction a constant and uniform electric 

field to each piezo element, an axial compressive or tensile piezoelectric force is induced. 

Once opposing directions of the electric field vector for both piezo patches, one of the piezo 

element is compressed, whereas the second one is under tension, what results in the system's 

bending. The main objective of performed studies is to analyse how different ways of piezoe-

lectric actuation affect the system deflection, which, as a result, modifies its natural nonlinear 

frequency. The priority parameters are the beam and piezo elements thicknesses, the level of 

piezoelectric forces actuation, the pattern of forces induction. The problem is formulated on 

the basis of Hamilton’s principle and solved with the use of a perturbation method. During the 

first sequence of performed calculations, the geometry of the system modified by the electric 

field is considered. After determination of the structure configuration, the dynamic system re-

sponse is examined to find its characteristic features. It is proved that the system deflection 

and its nonlinear frequency depends strongly on the way of the piezoelectric forces induction. 

Moreover, it is shown that both the static and dynamic responses are very sensitive to any 

changes in physical or geometrical properties of the structure. 

Keywords: piezoelectric actuation, piezoelectric bending, sandwich beam, nonlinear vibrations 

1. Introduction 

In recent years, smart structures solutions are strongly sought and deeply investigated by many re-

searchers due to its properties giving the possibility of actively or passively enhance system perfor-

mance. Piezoceramic rods, plates, patches, rings etc. are one of these smart elements, where under 

applied stress one generates voltage on its surface (direct piezoelectric effect) or under applied con-

stant electric field a shape deformation may be observed (reverse piezoelectric effect). In engineering 

applications, the main goal is to enhance system prebuckling capacity and/or move the natural fre-

quencies of elastic structures far enough from a possible excitation band. Enhancement of buckling 

capacity via the piezoelectric actuation in a simply supported beam with the possibility of one of the 

supports to move in the longitudinal direction in comparison to the beam with both ends preventing 

longitudinal displacements was discussed by de Faria [1]. It is proved that in the beam with both ends 

preventing longitudinal displacement the stress stiffening effect achieved via piezoelectric actuation 

allow to counteract the beam instability. Static and dynamic response control in Euler-Bernoulli beam 

with different end supports and a pair of perfectly bonded piezoelectric patches is discussed in [2]. It 
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is demonstrated that the lower the overall stiffness of the system, the higher the influence of the resid-

ual force is observed on both critical load and transversal vibration frequency. Zenz and Hummer [3] 

investigated critical load, tip displacements and natural vibrations in a cantilever beam subjected to 

the conservative compressive force, where on top and bottom surface of host beam were attached 

piezo patches. By introducing into the piezo elements different voltage values, system was forced to 

bend. It is shown forced bending influence the load-frequency relationship. In this paper the idea of 

using actuacting bending moment is adopted for the shape and vibrations control of a simply support-

ed beam with both ends preventing longitudinal displacements, shown in Fig. 1. 

 
Fig. 1. Vibrations of a deformed simply supported beam via piezoelectric bending actuator (a), cross-section (b) 

2. Problem statement 

The main aim of this work is to investigate how different ways of piezoelectric actuation affect 

system deflection, which in result modifies its natural nonlinear frequency. Knowing that in slender 

structures the axial and bending stiffness as well as mass has a crucial influence on system dynamic 

response, the priority parameters are beam and piezo elements dimensions, their mechanical and 

electro-mechanical properties. Moreover, the level of piezoelectric forces actuation and forces induc-

tion patterns are taken under investigation. 

The stated problem is formulated on the basis of Hamilton’s principle and solved with the use of 

perturbation method. The slenderness of the system allows to classify the problem into Euler-

Bernoulli beam theory. In the first sequence of numerical calculations the system geometry affected 

via piezoelectric actuation is investigated. Having determined static structure configuration, the dy-

namic response is analysed. 

It is demonstrated, that the use of different piezoelectric actuation patterns has a strong influence 

on system deflection and its nonlinear frequency. Moreover, it is proved that for the analysed system 

configuration even a small change in physical or geometrical properties may lead to quantitatively 

and qualitatively different static and dynamic results. 

 References 

[1] FARIA A.R.: On buckling enhancement of laminated beams with piezoelectric actuators via stress stiffening. 
Composite Structures 2004, 65:187-192. 

[2] PRZYBYLSKI J., KULIŃSKI K.: Piezoelectric effect on transversal vibrations and buckling of a beam with 
varying cross section. Mechanics Research Communications 2017, 87:43-48. 

[3] ZENZ G., HUMER A.: Stability enhancement of beam-type structures by piezoelectric transducers: theoreti-
cal, numerical and experimental investigations. Acta Mechanica 2015, 226:3961-3976. 

342



 

 

 

Reference model trajectory tracking in continuous-time  

sliding mode control  

PAWEŁ LATOSIŃSKI1*, ANDRZEJ BARTOSZEWICZ2 

1. Institute of Automatic Control, Lodz University of Technology, B. Stefanowskiego 18/22, 90-924 Łódź  

[ORCID: 0000-0001-5580-352X] 
2. Institute of Automatic Control, Lodz University of Technology, Stefanowskiego 18/22, 90-924 Łódź  

[ORCID: 0000-0002-1271-8488] 

* Presenting Author 

Abstract: Controller design for a continuous-time system subject to nonlinear disturbance is a 

complex task with many challenges. One must ensure that the effects of disturbance on sys-

tem dynamics are properly compensated, while at the same time keeping state and input con-

straints in mind. Disturbance rejection by itself is easily achieved using sliding mode control-

lers (SMC). However, such controllers give no insight into the dynamics of individual state 

variables, which may be subject to physical constraints. In this paper we propose a solution, 

which allows one to benefit from the disturbance rejection property of SMC and at the same 

time obtain better insight into system dynamics. The proposed approach involves a reference 

model obtained from a canonical form of the controlled system. A sliding mode control strat-

egy is applied to the plant with the aim of driving its state alongside that of the model. Then, 

since model dynamics are inherently simpler, one can modify them to impose specific con-

straints on the motion of the system. It is demonstrated that, when the proposed SMC strategy 

is applied, individual states of the original plant always exactly follow those of the model, re-

gardless of uncertainties. 

Keywords: robust control, sliding mode control, trajectory tracking, continuous-time systems 

1. Introduction 

Continuous-time sliding modes are an excellent tool for controlling system subject to nonlinear uncer-

tainties, as they are able to reject the effect of matched disturbance on the system entirely [1]. Howev-

er, since sliding mode controllers are based on the virtual system output referred to as a sliding varia-

ble, they do not typically provide any direct way of controlling the magnitude of individual system 

states. This is a concern, since in many practical applications, these states may need to follow strict 

physical constraints. Motivated by this problem, in our paper we propose a trajectory tracking sliding 

mode control scheme which imposes strict bounds on individual system states, and at the same time 

ensures the valuable disturbance rejection property that sliding mode controllers are known for. 

In particular, in our research we explore sliding mode control of continuous-time dynamical sys-

tems transformed to the following canonical form 

 ),()()()( ttutt dbAxx ++=   (1) 

where state matrix A, input distribution vector b and disturbance d are expressed as 
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for a certain nonlinear function f(t) and constants a0, .., an-1. The objective of this paper is to design a 

reference model of system (1) which will ensure desirable state dynamics in the absence of disturb-

ance. Then, a trajectory tracking control scheme will be applied to the original plant with the aim of 

driving its state towards that of the model, thus satisfying state constraints imposed on the system. 

2. Results and Discussion 

The approach proposed in our paper uses a disturbance-free reference model of plant (1), in which 

feedback gains a0, .., an-1 are omitted. In other words, the model is essentially an n-th order integrator, 

which is inherently easy to control. In particular, we use linear state-feedback control with feedback 

gains selected to ensure that all states of the model stay within specific bounds. Then, a sliding mode 

control strategy is applied to the plant in order to drive its states alongside those of the model.  

It is demonstrated that the proposed continuous-time sliding mode control scheme with a refer-

ence model ensures that the specified state trajectories are always followed exactly. This is achieved 

even in the presence of nonlinear uncertainties, which means that physical constraints placed on the 

system can be satisfied even in difficult conditions. Similar model reference schemes have been pro-

posed in the past [2], but in this work we explicitly prove that exact trajectory tracking can be 

achieved in an uncertain continuous-time system. 

It is known that perfect disturbance rejection in sliding mode control is only possible in a purely 

continuous-time system. When the digital implementation of the control scheme is considered, one 

observes the undesirable chattering phenomenon, i.e. high frequency oscillations around the target 

state [3]. This phenomenon is also present when our approach is applied to the plant. However, it can 

be demonstrated that, if proper disturbance compensation based on past data is applied, the magnitude 

of these oscillations can be reduced to a negligible level [4]. Thus, it can be concluded that for all 

practical purposes, our approach ensures full disturbance rejection and ensures boundedness of all 

system states. 
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Abstract: The paper presents the investigations of the dynamics of Omni wheels considered 

as part of a mobile platform. The equations of motion are presented in the form of Lagrange 

equations of the second kind with undetermined multipliers. The investigation of the dynam-

ics is based on the analysis of reaction forces, acting on wheels from the side of the support 

surface. The analysis of the dependences of reaction forces is carried out for different motion 

parameters: velocities, accelerations, and trajectory curvature.  

Keywords: omnidirectional mobile robot, nonholonomic model, slipping, simulation. 

1. Introduction 

Mobile robots with omniwheels have a distinctive feature – the ability to implement omnidirec-

tional motion. Control tasks for a mobile robot with omniwheels were previously considered in [1] – 

[4]. However, for mobile robots with omniwheels the control actions can be determined if the non-

slipping conditions for wheels are satisfied. This work is devoted to the investigation of the dynamics 

of wheels for various motion parameters: velocities, accelerations, and trajectory curvature.  

2. Mathematical model 

Let’s consider the robot’s motion in a horizontal plane (see Fig. 1a). Details on the design, kine-

matic and dynamic models of the mobile platform with omniwheels can be found in [1, 2]. In other 

works [5, 6] the dynamics of mobile robots with omniwheels is considered only for limited sets of 

trajectory segments.  

  
a) b) 

Fig. 1. a) The scheme of a mobile platform with omniwheels and b) curvilinear trajectory of motion 
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To determine the possibility of implementing motion along a trajectory with different motion parameters con-
sider the dynamics of an individual wheel as part of a mobile platform. The equations of motion of an individual 

wheel consider in the form of Lagrange equations of the second kind with undetermined multipliers relative to the 

coordinate system associated with the mobile robot (see Fig. 1a): 

, )
,i

i i i i i i

i i i

m m
h


  Jv v α μ

(α p
      (1) 

( , ).i iI  Jμ γ        (2) 

Solving the system (1)-(2) relative to undetermined multipliers i , taking into account the radius 

of curvature of the trajectory, we obtain:  
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where /( )
i i i

F h  - the module of the reaction force, acting on the ith wheel from the side of the 

support surface, s - the module of linear velocity,  - angular velocity of the mobile robot. 

The resulting expression (3) describes a combination of several cases of mobile robot’s motion. 

These cases require separate consideration:  

1. Non-stationary motion along a straight line with a constant orientation. 

2. Non-stationary rotation. 

3. Stationary motion along a straight line with constant linear and angular velocities. 

4. Stationary motion along a curvilinear trajectory with a constant orientation. 

3. Conclusion  

In this work, the influence of velocities, accelerations and trajectory curvature was de-

termined based on investigations of the dynamics and numerical modeling.  
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Abstract: In this paper the problem electric vehicle braking is presented with its model. For 

year many systems have been developed and introduced as the standard to conventional vehi-

cle with any kind of ICE. Currently the electrical vehicle safety system follow it adding the 

function of energy recuperation, but electric motors give more various opportunities and func-

tion. The braking with energy recuperation makes the: hybrid or battery EV more ecological 

in urban use. But some problems appear during emergency braking in any kind of vehicle. In 

the paper the overview of most popular electric vehicle propelling systems is presented with 

their physical and mathematical models. Classical scenarios of emergency braking with vari-

ous control algorithms for DC and AC motors is simulated and discussed. The thesis about the 

self-adjustment of braking force by DC or asynchronous electric motor shortage (dynamic 

braking) is set and verified. In the simulation the phenomena of: batteries recharging current 

limitation, tire slip and wheel blocking have been taken account and modelled. 

Keywords: Emergency braking, electric vehicle propelling systems, complex electric vehicle model, 

EV emergency braking 

1. Introduction 

The vehicle braking is extremely important for safety of vehicle occupant and others on the road.  

The ICE vehicle can break with motors movement resistance or brakes. Contemporary modern ICE 

vehicle control of braking process to avoid the wheel blocking with the board-computers. The stand-

ardized ABS systems are responsible for safety during braking by controlling the wheel rotation speed 

and releasing the braking force when one wheel is blocked. If all wheels are blocked system can no 

react. Blocked wheels are sliding on the road and aren’t able to control the vehicle movement direc-

tion. Other problem is the value of propelling and braking force which depends on slip s defined as 

[1,2,3,4,5]: 

The typical characteristic of friction coefficient µ(s) to the slip is presented in figure 1. [1, -6].  

-1 1 

s skb 

skp 

μ(s) 

 
Fig. 1. The typical characteristic of friction coefficient to 

the slip 

The most effective braking is when the slip is 

Sk. It is not easy to be reached for ICE driven 

vehicle. If we use the electric motors, we can 

control it braking with motor. In EV we can 

use various strategy of electric motor braking. 

In the paper the usage of dynamic braking as 

self-force adjustable system is discussed and 

modeled. 
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2. Results and Discussion 

For simulation od dynamic process series of model has been developed. As the first approach the one 

wheel model (fig.2) was built with battery Control Device CD, Motor M and wheel to road interac-

tion.  

CD 

BAT 

R 

M 

Wheel 

Vehicle 

ineritia 

ROAD 

 
Fig. 2. The Electric vehicle driving system model 

with: BAT – battery, CD – transistor switch control 
device, R- resistor; M Permanent magnet DC motor 

 

 

s 

F=Nμ(s) 

F,B 

1 

B=kω 

V=const 

sk 

  
Fig. 3. The relation of motor dynamic braking and tire 

braking force slip characteristic  

The concept of emergency dynamic braking base on assumption of self -optimization of braking force 

as the interaction of braking characteristics for tire and motor (fig.3) 

For verification the full 3D model of electric vehicle was built in 4 versions [8,9,10]: One axle on 

motor drive; 2 axle two motor drive, one axle two motor (wheel with motor) drive. As the result of 

simulation for dynamic braking and dynamic braking controlled with transitory and energy recupera-

tion with resistance control is presented in fig. 4 

3. Concluding Remarks  
Application of dynamic braking simpli-

fies the control of maximum braking 

force seems to be promising of many 

advantages like less harmful for batteries 

energy recuperation, mitigation of brakes 

pads wears etc. 

Such a solution is self-adjustable and 

fault tolerant in wider range than other 

braking strategies. 

The combination of dynamic control with 

energy recuperation improves the battery 

recharging efficiency and safety. 
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Abstract: Autonomous vehicles are introduced to everyday life. Currently they are mainly on 

test tracks, but very soon they will be on our roads. The risk of vehicle mistake is currently 

discussed, and it mitigate the grow of public road application. Although the sensors for auton-

omous vehicles and algorithms make great progress, the risk of mistake and non-

responsibility for that is still great problem. Especially when some error synergy appears and 

the system have to recognise mistake. The article discusses the typical design and sensors 

used for vehicle autonomy. The methodology of simulation of control system and sensors, 

with randomly modified scenarios of situation changing or sensor’s fault is proposed. The 

model of control system with self-learning by experience is presented.  

 

Keywords: Risk of autonomation, vehicle situation awareness sensors, machine learning, risk evalua-

tion,  
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Abstract: In recent decades, base Isolation represented a new approach and a very promising 

alternative, allowing the protection of structures against strong earthquakes and winds. There-

fore, several codes around the world have introduced chapters relating to the base isolation 

technique. It is essential to put forward a new methodology design relating to isolated build-

ings in the Algerian earthquake regulations. The aims of this research suggest a new design 

approach for LRB type isolators (Lead Rubber Bearing), based on the equivalent static meth-

od, and it employs an iterative process that determines the isolator's displacement design de-

pending on the mechanical and geometric characteristics of the building. Thus, to confirm the 

proposed model validity, a vast parametric study was undertaken using an isolated building 

with the same geometric and mechanical characteristics, as well as, the same soil conditions 

used in different regulations in the world such as Japanese, Chinese, Taiwanese, Italian, IBC 

2000 and Algerian. The results obtained from this new design approach show a very good 

agreement with the various international codes envisaged. 

Keywords: Base isolation, Lead Rubber Bearing, Algerian seismic code, Hysteresis behaviour 

1. Introduction  

Following the devastating earthquakes affecting several countries in the world, such as the Northridge 

in 1994 in the USA, Hyogoken-Nanbu in 1995 in Japan, Chi-Chi in 1999 in Taiwan, Wenchuan in 

2008 in China, and the L'Aquila earthquake 2009 Italy, the base isolation technology has been exten-

sively deployed in these countries with high seismicity. During this period, seismic codes have been 

revised and improved to introduce requirements for buildings seismic design with base isolation [9]. 

At the national level and following the recent earthquake events in Algeria, considerable damages and 

heavy casualties were recorded; this is due to the shortcomings of the design practices and even the 

inadequacy of controlling buildings seismic response.  

The equivalent linear method analysis, based primarily on one DOF system, is used in several interna-

tional anti-seismic regulations. However, the restrictive assumptions and conditions for applying this 

method involve certain limitations. 

Following the normative code development in the world, a new review is important for improving the 

current Algerian regulations by introducing the vibration control techniques to mitigate significantly 

the excess of energy developed by earthquakes. Therefore, the introduction of a chapter on the vibra-

tion control technique in the Algerian seismic code becomes essential. 
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2. Equivalent linear analysis in accordance with the Algerian seismic regulations    

2.1. Process of the proposed method 

The convergence process of the equivalent linear analysis method is summarized as follows: 

1. It is assumed an initial displacement of the isolation system 
DD  , 

2. The effective stiffness and the effective damping ( ) of the isolation system were calculated, 

 

 

 
 

 

3. The equivalent period of the isolation system was computed as follows: 

 

 

4. The reduction factor and the spectral acceleration: 

  
 

5. A new design displacement was acquired: 

 

6. Steps 1 to 5 are repeated until convergence of the design displacement. 

2.2 Analytical model and assumptions 

The model used in this analysis is a ten-stories building in reinforced concrete with a rectangular plan 

of 15 × 20 m² composed of four bays in the longitudinal direction and three bays in the transverse 

direction with a length of 5 m each. The beams are of section 30 × 45 cm², the columns are of section 

50 × 50 cm² and the story height is 3 m with solid 20 cm thick slabs [21]. 

The bilinear behavior of the LRB isolation system, making it possible to successively determine the 

geometric and mechanical characteristics of the different types of isolators considered in this study. 

3. Results 
This investigation allowed us to obtain the following results: 

 The design displacement of the LRB isolator obtained by the American code IBC2000, estimated 

at 22.41 cm, is very close to the value found by the proposed approach for the Algerian earth-

quake code, estimated at 28.46 cm. 

 The base shear force evaluated by the novel approach for the Algerian seismic code concords 

with the nonlinear analysis method according to the IBC2000 code for near source seismic exci-

tations, with more than 90% similar results. 

 
Fig. 6 Design displacement between different codes       Fig. 7 Shear base between different codes 
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4. Conclusion 
The new approach gives very good results according to various regulations cited in literature. 

The response in design displacement and shear force at the base obtained by the proposed 

method represents an average value considering the various regulations. 

A comparative analysis of the proposed approach, based mainly on the equivalent linear meth-

od, with the nonlinear history analysis shows good agreement for seismic excitations at near 

field. 
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Abstract: The logistic train is a modern intralogistics transport system that consists of a trac-

tor and towed trailers. It bases on the concept of a milk-runner which collects or supplies a de-

fined number of delivery points with a precise amount of material at a given point of time on 

a pre-planned route. It is also difficult to achieve the same trajectory for a manually operated 

train for multiple train runs. The problem complicates if there are multiple towed trailers or 

dynamic drive on slippery ground are present. One solution to this problem is to replace the 

driver with an automated steering system. This paper presents a dynamic model of a logistic 

train, based on the Lagrange formalism, which is controlled by artificial neural networks. The 

artificial neural network algorithm provides the most appropriate tractor steering input param-

eters for a given transportation area. The result of integration of the dynamic model developed 

in Mathematica and the neural network modelled in Python is presented in a graphic form. 

The modelled algorithm ensures a collision-free ride of the train.  

Keywords: logistic train, vehicle, neural network, dynamic model 

1. Introduction 

Intensive development of intralogistics is the reason for seeking new solutions for improving material 

flow in manufacturing systems. An example of such a solution is a logistics train. This is an applied 

means of transport across all sectors of production supply, especially in the intralogistics [1]. A lo-

gistic train is usually called a milk-runner, which concept is derived from the method of delivering or 

receiving supplies in the dairy industry. The idea is to regularly visit assigned locations by one sup-

plier in a single run [2]. Milk run system minimizes the total distance travelled, as a single vehicle is 

use instead of many, especially in case of repeatable flow of materials between the same locations.  

The discussed train consists of a tractor and a certain number of trailers also called logistics trol-

leys. The tractor usually has an Ackermann steering system. Rear wheels are fixed and front wheels 

are castor wheels. There exist three different steering kinematics for trailer and the most advanced is 

double Ackermann system [3]. For this steering system, a number of degrees of freedom is higher 

than for others assuming the same number of trolleys. Paszkowiak and Bartkowiak, presented a brief 

comparison of dynamics of a logistic train with different steering systems [3, 4]. 

A simple trajectory control for logistic train was applied using a PD controller. This was done for 

the kinematic model of logistic train with a double Ackermann steering system. This was first attempt 

to control the automated logistic train. Dynamic model of logistic train was not considered yet with a 

control system, especially with artificial neural network.  

 

353



 

2. Results and Discussion 

In our work is used the dynamic model of a logistic train developed by Paszkowiak and Bartkowi-

ak. The main equations of this system are based on Lagrange formalism [3]. The developed control 

system is based on iterative model of a logistic train. Exemplary drive of a train in a given corridor as 

shown in Fig. 1. Sensors are placed on the tractor and each trailer.  

 

 
Fig. 1. Train transport corridor and visualization of the distance between sensors and obstacles 

 

Algorithm of the artificial neural network generates input data (torques applied to wheels) for the 

tractor. Simulation time is very short to ensure real-time of response to the environment. The distance 

to obstacles from each unit is determined based on new position of the logistic train obtained by 

simulation. The distance travelled by the tractor and information about collision are also obtained. 

These data are sent to the neural network model, which choose new input data for the tractor. Again, 

the data is used to run the simulation. This process is repeated until a collision occurs (Fig. 2).  

 

 
Fig. 2. The iterative process – connection between the Neural Network Algorithm and the dynamic model 

3. Concluding Remarks 

Modern control system based on the Neural Network Algorithm has been developed. The artificial 

neural network algorithm provides the most appropriate tractor steering input parameters for a given 

transportation area. The modelled algorithm ensures a collision-free ride of the train. 
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Abstract: Last years have brought the use of information technology in all domains. For Civil 

Engineering, the Smart City concept, involving the new technologies, is pointing to (among 

other aspects) the community safety. In this line, a structural active control strategy based on 

full states LQR optimal control has been relatively recent improved, numerically tested and 

verified. In order to apply this newer strategy, practical aspects are in the views of the present 

work: reduced order controller, observer introduction, time delay effects and their conse-

quences on the effectiveness of the control strategy. The numerical simulations are performed 

on a multi-storey building loaded by strong earthquakes’ recorded accelerations. Using in-

house software under Matlab, the seismic response of the structures is simulated and evaluat-

ed after introduction of Active Tuned Mass dampers. Time and frequency domain responses 

are obtained. The viability of the improved strategy involving application of practical consid-

erations is determined and discussed. 

Keywords: active control, seismic response, Active Tuned Mass dampers, reduced order controller 

1. Introduction 

Requirements of already continuous technological revolution, are pointing toward security of ur-

ban communities. Civil Engineering plays a major and, in many cases, critical role in assuring the 

safety of structures’ inhabitants or users. Strong earthquakes and strong winds are between the most 

stressing loads acting buildings and bridges. Therefore, any technological methods for obtaining a 

better behaviour to these loads is needed. Passive and active structural control are using devices, as 

Tuned Mass Dampers (TMDs) and Active Mass Dampers (AMDs), as possible solutions. 

Optimal active structural control, in the form of Linear Quadratic Regulator (LQR), have been 

studied in [1] using a full state strategy. The weighting matrices Q and R had been proposed (based 

on an energy approach) in a simple manner to just one variable, r, as shown in Equation (1) and 

where 
S

K  and 
S

M  are the structure’s stiffness and mass matrices. 

 
1
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0 0
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diag r r r  R R I  (1) 

The methodology in [1] had been relatively recent improved in [2]. It was mathematically shown 

that the 2n-dimensional Riccati Equation (2) 
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1

1 1


     PA PBL R L B P A P Q 0  (2) 

can be reduced to two one n-dimensional Riccati equations, (3) and (4). 

 1
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 1
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Equation (3) is a symmetric Riccati equation while the Equation (4) is a non-symmetric one. 

2. The methodology and applications 

In reference [3], the proposed improved methodology was numerically tested and verified. Typical 

time response and spectral seismic response are shown in Figure 1 (left and center). 

 

Fig. 1. Left and center: typical time and spectral seismic response; right: plan of TMDs/AMDs locations 

The numerical simulations are performed on a multi-storey building loaded by strong earthquakes’ 

recorded accelerations. In Figure 1 (right side), the plan of TMDs/AMDs typical locations on building 

is presented. 

The initial methodology in [1] was used also in [4] for use with reduced order controller, observer 

and time delay effects. Their consequences on the effectiveness of the control strategy were evaluat-

ed. For the present study, the goal is to adapt the improved methodology in [3] for the same practical 

aspects of implementations. 

3. Concluding remarks 

Improvements had been made to an optimal active control strategy based on obtaining gain matrix 

calculations on two half size-dimensional Riccati equations. Results of implementing this new tech-

nique are shown. In addition, the extended paper is presenting the details and conclusions of simula-

tions’ results when practical aspects (as reduced order controller, observer introduction, time delay) 

are also implemented. 
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using magnetic field 
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Abstract: In the presented work, we proposed a methodology of controlling the resonance 

energy exchange in mechanical systems by creating appropriate electromagnetic fields around 

the system’s structural subcomponents. It has been shown theoretically and confirmed exper-

imentally that properly guided magnetic fields can effectively change mechanical potentials in 

such a way that the energy flow between the oscillators takes the desired direction. In particu-

lar, a model of two weakly coupled pendulums subjected to an electromagnetic load using a 

specific set of descriptive functions was considered. The developed control strategies are 

based on the observation that, in the case of antiphase oscillation, the energy is moving from 

the pendulum, which is in the repelling magnetic field, to the oscillator not subjected to mag-

netic field. The advantage of the suggested control strategy is that the temporal rate of inputs 

is dictated by the speed of beating, which is relatively slow compared to the carrying oscilla-

tions. 

Keywords: Resonance energy exchange, magnetic pendulums, beating control, feedback loop 

1. Introduction  

Passive control of the energy flow between a recipient and a donor has been considered in both phys-

ics and engineering based on different physical principles [1-4]. In the presented work, we suggest to 

actively guide the direction of energy flow by generating appropriate magnetic fields around the 

interacting mechanical oscillators. In the present illustrating example, two pendulums are weakly 

coupled with torsion spring (see Fig. 1). One of the pendulums is endowed with a magnet which is 

placed above an electric coil. A specific electric current in a form of 

 2
( ) 0.001 0.1 1sin / 10.3i t t   was chosen to enhance passive transition of energy from one 

pendulum 1 to pendulum 2. System is described by equations (1) and (2).  

 

 
(1) 

 
 

(2) 
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2. Results and Discussion 

The sample results of direct simulations and comparison with experimental data are illustrated in Fig 

2.  The solution of numerical integration of eqs. (1)-(2) are represented by Fig. 2b. At this point, we 

make preliminary remarks on some effects already observed from simulations. In particular, frag-

ments (c), (d) of Fig. 2 show the response quite different compared to the response of a free system 

(b) under zero input currents. It is confirmed that in the case of free vibration, the total energy is 

gradually dissipating while its very small portion keeps moving from one pendulum to another in beat 

wise manner. In contrast, the gradually increasing currents eventually break the symmetry in such a 

way that the energy is almost completely transferred from the pendulum 1 with positive input current 

to the pendulum 2. The effect becomes most explicit in case of two magnets combining both attract-

ing and repelling properties. 

Fig. 2. Model (a), sample free motion (b), and the response on input current (c-d). 
 

3. Concluding Remarks  

Open-loop control strategy is suggested in this paper for guiding the energy flow between two inter-

acting oscillators by means of magnetic fields. Control strategy is based on the observation that, in the 

case of antiphase oscillation, the energy is moving from the oscillator, which is in the repelling mag-

netic field, to the oscillator not subjected to magnetic field.  

Acknowledgment: The construction of the experimental setup presented in the work was supported 

by the Polish National Science Centre under the grant OPUS 14 No. 2017/27/B/ST8/01330. 
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Abstract: The autonomous vehicles move to follow up a pre-planned trajectory, which is generated by the trajectory 
planning model of the control system. The same situation is observed during obstacle avoidance maneuvers. Auton-

omous vehicle (A) (without occupants onboard) with a cargo trailer (CT unit) movement has been considered in this 

paper. During the CT unit motion at high speed on a road intersection, the car (driven by the driver, D) entered the 
lane of the CT unit and thus to become an obstacle. It was affirmed that in some cases of considered road critical 

situation, there is a lack of the safe obstacle’ avoidance maneuvers. In such cases, planning of the CT unit trajectory 

is also necessary. Among all of the trajectories, some of them consider the possibility of the collision (impact). 

The aim of this study is to show the possibility of movement trajectory selection, based on assessments to risk 

associated with possible vehicle D occupants injury. The basis for this selection are the results of the numerical 

modelling of the vehicles’ collision effects. The research carried out have shown the relations between the selected 
driving trajectory and possible consequences of the vehicles’ collision. Set of these relations from the model re-

search, can be stored in the autonomous vehicle controller memory and be used by for selection the movement 
trajectory in an obstacle avoidance maneuver. This would help to plan the trajectory to reduce injuries risk of the ve-

hicle D occupants to lowest possible level in investigated critical road situation. 

 

Keywords: autonomous vehicle with cargo trailer, road accidents, occupants injuries. 

1. Introduction 

 The autonomous vehicles move to follow up a ongoing planned and generated movement trajec-

tory. The same situation is observed during obstacle avoidance maneuvers. Autonomous vehicle (A) 

(without occupants onboard) with a cargo trailer (CT unit) movement has been considered in this paper.  

During the CT unit motion at high speed on a road intersection, the car (driven by the driver, D) entered 

the lane of the CT unit and thus to become an obstacle blocking one of the road lane along a driving 

trajectory in relation to the car A. The method of selecting a defensive maneuver by the system con-

troller in a critical situations has been considered. 

 The result of the research presented in [1] was to determine the method of generating the planned 

driving trajectory to safely avoid the obstacle. The results of these research provide grounds for a state-

ment that several possibilities of the considered road critical situation lack a safe driving trajectory. 

How to proceed in such a situation? One way is to select a trajectory taking into account a collision 

(impact) with the least severe consequences (the strategy of the lesser evil). 
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 The aim of this study is to show the possibility of movement trajectory selection, based on as-

sessments to risk associated with possible vehicle D occupants injury (the strategy of the lesser evil). 

In autonomous vehicle (A) there are no people. The basis for this selection of the driving strategy in an-

alyzed critical situation are the results of the numerical modelling of the vehicles’ collision effects. This 

paper is an extension of [1]. 

2. Research methods 

The research carried out (example in fig. 1) have shown the relations between the selected CT 

set driving trajectory and possible consequences of the vehicles’ collision. Set of these relations 

from the model research, can be stored in the autonomous vehicle controller memory and be used by 

for selection the movement trajectory in an obstacle avoidance maneuver. 

      
Fig. 1. Road traffic situation, depending on the selection of draiving trajectory 

 

In this study, short-term vehicles collision proces is analyzed (various variants of road collisions) 

in order to determine the risk indicators for occupants (research results example in fig. 2). The 10 degree 

of freedom (DOF) model of CT set was developed. The vehicle D has 6 DOF and occupant/driver 

dummy (Hybrid III) has 19 DOF. 

 
Fig. 2. The course of the vehicle D occupant head acceleration (left figure) and torso (right figure) during a front-

to-side and oblique impact 
 

 During assessment of the injury risk was used so-called risk curves in the AIS scale (Abbreviated 

Injury Scale). The total risk of injury (PJoint) for a side impacts in percent is calculating: 

                   𝑃𝐽𝑜𝑖𝑛𝑡 = 1 − (1 − 𝑃ℎ𝑒𝑎𝑑)𝑥(1 − 𝑃𝑐ℎ𝑒𝑠𝑡)𝑥(1 − 𝑃𝑎𝑏𝑑𝑜𝑚𝑒𝑛)𝑥(1 − 𝑃𝑝𝑒𝑙𝑣𝑖𝑠) 100%        

where: Phead =f(HIC); Pchest =f(chest displacement); Pabdomen =f(the resultant force acting on the abdo-

men); Ppelvis =f(force acting on the pelvis). 

  Mentioned above risk indicators are determined for the set of collision variants in the range 

of driving speeds 40-90 km/h for the CT set and the impact angle 0-90 deg of the vehicle D. This has 

made it possible to further planning of the trajectories, which would decrease injuries risk indicators 

of  he vehicle D occupants to lowest possible level in investigated critical road situation. 
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Abstract: Tensegrity Structures were recently accessed in the field of engineering due to their 

advantageous properties like shock resistance and shape changeability. Especially ,  in  ( s o f t)  

robotics, the application of those structures is a promising approach. Various types of locomo-

tion can be realized using tensegrity structures. Here, a rolling locomotion system based o n  a  

tensegrity structure with precurved members is presented. The rolling locomotion is initial-

ized by varying the center of mass due to shifting an internal mass. Furthermore, a proper 

shape change is applied to steer on a horizontal plane. The locomotion system is  modeled as a 

multibody system and the corresponding non-holonomic dynamics are derived. Sim u latio n s  

considering the locomotion behavior are performed for various actuation strategies  an d  m e-

chanical parameters. Based on these results a reliable actuation s trategy to maneuver in two 

dimensions by pure rolling is derived. Furthermore, recommendations regarding the construc-

tive development of a real prototype based on a tensegrity structure are given.  

Keywords: Compliant tensegrity structure, non-holonomic constraints, dynamics 
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Abstract: Increasing higher and higher velocities of articulated wheeled vehicles re-

quires finding a new methods for stabilizing oscillations in articulated joint. It allows to 

achieve more in-line path of a vehicle. In the paper, a method for individual wheel 

braking is proposed and tested in computer simulations. Control algorithm allows for 

braking from 1 up to 3 wheels for increasing damping and reducing oscillations ampli-

tude in articulation joint. A method for calculating braking torque is presented. Author 
proposed and compared signals obtained from vehicle angular acceleration and angle in 

the articulated joint to engage or disengage braking of wheel(s). Several methods are 

presented in the paper, allowing for faster damping of oscillations and reduction of am-

plitudes through the use of a brake system. The tests were carried out for 2 different 

simulation models (different vehicles). Several methods are presented - variants of the 

system operation. Simulations shows that proposed control algorithms allows to in-

crease damping and decrease oscillation amplitude.   

Keywords: articulated vehicle, braking system, control system, snaking, lateral stability,  vehicles 
path 

1. Introduction  

The rapid development of the automotive industry has contributed to an increase in the number of 
vehicles reaching higher and higher speeds and moving on public roads. For this reason, safety while 
driving has become an extremely important factor when designing new earth-working machines and 
vehicles moving on the streets. Most systems improving safety can be seen in passenger car designs. 

These include active braking, acceleration slip control, power steering, steering traction control and 
many others. It should be noted that such systems are not used in earth-working machines and the 
location of the tool, e.g. an excavator bucket or loader in the event of a pedestrian collision can be 
extremely dangerous. Increasing the speed of earth-working vehicles is desirable because it brings 
great economic benefits. One of the phenomena that prevent these machines from moving at speeds in 
excess of 50 km/h is the phenomenon of snaking. This phenomena can be considered as a spontane-
ous undesirable by driver vehicle path change [1, 2, 3]. A method for reducing snaking phenomenon 
is not well  designed for articulated vehicles. When vehicles with articulated steering are in motion, 
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oscillation between the front and rear frames is often generated due to the low stiffness of the hydrau-

lic system. Low damping value and forcing from the ground make the oscillations persist for a long 
time. Several methods are presented in the paper, allowing for faster damping of oscillations and 
reduction of amplitudes through the use of a brake system. The tests were carried out for 2 different 
simulation models (different vehicles). Several methods are presented - variants of the system opera-
tion. 

2. Results and Discussion  

Results obtained from simulations for different braking control signal and braking mode are 

presented in Fig. 1.  

 
Fig. 1. Wsd indicator value and vehicle trajectory for different braking control system. Velocity V=50 km/h 

The systems eliminate the phenomenon of snaking by braking at least one wheel contribute 

to a significant increase in motion stability. It is a solution that can be easily applied to 

almost all wheeled vehicles. It can be seen that the further development of the steering 

system should include increasing the energy efficiency of its operation. For this purpose, an 

algorithm should be developed that, based on control signals, will in a short time automati-

cally select the method and number of braked wheels. An important issue is also the econ-

omy of the applied system and the determination of the typical braking time of the wheels 

on a given typical road. The increase in fuel consumption and wear when this system is 

used should be considered. 
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Abstract: Mobile platforms are used in many aspects of our everyday life, mostly by military, 

rescue teams, miners or scientists. In most of them installed suspension units have constant 

dimensions what limits area of operating range. Presented in this paper active rocker – bogie 

suspension can change length of each suspension section in order to self – level base platform 

what will lead to increase in stability by means of control of location of centre of gravity and 

application area by change in space required during work and transportation. The main scope 

of this study is to investigate and influence of different length of suspension members on vi-

bration frequency as well as vibration modes. On the basis of the results one will find opti-

mum solutions for creating a prototype. 

Keywords: frequency analysis, suspension, rover, mobile platform, rocker - boogie 

1. Introduction 

Mobile platforms often use six or more wheels or even track drive sets [1]. Due to fact that their 

frames contain manipulators, radars, scanners and other fragile items one requires great stability 

during operations in rough and uneven terrain. This gives great challenge to the engineers during the 

design and test phases. In construction available on the market one can find ones that use multi-link 

suspension system [2] which has simple design and does not immobilize platform at failure of one 

suspension unit. Another type of used suspension is rocker – bogie type [3] which can be found in 

Opportunity and Curiosity rovers. This construction is characterized by the fact that left and right side 

wheels are connected by a differential bar which ensures ground contact for all wheels. Moreover 

rocker – bogie suspension does not have springs and it ensures overcome an obstacle equal to the 

length of the wheelbase. Simplified version of rocker – bogie suspension is boogie type [4] which has 

two swingarms on each side instead of combined one and does not have differential bar. Regardless to 

installed suspension system, stability in rough terrain is limited by the location of the center of gravi-

ty.  In the active rocker – boogie suspension [5] studied in this paper one can control its location what 

greatly increases platform terrain application area. The main scope of performed studies is to check an 

influence of different length of suspension members on vibration modes and vibration frequency of 

the mobile platform. In future, one will also consider different material types such as Aluminum 6060 

T66, Steel S235 or Titanium grade 1. The obtained results will allow finding the best material for 

prototype production. 
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2. Model presentation and results of numerical simulations 

In figure 1 one presents investigated mobile platform, which can change wheelbase what results in 

control of location of centre of gravity. The markings are as follows: 1,2 – suspension arms; 3,4,5 – 

wheels with electric motors; 6 – main frame; 7 – differential bar; 8 – electric motors for suspension 

control. 

 
 

 
 

Fig. 1. Investigated suspension 
system a)   b)  

Fig. 2. a) 1st vibration mode- Al. 6060, b) change in vibration frequency 
 

Figure 2a shows a sample of results from vibration mode investigations while figure 2b describes 

the change in vibration frequency magnitude at different suspension length. The frequency studies 

were done at different length of one side (the change in length was equal to all three wheels on one 

side) while the other remained fully extended. This simulates a motion of a platform on terrain with 

different elevation in relation to the longitudinal axis of symmetry. In the presented case the change in 

suspension length has the greatest influence on first vibration frequency which is being reduced sig-

nificantly between min. and max. positions. The second and third vibration frequencies are much less 

vulnerable to change in suspension length and their reduction is more linear in relation to the first one. 

 

3. Conclusions 

As presented in section 2 the behaviour of the investigated mobile platform is very complex in re-

lation to different lengths of suspension members. Detailed studies on vibration frequency – suspen-

sion length and vibration modes must be done before prototype production. 
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Abstract: Viscoelastic polymers have been employed for passive vibration mitigation in struc-

tures and rotating machines, however, its mechanical properties change with time. Taking in-

spiration from this passive technique of vibration reduction, this paper presents the fundamen-

tals of designing control laws based on the constitutive relationship of a viscoelastic material 

for an active vibration control scheme. To this end, energy absorbed by the material model for 

a viscoelastic material model is formulated and compared for different models. The control law 

based on these material models will be designed based on maximization of energy absorbed by 

the material model in order to effectively mitigate vibrations from the system. The control laws 

based on the viscoelastic material models are shown to perform better as compared to conven-

tional control laws. This analysis paves way for designing control laws based on the viscoelastic 

material models. 

Keywords: active vibration control, viscoelastic material model, passive vibration 

1. Introduction  

In this paper a new approach to build control laws based on viscoelastic material models is presented. 

Viscoelastic material are known to improve stability and vibration characteristics when used in rotating 

machinery support [1], [2]. In recent literature, some control laws have been designed by taking inspi-

ration from the viscoelastic material model ([3] [4],[5], [6]), however, an energy analysis-based design 

of such control laws, which forms the basis, has not been presented. This work therefore provides a 

theoretical framework behind the design of control laws based on energy absorbed by the viscoelastic 

material models.  

2. Results and Discussion  

Fig. 1(a) shows a schematic of a single degree of freedom discrete system mounted on a 2-element 

support (a stiffness and a damper) and acted upon by a harmonic force. Energy dissipated in one cycle 

in steady state is found using the following relation, 𝐸2 = ∫ 𝑐𝑥̇2 𝑑𝑡
2𝜋/𝜔

0
. For Three element model (Fig. 

1(b), two stiffness and one damper), the governing equation is, 𝑚𝑥̈ + 𝑐(𝑥̇ − 𝑦̇) + 𝑘𝑥 = 𝐹𝑐𝑜𝑠(𝜔𝑡). 

Now, energy dissipated in one cycle at steady state can be found using the following relation, 𝐸3 =

∫ 𝑐(𝑥̇ − 𝑦̇)𝑥̇ 𝑑𝑡
2𝜋/𝜔

0
. Evaluating the integral, one finds 𝐸3. Similarly, the energy dissipated by the four 

element model (figure 1(c)) can be evaluated. The Non-Dimensional Energy absorption Ratio for three 

element model to two element model (NDER32) and four element model to three element model 

(NDER43) is shown in Fig. 2, where 𝜉 is the damping ratio and 𝜆 is the stiffness ratio equal to 
𝑘3

𝑘
,

𝑘4

𝑘
, for 
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three element model and four element model respectively. The values of the ratios > 1 promise efficacy 

of higher element model over conventional 2-element model. 

   

Fig. 1: (a) Two element model (b) Three element model (c) Four element model 

 
 

Fig. 2: Non dimensional energy rato between (a) three element model and two element model  (b) 

four element model and three element model 

3. Concluding Remarks  

This paper proposes novel approach in building control laws for active vibration control by taking in-

spiration from passive viscoelastic material properties. Energy absorbed by the viscoelastic material 

model is considered as a criterion for designing control laws. Properly designed higher element models 

promise very efficient energy dissipation and ensure better stability and vibration control over conven-

tional controllers.  
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Abstract: This paper presents different methods for amplitude control in a ring network of van der 

Pol oscillators. The slow flow equations for amplitude and phase difference are derived by the method 

of averaging. These slow flow equations are used to show that configuration symmetry of the network 

can be utilised to cause amplitude death. It is further shown that stable manifold associated with the 

equilibrium point at the origin can be used for control. Apart from these system characteristics, this 

paper also shows that a first order active control connected to any one of the oscillators can cause 

amplitude death in the whole network. The synchronising property of the ring network causes the prop-

agation of control to all the oscillators for strong enough coupling. Frequency control to bring about 

synchronised dynamics and amplitude control to effect amplitude death are analysed in this work.  

Keywords: Ring network, Synchronization, Amplitude death, Active control. 

1. Introduction  

Different methods like linear feedback and time-delay feedback have been proposed recently for control 

of coupled self-excited systems [1]. There have also been efforts to apply active control in forced van 

der Pol systems and to study its stability [2]. This work analyses different control strategies in a van der 

Pol ring network. 

 

2. Van der Pol oscillators in a ring – Slow flow dynamics 

N van der Pol oscillators connected in a ring network with linear dissipative coupling between nearest 

neighbours can be represented by [3]: 

𝑥̈𝑖 + 𝜀(𝑥𝑖
2 − 1)𝑥̇𝑖 + 𝜔𝑖

2𝑥𝑖 = 𝜎(𝑥̇𝑖−1 − 2𝑥̇𝑖 + 𝑥̇𝑖+1)                                    (1) 

Here, ϵ is the nonlinearity, σ is the coupling strength and ωi is the linear natural frequency of each 

oscillator. The slow flow equations of Eq. (1) using the method of averaging [4] are in Eq. (2) and (3) 

where Ai is the amplitude and 𝜽𝒊 represents the phase difference. 

𝐴̇𝑖 =
𝜀𝐴𝑖
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3
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𝜎

2
(𝐴𝑖−1 cos 𝜃𝑖−1 − 2𝐴𝑖 + 𝐴𝑖+1 cos 𝜃𝑖)                                       (2) 
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3. Results and Discussion 

 
Fig. 1. (a) Frequency synchronization due to the presence of a 5th oscillator. (b) Limit cycle oscillation in a 5-

oscillator ring changes to amplitude death in a 4- oscillator ring. 

 

Configuration Symmetry: We extend the studies on influence of configuration symmetry on the dy-

namics of large ring networks [5] for framing control strategies. Two rings of N = 5 and N = 4 are 

considered with oscillator parameters as ϵi = 1, σi = 0.1, ωi = 1. The slow flow equations (Eq. (2), (3)) 

are numerically integrated by Runge-Kutta method. For the 4-oscillator ring, fixed point at the origin 

has a stable manifold given by S = {(a,0), (-a,0), (a,0), (-a,0) …}, a being any real positive number. 

This stable manifold does not exist in a 5-oscillator ring, as shown in Fig. 1(a). This amplitude control 

through frequency synchronization is destroyed by the removal of an oscillator which makes the ring 

symmetric. Under the same set of oscillator parameters, we observe the annihilation of amplitude across 

the entire network (Fig. 1(b)) in a 4-number ring.                        

 

Fig. 2. Evolution of amplitude in a symmetrical ring. (a) Ampli-

tude annihilation (b) Amplitude preservation 

 

Fig. 3. Spread of amplitude death 

across the ring by active control. 

 

Perturbation in stable manifolds: In even number rings, the symmetry in the network aids the anni-

hilation of amplitude. Beginning the dynamics on stable manifold given by S = {(a,0), (-a,0), (a,0), (-

a,0) …} leads to amplitude death as shown in Fig. 2(a). Any slight perturbation (a+Δa) leads to resto-

ration of the amplitude and achievement of synchronisation as given in Fig. 2(b). 

Influence of an active control: Amplitude control in the whole network can also be realised by con-

necting a first order active control to any one oscillator in the ring. The synchronisation property of the 

network helps in the spread of amplitude control in one oscillator to the entire network. Fig. 3 shows 

amplitude death in first oscillator (which is connected with active control) and the oscillator farthest 

from it. 

4. Concluding Remarks 

This paper investigated three methods for amplitude annihilation or restoration in a ring of limit cycle 

oscillators. Whereas the first two methods utilised inherent properties of the system, the third method 

utilises an external control mechanism. But the propagation of the control throughout the network hap-

pens due to its synchronising property.  
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Abstract: Achieving more effective real-time vibration control of structures has been an on-
going exploration in the field of vibration engineering, and the actuator is an extremely im-
portant part of vibration active control research. In this paper, we propose a simplified itera-
tive learning control algorithm using the real-time response of the controlled system as the 
control input, and build a vibration active control experimental system based on NI Com-
pactRIO and LabVIEW platform. In the experiment, the control efficiency of the negative ve-
locity feedback method and the iterative learning control method are compared with the elas-
tic airfoil plate as the object. The verification results show that the vibration suppression effi-
ciency of the latter can be improved by more than 62% compared with that of the former. At 
the same time, the experiments simulate the damage degradation process during the actuator 
life cycle, and we obtain that the decay of the actuator performance will be greatly accelerated 
when the damage degradation of the actuator is assumed to be linear and the damage rate is 
more than half. In addition, the vibration active control experimental system can obtain better 
vibration suppression performance at high frequency excitation under the same setup. 

Keywords: Elastic airfoil, Vibration active control, Iterative learning control, LabVIEW 

1. Introduction  

One of the popular topics in ACSR research is the active control of vibration of laminated piezoelec-
tric smart structures, which focuses on: numerical simulation of smart structures, numerical solution 
of dynamics problems and their experimental validation, design of controllers and their optimization, 
and optimization of piezoelectric sensor/actuator positions. 
Yang et al.[1] proposed an optimal iterative learning control (ILC) for a linear discrete-time system to 
optimize cumulative quadratic linear indicators in the iterative domain and proved its stability, con-
vergence, robustness, and optimality. Bai et al.[2] combined P-type iterative learning (IL) control, 
fuzzy logic control and artificial bee colony (ABC) algorithm to design a novel optimal fuzzy IL 
controller for active vibration control of piezoelectric smart structures. 
There is still room for exploring the efficiency and convenience of real-time vibration control of 
piezoelectric intelligent structures in engineering applications. In this study, a simplified iterative 
learning control algorithm using only the real-time response of the controlled system as the control 
input is proposed, and the experimental platform and software are designed for the experiments, 
taking the elastic airfoil plate as the experimental object. And then, the experimental results are com-
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pared and analyzed to verify the advantages of the scheme. Finally, the influence of the performance 
decay on the control effect during the actuator damage degradation is experimentally investigated, 
and the data sets are compared and summarized. 

2. Results and Discussion  

The conventional negative velocity feedback control method is used as a comparison to verify the 
effectiveness of this vibration active control system and the iterative learning control law. In view of 
the fact that many papers have achieved excellent vibration suppression by various methods, this 
paper does not seek to maximize the vibration suppression effect, and the method comparison shows 
that the iterative learning control scheme used in this paper can improve the vibration reduction effi-
ciency by more than 62% compared to the conventional negative velocity feedback scheme. 
 

Table 1. Experimental real-time amplitude 
 

Conditions 
Before control Feedback control Iterative learning control 

Response amplitude(g) 

First order frequency 1.920 1.691 1.312 

Second order frequency 0.879 0.679 0.369 

 

Table 2. Experimental real-time amplitude 

Output Voltage 
5V 4V 3V 2V 1V 

Response amplitude(g) 

First order frequency 1.312 1.383 1.467 1.686 1.839 

Second order frequency 0.369 0.432 0.527 0.675 0.772 

 

When the damage to the piezoelectric sheet is relatively minor, the overall effect of vibration sup-
pression is only slightly reduced, while in the case of larger damage to the piezoelectric sheet (the 
linear damage rate of the actuator is more than half, i.e., the output control voltage at the software side 
is reduced by more than half of the original voltage), the performance of the piezoelectric sheet de-
cays significantly faster. At the same time, in the case of the same damage to the actuator, the control 
system has a better active vibration suppression performance to a certain extent when the high fre-
quency excitation. 

3. Concluding Remarks  
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Abstract: Underactuated dynamical systems possess higher number of degrees of freedoms 
then independent control inputs. Surprisingly, numerous controlled dynamical systems have 
this property, such as flying and underwater robots, flexible and lightweight manipulators, 
pedal locomotors, cable tethered and crane systems. The tracking control of underactuated ro-
bots are more challenging then the fully-actuated systems, because of the intricate relation of 
the input and output and the stability problems emerging from the zero-dynamics. Several 
control approaches have appeared in the literature. However, their performance is usually pre-
sented on a specific device best-fit to the actual control algorithm. Our goal is to carry out a 
series of benchmark test, with which the performance of the different algorithms are com-
pared and ranked objectively. In this work, the method of Lagrange-multipliers is employed in 
an inverse dynamics control algorithm. The testbed is an underactuated 12DoF ceiling based 
hanging robot. The position and orientation accuracy were assessed: the absolute position er-
ror was below 25mm and the orientation error was below 2.5 degrees. 

Keywords: underactuated dynamical systems, crane-like systems, inverse dynamics control 

1. Introduction 

The Acroboter [1] is a crane-like indoor domestic robot prototype (mechanical model in Fig. 1. left). 
From mechanical point of view, it is a spatial double pendulum, where the climbing unit, the cable 
connector and the swinging unit is connected with the one main and three secondary cables. The 
12DoF robot is equipped with winches and fan actuators, which sums up to 7 independent control 
inputs. Indeed, the system is under actuated. The Acroboter is a good experimental tool for testing 
underactuated control algorithms [2, 3]. An inverse dynamics controller was tested experimentally, 
which is based on servo-constraints [3] and on the Method of Lagrange-Multipliers. The control input 
u is obtained by using the following formula with mass matrix M, geometric constraint Jacobian q, 
servo-constraint  and servo-constraint Jacobian Gq: 
 

  (1) 
 

2. Results and Conclusion 

In contrast to a linear feedback controller, the MLM method takes into consideration the dynamics 
of the entire mechanical system. This results in good trajectory tracking properties as it is shown in 
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Fig. 1. right. Figure 2. shows the position errors in x, y and z directions, the absolute position errors 
and the error of the orientation about the vertical axis. In future work several alternative control algo-
rithms will be benchmarked on the same testbed in the same circumstances. 

    

Fig. 1. This is the figure caption (Times New Roman 8 pt.) 

 

Fig. 2. This is the figure caption (Times New Roman 8 pt.) 
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Abstract: Ball bearings are widely used in variety of rotary mechanisms expecting their 

maintenance-free operation. One of the main factors influencing bearing life is radial internal 

clearance (RIC), which can be simply described as relative movement of ball and raceway 

perpendicular to the bearing axis. Mentioned parameter has a significant impact on dynamic 

response of applied ball bearing in the system and brings strong nonlinear effects. In the paper 

nonlinear 3 degrees of freedom (3-DOF) model of double-row self-aligning ball bearing is es-

tablished. Mentioned type of bearing is very important from operation point of view, because 

it is used in applications, where strong misalignments are expected coming from assembly of 

shaft deflection. That is why third z-axis, in shaft’s axis is considered. Model input data are 

based on characteristics of bearing 2309SK. Results of bearing dynamic response are studied 

for different values of radial internal clearance, one from each different clearance class. For 

quantitative and qualitative analysis of nonlinear time series a few statistical indicators and 

FFT are applied, providing information on bearing’s behavior regarding RIC’s value. Moreo-

ver simulation was performed with different rotational velocities of inner ring. Results can be 

used in the validation process with acceleration response coming from the real bearing node. 

Keywords: rolling-element bearing, radial internal clearance, nonlinear dynamics 
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Abstract: Road irregularities have an important influence on the dynamic behavior of vehicles. 
Knowledge of their characteristics and magnitude is essential for the design of the vehicle. The 
problem of interest is the simulation of road surface profiles because modern test facilities and 
computer simulations of vehicle dynamics needs driving excitations. An import issue is the power 
spectral densities and the approximation by analytical formulas. In the paper a stochastic 
parametrical nonlinear model of first order with bounded amplitudes will be discussed. Some 
analytical and numerical results will be shown. 

Keywords: road surface profiles, stochastic parametrical model, simulation 

1. Road Surface Profiles 

The road surface profiles are defined by ISO8608 Mechanical vibration – Road surface profiles – 
Reporting of measured data [1]. Figure 1 shows an example of a measured road. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.  Measured  road  surface profile [1]                          Fig. 2.  A quarter car (1 DOF) with road surface profile  
 
2. Stochastic Parametrical Model 
The stochastic parametrical nonlinear model of first order 
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with  intensity of white noise,  the maximum amplitude,  the corner frequency and  the 
Wiener process with the mean value  and the variance  . The stochastic 
differential equation (Ito) is 

 
The Fokker Planck equation of the probability density function is 

 
The stationary solution of the density function can be calculated to 

 
The constant  fulfilled the normalization condition . The auto correlation 

function of the stationary process  is 

 

 
Fig. 3. Stationary density distributions p(z)               Fig. 4. Auto correlation function with  
            with  and different                 and different     

Fig. 5. Numerical realization of the stationary process  with the parameters  
and   time steps 
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Abstract: A chaos–geometric approach to investigation of complex chaotic dynamical sys-

tems is applied to an analysis, modeling and processing the time series of emission intensities 

of chaotic transmitter/receiver systems (two unidirectionally coupled semiconductor laser sys-

tems in the all-optical scheme) suited for encoding at rates of GBit/s.  The problem of a signal 

processing is directly connected with the corresponding cybersecurity in some chaotic optical 

communictaion systems. The estimated values for the dynamic and topologic invariants such 

as the correlation and Kaplan-York dimensions, Lyapunov indicators, Kolmogorov entropy 

etc  for investigated  chaotic signal time series of two unidirectionally coupled semiconductor 

laser systems are obtained. For the first time it is constructed a numerical prediction model for 

the corresponding chaotic signal time series. The obtained data on the chaotic dynamical pa-

rameters can be utilized for indirect estimate of a privacy in the communication as the higher 

the complexity of the carrier the more difficult is to decode a message without the appropriate 

receiver. 

Keywords: chaotic optical communictaion systems, nonlinear dynamics, invariants 

1. Introduction. Nonlinear Dynamics of Chaotic Optical Communication Systems 

At present time there are carried out the intensive investigations in the field of signal processing 

and cybersecurity in different  optical chaos communictaion systems that is provided by a great 

importance and interst due to its technical applications [1,2].  One should note that a message could 

be encoded and decoded within a high dimensional chaotic carrier in devices with using coupled 

single-mode semiconductor lasers subjected to coherent optical feedback or injection, or fiber ring 

lasers. The important feature of such scheme is connected with successful possibility to synchronize 

two spatially separated chaotic semiconductor lasers to each other. The authors [1] have presented a 

review of the main characteristics for emitter/receiver devices concentrating on two kind of chaotic 

systems: a semiconductor laser subject to a delayed all-optical feedback and a semiconductor lasers 

subject to a delayed non-linear electro-optical feedback. It has been shown: i) there is generated a 

direct-chaotic carrier in dynamics of both systems; ii). availability of chaotic regime in system is 

sufficient to provide a privacy in the communication as the higher the complexity of the chaotic carri-

er the more difficult is to decode the message without the appropriate receiver [1].  

In this paper an effective chaos –geometric approach [2-5] is applied to analysis, modeling and 

processing the time series of emission intensities of chaotic transmitter/receiver systems (two unidi-

rectionally coupled semiconductor laser systems in the all-optical scheme) suited for encoding at rates 

of GBit/s. There are listed the estimated values for the dynamic and  topologic invariants such as the 

correlation and Kaplan-York dimensions, Lyapunov indicators, Kolmogorov entropy etc  for investi-

gated  chaotic signal time series.  
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2. Results and Discussion 

Using a chaos geometric approach in versions [2-5] there are obtained the numerical data of anal-

ysis and modeling time series of emission intensities of chaotic transmitter/receiver systems (two 

coupled semiconductor laser systems in the all-optical scheme). The concrete step is an analysis of the 

corresponding time series with  8x103 points and t=0.0125 ns. The corrective algorithms have been 

used in order to reconstruct the missing time series terms. There is an important chaos emergency  

parameter such as the  Gottwald-Melbourne Egm≤1 .  

The calculation allows to get the following values of the main topologic and dynamic invariants, 

namely, the time lag  =8, the embedding dimension DE=5, the correlation dimension DC=3.2, the 

Kaplan-York dimension: DL=2.3, the positive and negative Lyapunov indicators 1=0.233, 2=0.003, 

3=-0.004,…, the Kolmogorov entropy: EK=0.236.  

The performed calculation allows to pay attention at a few important dynamic features in the sys-

tem. Firstly, availability of two positive Lyapunov indicators is an evidence of a chaos availability in 

the temporal dynamics and existence of the respective strange attractor in a phase space. It is im-

portant to underline that the Kaplan-York dimension is very close to the correlation dimension, but 

indeed is smaller than the embedding dimension. The latter confirms the correctness of the choice of 

the latter.  

It is important to underline that a changing the governed parameters in a system will result in 

changing the main dynamic and topologic parameters and can be performed in regime of the numeri-

cal experiment. As the problem of a signal processing in investigated chaotic optical communictaion 

system is directly connected with the corresponding cybernetic security, it is obvious that the obtained 

data on the chaotic dynamic parameters and carrier can be utilized for indirect estimate of a privacy in 

the communication as the higher the complexity of the carrier the more difficult is to decode a mes-

sage without the appropriate receiver [2]. 

3. Concluding Remarks 

In order to conclude, a chaos–geometric approach (in versions [2-5]) has been applied to 

investigation of complex chaotic optical communication dynamical systems with the aim of  

modeling and processing data of the time series for emission intensities of chaotic transmitter/receiver 

systems. The values of some dynamic and topologic invariants such as the correlation and Kaplan-

York dimensions, Lyapunov indicators, Kolmogorov entropy etc  are obtained. These data on the 

chaotic dynamical parameters can be utilized for indirect estimate of a privacy in the communication. 
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Abstract: A new version of the classic Danilowskaya's problem is presented. To describe the 

formation of a longitudinal elastic wave in the metal by a laser beam, we use a two-

temperature theory of heating such a metal. In this theory of thermoelasticity, there are two 

temperatures simultaneously, the temperature of the electron gas Te and the temperature of the 

ionic lattice Ti, and both are functions of position and time. The energy transferred by elec-

trons to the lattice per unit volume of the crystal per unit time is proportional to the difference 

Te - Ti. We give the equations of energy conservation and entropy production, whose thermo-

dynamic consistency is verified. The equations of the problem are quasi-linear, since the spe-

cific heat of the electron gas in the considered temperature range depends on the temperature 

(degenerate electron gas). The one-dimensional process of transmitting thermal energy to the 

crystal lattice and the formation of mechanical wave is analyzed by the numerical method and 

illustrated in the pictures for various exemplary cases. 

Keywords: electron gas, photon-electron interaction, energy balance,  entropy growth 

1. Introduction  

In Danilowskaya problem the surface of an elastic half-space is suddenly heated, and due to 

the thermoelastic effect a longitudinal elastic wave is created, [1]. In our case we use a 

pulse laser beam to heat the metal crystal half-space surface. The energy transfer of the 

laser beam to the ionic lattice of the metal occurs in two stages. First, the electron gas is 

heated and this one, in turn, transfers part of the acquired energy to the crystal lattice. In 

this second stage it follows a thermal deformation of the crystal lattice, what means for-

mation of a longitudinal thermoelastic wave. Emerging of equilibrium between electrons 

and the lattice in crystals, in particular in metals, is realized by relaxation processes. During 

the relaxation processes crystal must be looked upon as a two-temperature system. Esti-

mates based on the electrical conductivity of metals give values of $\alpha$ of the order 

1010J/(cm3 s K). The relaxation time for the phonon temperature is of the order of 10-10 s. 

For laser pulses of shorter duration, the violation of equilibrium between the electrons and 

the lattice becomes important.  After estimating the contribution of individual components, 

[2-4], we arrive to the system of equations for temperatures Te and Ti ,and displacement u 
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The coefficients in this equation are constants or given functions. The problem given by 

this system is nonlinear and requires numerical solution. 

2. Results and Discussion 

The exemplary results of calculation for some values of parameters are presented in the 

following figures:  

 
 

Fig. 1. The ionic lattice temperature (left) and the displacement (right) propagations 

 

3. Concluding Remarks  

The two-temperature non-equilibrium system in metal was considered, and two tempera-

tures and displacement fields are found. Moreover, it is shown that for a rectangular in time 

laser pulse, the temperature and stress are continuous function of time t, while their time 

derivatives suffer jumps on the t-axis.  
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Abstract: Tensegrity Structures were originally established in the fields of architecture and 

modern arts. Due to their structural assembly, those prestressed structures are filigree and  en -

able an immense weight-to-load ratio. These features allow the development of large sculp-

tures or buildings, e.g. Needle Tower. However, due to their advantageous properties, 

tensegrity structures are also suitable for applications in engineering. In this work, various 

pattern principles to realize such chain-like tensegrity-based systems by cascad in g m o d u lar 

substructures are presented. In order to evaluate the structural dynamics, the equations of mo-

tion are derived. The equilibrium configurations and the corresponding stiffness pr operties are 

evaluated. In particular, the deformation capability, as well as the physical limits due to exter -

nal loads and dead weight, are considered. Subsequently, modal analyses of the linearized 

systems are performed. The vibration modes and the corresponding eigenfrequencies of 

tensegrity towers with various topologies are compared. Based on these results con stru ctive 

guidelines regarding the development of chain-like cascaded tensegrity structures are defined. 

Keywords: Compliant tensegrity structure, non-linear dynamics, modal analysis 
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Abstract: Energy transport in 1-dimensional oscillator arrays has been extensively 

studied to date in the conservative case, as well as under weak viscous damping. In 

particular, when driven at one end by a sinusoidal force, such arrays are known to 

exhibit the phenomenon of  supratransmission, or sudden energy surge, above a 

critical driving amplitude. In this paper, we examine such arrays in the presence of 

hysteretic damping, which occurs when energy loss per cycle is independent of the 

deformation frequency, and include nonlinear stiffness forces that are important for 

many materials at relatively high energies. We employ Reid's model of local 

hysteretic damping and Spitas' model of nearest neighbor dependent hysteretic 

damping and compare their supratransmission and wave packet spreading properties 

in the deterministic as well as stochastic case. The results have important 

quantitative differences, which should be helpful when comparing the merits of the 

two models in specific engineering applications. 

Keywords: Oscillator arrays, hysteretic damping, supratransmission, energy transport 
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Abstract: Since the development of new railway lines of high speed; the dynamic response of 

bridges constitutes a subject interest of researchers and engineers; several Scientifics have in-

vestigated the resonance phenomena in railway bridges; resonance phenomena occur as the 

excitation frequency coincide with the proper frequency of the bridge. In this work    the dy-

namic behavior of beams leaning on identical rotational springs subjected to the circulation of 

moving loads at constant speeds is investigated. The free vibration response of the beam when 

traversed by a single load is obtained analytically and the conditions for maximum response 

and cancellation in free vibration are derived and interpreted. Then the response of the simply 

supported partially clamped (SSPC) beam under series of equidistant loads is addressed fo-

cusing in the possibility of exciting resonance situations of the former for particular traveling 

velocities. Equating the conditions for resonance of a particular beam with that of maximum 

free response and cancellation under a single load, ratios of the bridge length and train charac-

teristic distances leading to resonances of remarkable amplitudes or, contrarily, cancelled res-

onances are obtained. The possibility to predict both situations could be of especial interest in 

the set up of dynamic tests in experimental campaigns performed on High-Speed railway 

bridges. 

Keywords: resonance, cancellation, high railway bridge, partially clamped beam 
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Abstract:. Random number generators are very crucial for both security applications and nu-

merical simulations. There are two main categories of random numbers: those generated by 

Pseudo Random Generators (PRNGs) and True Random Number Generators (TRNGs). Cha-

otic systems have been recently used as a random number generator especially in cryptog-

raphy and data encryption. Researchers prefer to use chaotic dynamical systems as PRNG due 

to their non-periodic behavior and usability as fast random number generators. ne important 

characteristic of chaotic systems is their sensitive dependence on initial conditions which im-

plies that in integrating equations of motion of such a system, the effect of even an infinitesi-

mal change in the initial conditions will increase exponentially over time and will easily col-

lapse the accuracy of the prediction In this study, we have proposed a pseudo random number 

generator (PRNG) based on well-known two chaotic dynamical systems: Rössler system and 

Duffing oscillator. We test our PSRNGs using statistical test suite NIST and we have shown 

that both systems pass the test and they are feasible for cryptographic usage. Finally, as appli-

cation we use our PRNGs in image encryption and presents the performance of them in en-

cryption. 

Keywords: pseudo random number generators, image encryption, chaos 
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Abstract: This paper concerns the research of electromagnetic energy harvesting consisting 

of a moving magnet in a specially designed coil consisting of four modules. The electrome-

chanical coupling is modelled by different configurations of the coil. The voltage induced 

from the interaction between the coil modules differs from the case of a classic single coil. 

First, the electromechanical coupling models are validated by a free fall test. Then, perfor-

mances of the harvester are simulated and tested. The obtained results show that the proper 

configuration of each coil module allows modifying the shape of the electromechanical cou-

pling and the increase of energy harvesting efficiency. 

Keywords: electromechanical coupling, energy harvesting, magnetic levitation, multi-segments coil 

1. Introduction  

Vibration energy harvesters have been expected to be a promising way to solve the energy supply 

problem for small sensors and MEMS devices. The vibration harvester can convert mechanical ener-

gy into electrical energy and has gained much attention in recent years because of the rapid develop-

ment of systems with low power consumption. The electromagnetic harvester generates electrical 

power through Faraday's law of induction and induced electromotive force [1]. This force is produced 

in the coil when it cuts through the magnetic field generated by the moving magnets.  

The power density of electromagnetic harvesters can vary depending on the size and coupling 

(called electromechanical) between the mechanical and electrical components. Therefore, the amount 

of electricity depends upon the strength of the magnetic field, the velocity of the relative motion 

between the magnet and coil, and the number of turns of the coil. These harvesters are usually de-

signed for micro and macro scales and the operating frequency range can vary from a few hertz to a 

couple of hundred hertz.    

Electromechanical coupling is defined as the ability to convert mechanical energy into electrical 

energy. It is mainly studied using the analytical approach and assumed as the constant value due to 

the small magnet’s oscillations leading to the fixed electrical damping [2]. However, as shown in [3] 

the electromechanical coupling is a strongly nonlinear function. For this, the electromechanical cou-

pling coefficient can be modelled as a function of the magnet position of the coil at any instant.  

A promising solution for low-frequency energy harvesting is the development of magnetic levita-

tion systems. This paper presents an analysis of a prototype magnetic levitation harvester with a 

specially designed coil that consists of four independent coil segments. This is to control the profile of 

magnetic field variation in the region of the coil movement. Finally, an increase in energy recovery 

effectiveness is expected.  

 

 

388



 

2. Results and Discussion 

Fig. 1(a) shows the design of a vibration-based energy harvester consisting of a single moving perma-

nent cylindrical magnet placing it in a repelling configuration between two stationary ring magnets in 

a tube. On the tube, a specially designed solenoid coil consisting of four connected in series coil 

segments is wrapped. Each of the modules can be activated separately or together.  

 

(a) (b) 

  

Fig. 1. Scheme and photo of the electromagnetic harvester with modular coil (a) and induced current across versus 

time for the free fall test and different configuration of coils (b). 

Fig. 1(b) shows the result of a free fall test. A  simple way to do this is to drop a magnet through a 

coil. A magnet was released from an initial distance of 0.06m for different combinations of active coil 

modules. The measured voltage has been obtained from the module combinations: 1, 1:2, 1:3 and 1:4. 

As we can see, the voltage induced from the interaction between the magnet and coils differs signifi-

cantly from the case of a  single active coil. 

3. Concluding Remarks 

The obtained results show that the proper configuration of the coil allows to modify of the induced 

current as well as the electromechanical coupling function. This electromechanical coupling function 

can be moving, expanded and significantly modified. Interestingly, for some configurations additional 

peaks close to the coil centre are observed.  
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Abstract: The nonlinear dynamics of a two-degree-of-freedom (2DOF) magneto-mechanical 

harvester based on magnetic levitation is modelled and investigated. The equations of motions 

have been derived while taking into account the magnetic nonlinearity. The experimental rela-

tionship of magnetic forces versus the distance between the magnets was determined. Based 

on these dependencies a strongly nonlinear model of a system with two degrees of freedom 

was proposed. Finally, the obtained results allowed the determination of nonlinear effects in 

the investigated system. 

Keywords: energy harvesting, magnetic suspension, nonlinearity,  

1. Introduction  

Magnetic levitation systems have practical importance in many engineering systems. In our previous 

research, the investigations of a system with one degree of freedom for energy harvesting were pre-

sented. Inspiring by [1,2] where the model with one movable magnet between two fixed magnets and 

inside the coil was presented. Properties of this model were determined from analytical analysis and 

they were experimentally verified. The obtained results confirmed the existence of nonlinear effects 

such as bifurcations, amplitude jumps, multistability. Whereas, in the article [3], the interaction be-

tween mechanical and electrical was analysed. The obtained results show that the nonlinear resonance 

and recovered energy can be controlled by the simple configuration of the magnet coil position. 

The presented research is a continuation of our previous works. An extension of magnetic levitation 

for a multi-degree of freedom vibration harvester is proposed. The new concept composed of two 

levitating magnets is proposed. An additional magnet is introduced to investigate the possibility of 

increasing the level of energy recovery. 

 

2. Results and Discussion 

Fig. 1(a) shows a photo and scheme of the prototype 2DOF harvester. The two identical cylindrical 

magnets denote A1 and A2 are mounted in the tube and experience magnetic levitation. All magnets 

are placed vertically and have the same magnet orientation (repulsion). Outside the tube, two identical 

coils are connected. When the harvester is subjected to external excitation, the moving magnets oscil-

late around their equilibrium state, and the current is induced in both electrical circuits.  

The restoring forces were determined from the experiment tests. Top Fig. 1(b) shows the nonlinear 

relation between the magnets moving magnet A1 and the fixed magnets B1-B2. Because the moving 

magnets are identical, the same characteristic is obtained for the second moving magnet A2. As we 

can see this characteristic is strongly nonlinear and similar to the Duffing model. The restoring force 

between the two moving magnets at the bottom of Fig. 1(b) is shown. This relation is also strongly 

nonlinear. 
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(a) (b) 

 

 

 

Fig. 1. Photo and scheme of 2DOF magnetic levitation harvester  (a) and exemplary induced current during the 

moving magnet with constant velocity (b). 

The experimental measured repulsion force-displacement relations were approximated by the poly-

nomial functions using a least-squares regression method. Polynomial fit is often used due to its 

simplicity and easy numerical application. The analytical models for magnetic interaction were de-

veloped and integrated into the equations of motion directly to simulate the dynamic behaviour of 

energy harvester configurations. 
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Abstract: The goal of the present work is to explore flexural-flexural internal resonance in an 

analytical model of Timoshenko beams with whatever axial boundary constraint. First, a set of 

partial differential equations is treated by multiple time scales method, and next selected results 

are compared with finite element simulations. Two way coupling between longitudinal and 

transverse deformations, stability analysis, detached solutions and transfer of energy are studied 

in depth.  

Keywords: nonlinear beam, modal interactions, multiple time scales method, internal resonance 

1. Introduction 

We study the nonlinear dynamics of a planar, initially straight, extensible Timoshenko beam 

subjected to the hinged-simply supported boundary conditions and an axial elastic spring ks at one end, 

see Fig. 1.  Nonlinearities arise from the beam geometry as well as axial, transversal and rotary inertia 

of the beam, while a linear elastic behavior is assumed in the model [1]. Coupled free and forced-

damped nonlinear oscillations of the primary and higher order resonances in the absence internal reso-

nance condition have been studied by the multiple time scales method, considering quadratic and cubic 

nonlinearities, in [2,3]. The axial-transversal modal interaction between large amplitude flexural oscil-

lations which in 2:1 internal resonance with the longitudinal displacement has been observed in [4].  

In the present work the dynamic behavior of the beam with different modal interaction between 

two successive flexural modes is analyzed by using numerical and analytical approaches. The frequency 

of the second mode is approximately three times that of the first mode and hence a 3:1 internal reso-

nance can be activated [4,5]. The influence of the longitudinal spring stiffness on the nonlinear system 

response is investigated and stability is checked by the Jacoby method.  

 

Fig. 1. The beam-spring system 
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2. Results and concluding remarks 

The natural frequencies of the first and second modes are independent of the axial spring stiffness ks. 

Despite this fact, the fundamental resonance can be varied from softening to hardening in term of pas-

sive control. In addition, the natural frequency in the longitudinal direction trigs the secondary reso-

nance born, which can lead to detached solution path (isolas) as well, see Fig.2. The ks increment 

demonstrates secondary resonance reduction, which translates into blocking the longitudinal displace-

ment of the beam tip (hinged-hinged beam).  

 

 Fig. 2. Frequency response curves of the beam-spring system for Z=1/4L and dimensionless stiffnesses coeffi-

cients ksL/EA equal 0, 0.1, 1, 5 and 10 (back to front). Jacoby stability analysis: stable (black), unstable saddle-

type (red) and unstable source type (green) solutions.  

In the future, extension of present work to experimental validation by the kinematical excitation on 

slip table is planned. The analytical and numerical model will be improved to consider the additional 

tip mass and moment of inertia at the ends. 
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Abstract: The paper presents the methodology of the seismic load modification considering 
the local site effects in accordance with IAEA recommendation in large-scale project “Stress 
Tests of NPP” [3]. The earthquake level is defined with seismological parameters of a given 
site and response spectrum at the free terrain level as the peak ground acceleration (PGA) cor-
responded to 84.1% probability of no-exceedance in 104 years. The previous probabilistic 
seismic hazard analysis (PSHA) of the NPP  Bohunice site were defined for the homogenous 
rigid soil [7]. The 3D synthetic ground motion accelerograms ax(t), ay(t) and az(t), compatible 
with a design response spectrum were generated in software COMPACEL [4-6]. The influ-
ences of the layered subsoil and level of bedrock is investigated in this paper. Two methodol-
ogy was used. Firstly, the simplified  model of homogenous viscoelastic layered subsoil based 
on continuous solution of wave-equations and Fast Fourier Transform (FFT) algorithm in 
software SHAKESI [5]. Secondly, 3D nonlinear model based on SFEM in software ANSYS 
was used to determine the design acceleration spectrum at reactor building foundation level. 
The probability solution was based on RSM approximation method. 

Keywords: Seismic, SSI, Nuclear Power Plants, FEM, ANSYS 

1. Introduction  

After the accident of nuclear power plant (NPP) in Fukushima the IAEA in Vienna adopted a large-
scale project "Stress Tests of NPP" [3], which defines new requirements for the verification of the 
safety and reliability of NPP. The methodology for calculating local design spectra is based on the 
following assumptions [1, 3]: 
• PGA values for RLE seismicity were determined for the free field assuming the rigidity of the bed 
of the corresponding to the rock subsoil (for vs > 1100m/s). 
• The response spectrum acceleration for SL-2 [3] were defined based on a probabilistic analysis of 
the site effects. 
• Synthetic 3D accelerograms compatible with response spectra were generated in accordance with 
the requirements [3]. 
Based on these input data, the calculation of local design spectra, considering the real geological 
composition at the location of the SVP object, is carried out in the following steps: 
• Calculation of the synthetic accelerograms on the base at level -100m from the free level in ac-
cordance with IAEA [3] standards. 
• Calculation of the local synthetic accelerograms and the design response spectra at level of foun-
dation from the excitation synthetic accelerations using the program SHAKESI for original and modi-
fied geological conditions. 
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• Calculation of the smoothed design spectra at foundation level  than the median values and the 
statistical envelope for 84.5% probability of failure is based on previous analyses for characteristic 
excitation frequencies. 

Table 1. Comparison of the global and local response spectrum on original subsoil. 

Acceleration response spectrum for 5% damping [m/s2] 
Horizontal accelerations 

 Base level Free field level 
Frequency 

[Hz] 
RLE Local RLE Local 

0.5 0.025 0.059 0.050 0.087 
2 0.173 0.159 0.364 1.082 
5 0.319 0.293 0.837 1.285 

10 0.229 0.240 0.780 0.782 
33 0.140 0.136 0.367 0.574 

Table 2. Comparison of the global and local response spectrum on original subsoil. 

Acceleration response spectrum for 5% damping [m/s2] 
Vertical accelerations 

 Base level Free field level 
Frequency 

[Hz] 
RLE Local RLE Local 

0.5 0.015 0.043 0.050 0.086 
2 0.085 0.061 0.364 1.048 
5 0.199 0.167 0.837 0.815 

10 0.215 0.242 0.780 0.599 
33 0.103 0.096 0.367 0.531 

 

3. Concluding Remarks 

This paper presents that the consideration of the local site effects based on the experimental investiga-
tion of the subsoil properties is very important from the point of view of the safety and reliability NPP 
structures [3, 5].  
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Abstract: The dynamic loading in the bearing structure of an open car can be decreased with 

the application of fillers in the center sill. The research included the mathematic modelling of 

the dynamic loading of an open car. The calculation was made for elastic, viscous, and elas-

tic-viscous fillers. The results of the calculation demonstrated that the application of viscous 

or elastic-viscous fillers is the most optimal technological solution in terms of decreasing the 

dynamic loading of an open car. The article presents the results of the computer modelling of 

the dynamic loading on the bearing structure of an open car. The authors determined the nu-

merical values and the acceleration fields for the open car frame. The dynamic loading models 

of a car were verified with an F-test. It was found that the hypothesis on adequacy was not re-

jected. The research also included the strength calculation for the bearing structure of an open 

car. The maximum equivalent stresses were in the interaction zone between the center sill and 

the body bolster beam; they were 298.5 МPа, i.e. 9% lower than the stresses in the frame 

without filler. The research can be used by those who are concerned about designing the in-

novative structures of freight cars and improving their operational efficiency.  

Keywords: transport mechanics, open car, bearing structure, dynamic loading, dynamic modelling, 

acceleration of the structure.  

1. Introduction  

Railway transportation plays an important role in the transport complex of many countries. And im-

provements in the rolling stock, modernization of existing structures, and a decrease of the coefficient 

of material capacity are the factors which can guarantee the maintenance of the leading position for 

any big rail operator in Eurasia. Therefore, the introduction of modern rolling stock with improved 

technical and economic characteristics is an urgent and promising task.  

2. Results and Discussion  

The dynamic loading on the bearing structure of an open car during operational loading modes can be 

decreased with some improvements in the frame, which is the main bearing element of the body. It 

implies the use of a box-section center sill formed with two profiles instead of the standard center sill 

(fig. 1, а). This solution can decrease the frame mass by about 4% in comparison to that in the stand-
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ard structure. Here, it is possible to use filler in the center sill (fig. 1, b). The material of elastic or 

elastic-viscous characteristics can be used as the filler. 

 

 а b 

Fig. 1. Section of the center sill with filler a – standard; b – with filler 

The loading of the improved bearing structure of an open car was determined with the computer 

modelling. It was found that the most efficient way is the application of viscous filler. The maximum 

accelerations to the bearing structure of an open car was 36.8 m/s2. This value was 4% lower than that 

obtained for the bearing structure without filler. The acceleration fields in an open car frame were 

determined with the computer modelling of the dynamic loading. The calculation was made with the 

finite element method in SolidWorks Simulation [1, 2]. The dynamic loading models were verified 

with an F-test [3]. It is found that the hypothesis on adequacy was not rejected. Besides, the research 

was made for the basic strength characteristics of the open car frame. The maximum equivalent 

stresses were in the interaction zone between the center sill and the body bolster beam; they were 

298.5 МPа, i.e. 9% lower than the stresses in the frame without filler. The maximum displacements 

were in the middle part of the frame; they were 7.6 mm that was 11% lower than the displacements in 

the frame without filler. 

3. Concluding Remarks  

The results of the research can be used by those who are concerned about decreasing the 

damage in the bearing structure of an open car in operation, reducing the maintenance 

costs, collecting the data on the designing of the innovative structures of the rolling stock 

with enhanced operation characteristics.  
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Abstract: Dynamic loads accompanying metal forming processes are demanding with regard 

to numerical simulation. During the deformation process there comes to an interaction be-

tween several physical phenomena, where deformation and temperature are the dominant 

fields. The use of the finite element method in the case of large deformations is problematic 

and is associated with the fulfillment of the conditional requirements, which will allow to ob-

tain convergence of calculations. One way to overcome these limitations is to use the discrete 

element method. In this work the possibility to use this method for dynamic analysis was pre-

sented. The mathematical model used in simulation takes into account coupling the mechani-

cal field with the thermal field. Due to the large deformation of the material in the presented 

work, considerable attention was paid to plasticity and the evaluation of flow function used. 

Keywords: discrete element method, dynamic load, thermo-plasticity. 

1. Introduction 

The work of Cundall and Strack [1] is considered the beginning of the formulation of the discrete 

element method. In its original form it was dedicated to granular materials. In subsequent stages, this 

method was adapted to other types of materials, mainly used in geomechanics. Currently using this 

method it is possible to simulate the evolution of the microstructure in materials or to analyze the 

crack propagation [2-4]. Another advantage of this method is the simplicity of the equations that de-

scribe the interactions between the elements. These equations are based on Newton's dynamic laws, 

thanks to which we can determine the position of the particle in successive time steps 

 

  (1) 

 

  (2) 

 

By applying the method of discrete elements to the analysis of solid material, we are forced to replace 

the material continuum with a set of particles for which the set of mathematical equations has been 

supplemented with appropriate constitutive models. In the general concept, the material model has 

isotropic properties, but some modifications to the equations also allow the introduction of anisotropy 

[2].  
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2. Numerical modelling and discussion 

The constitutive equations that determine the strength of the interaction of particles with each other 

are assigned to a point located on the contact plane. In this work, the existence of a plane stress state 

was assumed at the point where the only stresses are  and . This assumption simplifies the for-

mulation of the flow function and increase the computation time of the algorithm related to the esti-

mation of the plastic deformation. For computational reasons, phenomena related to phase changes of 

the material were omitted in the paper. Therefore, the energy dissipated during the process is com-

pletely converted into thermal energy. 

 Fig. 1. Test of deformation in dynamic compression of aluminum sample. Initial geometry a) and deformed sam-
ple b). 

The dynamic load, which may be related to the metal forming process, leads to intensive plastic 

deformation of the material in the area where the force is applied (Fig. 1.). This effect is counteracted 

as the speed of the punch is reduced. It was also noted that the number of particles used for volume 

discretization influenced the results. This is also confirmed by the works of other authors [3-4]. 

 

3. Concluding remarks 

The analyzed case allows for the formulation of the following conclusions. The use of the discrete 

element method enables simulation of the metal forming process taking into account large defor-

mations and the accompanying dissipation of energy in the form of thermal energy, under the basic 

formulation of constitutive equations. The use of the presented method of volume discretization af-

fects the obtained results. It is necessary to carry out further work to eliminate this problem. 
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Abstract: The work contains the results of numerical simulations of the dynamics of a mag-

netic pendulum system subjected to excitation with a varying initial phase. A magnetic pendu-

lum consists of a magnet fixed to the end of its arm and an electric coil below it. The initial 

phase of the excitation is presented as a linear function of the dynamic variable of the system, 

which is the angular position of the pendulum. The obtained basins of attraction indicate the 

occurrence of multi-periodic solutions in the system depending on the changes in the parame-

ters of this system. The periodicities of the observed solutions are quantified mostly by odd 

numbers. 

Keywords: pendulum, magnetic field, basins of attraction, controlled excitation, nonlinear dynamics  

1. Introduction  

Magnetic oscillators and their dynamics have been a frequently undertaken research topic in recent 

years, which is confirmed by the following works [1–3]. The dynamics of such systems is highly non-

linear, which generates surprising behaviour of the system. Following the example of work [4], we 

decided to check how the dynamics of the magnetic pendulum is influenced by the dependence of the 

exciting torque on the dynamic variable – angular position. The general equation of motion of the 

considered system is presented in the following dimensionless form 

 ( )( ) ( ) ( ) ( )
2 2

0 0

1
sin exp tanh exp - sin ,A            


   + + + + + =  +

 
    

 
 (1) 

where: θ is the dimensionless angular position of the pendulum, 0 represents an initial phase, and rest 

of the coefficient, i.e., β, α, γ, δ, σ, 0A  are constant values. The values of these parameters were de-

termined on the constructed experimental setup and are as follows: 0.323,  0.036,  7.468,    = = =  

00.068,  0.135,  1.029,  5.549,  402.569.A   = = = − = =  We studied the case where the initial phase 

was a linear function 
0
( ) ,p  = where p is a slope coefficient. Figure 1 shows the numerically ob-

tained basins of attraction calculated for the studied system for a different value of 0A  and p parame-

ters, and constant values of Ω. The initial conditions used in the calculation of the periodicity of the 

solution were the same for all parameter configurations and were 0.001,  0.  = =  
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2. Results and Discussion 

The basins of attractions indicate the existence of a range of different multi-periodic solutions. The 

overwhelming majority of solutions are period-14 or chaotic. Solutions with smaller periodicity create 

areas of an elliptical shape. 

 

 

Fig. 1. Basins of attraction computed for system (1) in terms of different values of 
0

A  and p parameters for three 

cases of Ω. 

It is worth noting that most of these solutions are odd periodicity, i.e., period-1, period-3, period-5. It 
is also important that for higher values of the p parameter, obtaining a solution with a periodicity of 

less than 14 significantly decreases. 

3. Concluding Remarks 

The presented magnetic pendulum is an example of a highly nonlinear mechatronic system whose 

dynamics are rich with regard to both periodic and chaotic solutions. The linear dependence of the 

initial phase of the excitation on the dynamic variable (angular position) yields significant changes in 

the solutions.  

Analysis of the basins of attraction shows that for certain ranges of parameter p (slope of the linear 

function describing initial phase) the variety of solutions increases, hovewer exceeding a certain 

threshold value (p ≈ 4) causes the diversity of periodicity to disappear. 
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Abstract: Non-linear differential equations with fractional derivatives provide a satisfactory 

description of many real dynamical systems and life phenomena. In this study, a relatively 

new method for solving the fractional differential equations, i.e. the differential transform 

method (DTM), is applied to test the Duffing system with fractional stiffness and damping. 

Keywords: Duffing system, fractional equations, differential transform method 

1. Introduction 

The DTM was proposed by Zhou [1] to solve both linear and non-linear problems in electrical cir-

cuits.  The differential transform of a function f(x) is defined in a similar way to the Taylor series 

expansion: 
 

                   (1) 
 

and the inverse transform is defined as 
 

          (2) 
 

The method was extended to solve fractional differential equations by Arikoglu and Ozkol [2], with 

the inverse transform described by the equation  
 

                                           (3) 
 

where α is the order of fraction. Despite the fact that DTM derives from the Taylor series expansion, 

it does not require that the derivative be evaluated symbolically.  Instead, relative derivatives are 

calculated iteratively. Differential transforms of the various expressions are given with proofs in a 

number of studies (for example [3]). Due to the method’s simple iterative scheme, solving fractional 

differential equations by DTM is numerically fast and gives very accurate solutions. 
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2. Results and Discussion 

In this study, we analyse the Duffing oscillator system with additional damping and stiffness fac-

tors that depend on previous states of the system and can, therefore, be described by fractional deriv-

atives. In preliminary tests, the method was approved by comparing the Duffing System solutions 

obtained useing DTM and Runge-Kutta 4 algorithms. An example of typical results is presented in 

Fig. 1.  

Fig. 1. Solutions of the integer Duffing system, obtained using DTM and RK4 methods. 
 

The calculations assumed an integration step of h=0.01 s (DTM) and h=0.001 s (RK4). Both solu-

tions change in time identically (by eye) for about 80 seconds. A comparison of the DTM and ode45 

Matlab function (RK method with a variable time step) shows that it is possible to obtain the conver-

gence of both solutions for hundreds of seconds provided that the integration step in the ode45 func-

tion is appropriately limited. 
The analysis starts with the following equation: 

 

                (4) 
 

where bp, bm, an kp are the coefficients of the fractional factors with the fractional orders of βp, βm, 

and αp, respectively.  These coefficients define the fractional forces that disturb the Duffing system, 

whereas the fractional orders determine the influence of the history of the system on the fractional 

terms. This paper presents the results of the fractional system simulations performed for different 

values of the coefficients and orders of fractional factors.  

3. Concluding Remarks 

In each simulation, the average kinetic and potential energies of the system are calculated for the 

selected time period. As a result, it is easier to distinguish vibration modes in the comparison dia-

grams and thus assess the influence of fractional factors on the vibration energy accumulated in the 

system. The results of this study can be useful for designing energy harvesting or dissipation systems 

using fractional two-well oscillators. 
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Abstract: Often during the bridge cranes operation, there occur the crane major components’ 

breakdowns, due to overload. Therefore, to prevent these breakdowns, overhead cranes are 

equipped with safety devices to protect the mechanism from the overload. The system of 

bridge cranes protection against overload should expediently provide the crane securing 

against peak overloads as well as systematic overloads, another necessary requirement being 

to ensure such protection high accuracy, assessed using the accuracy coefficient. To deter-

mine the overhead crane overload protection accuracy coefficient, the "crane - limiter - load" 

system movement is presented in the form of a signal graph. Transfer functions’ dependencies 

are found by determining the dynamic loads applied to on the hoisting ropes. A method has 

been developed to improve the accuracy of bridge cranes protection from systematic and peak 

overloads by the means of a quasi-zero stiffness load limiter designed. It is proposed to use in 

this load limiter design a roller transmission mechanism that allows to achieve the load limit-

er’squasi-zero stiffness. 

Keywords: overload protection accuracy factor, systematic and peak overloads, transfer functions, 

quasi-zero stiffness, roller transmission mechanism 

1. Introduction 

In Figure 1 there is shown the signal graph of the overhead crane’s lifting mechanism illus-

trating the change in force ( )S t  at the hoisting ropes stepwise in accordance with the stag-

es of "crane - limiter - load" system movement. In this figure, ( ) ( ) ( ) ( )1 2 3 5W t ,W t ,W t ,W t  

are the transfer functions for each of these stages. 

 

Fig 1. Overhead crane’s lifting mechanism signal graph 

Now having examined the "crane - limiter - load" system movement corresponding stages, 

we find the transfer functions’ dependences determining the dynamic loads acting on the 

hoisting ropes, we consider the variance with load limiter installing in a hook suspension. 
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The calculated dynamic schemes of an overhead crane bearing a load limiter installed in a 

hook suspension, the pre-detachment and post-detachment movement stages, are shown in 

Fig. 2 and Fig. 3 respectively. 

 

 

 

Fig. 2. Calculated dynamic scheme of an over-

head crane bearing a load limiter installed in a 

hook suspension, pre-detachment movement 

stage  

Fig. 3. Calculated dynamic scheme of an 

overhead crane bearing a load limiter installed 

in a hook suspension, post-detachment move-

ment stage 

2 Conclusions 

Dividing the “crane – limiter – load” system movement process into characteristic stages and this 

process representation in the form of a signal graph allows us to determine ways to improve the accu-

racy of bridge cranes protection from overload. 

An increase in the load limiter stiffness leads to a decrease in the accuracy of bridge cranes protec-

tion. The authors elaborated a method to improve the accuracy of bridge cranes protecting against 

systematic and peak overloads by creating a quasi-zero stiffness load limiter. 

There was proposed to use in the new load limiter designa roller gear mechanism, allowing to provide 

quasi-zero stiffness of the load limiter due to the variable gear ratio. 
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Abstract: In this work, replacing an electronic throttle pedal and a driver in an electric car 
converted into electric by a hardware-in-loop workbench is described, highlighting the ad-
vantage of drive-by-wire feature that appeared after conversion. Drive-by-wire facilitates re-
placing a driver by Hardware-In-Loop (HIL) workbench, as instead of simulating a mechani-

cal pedal depression by a servomechanism, electric signals can be transmitted directly from 
the workbench. Thanks to one-pedal-driving feature of the motor controller used in the car, 
there is a possibility of performing a variety of road tests replacing only the electronic throttle 
pedal. Hardware interventions in the car are described and sample HIL test results are pre-
sented. 

Keywords: driving cycles, HIL driving, PID, conversion  

1. Introduction  

Despite the best knowledge of a car under consideration and best conversion design, to acquire 
the full performance of a converted car, there is a need of performing driving tests without any human 
error – specifically HIL drive tests. Car conversions into electric imply some changes among which 

exchanging mechanical throttle pedal by electronic one, which is commonly called drive- by-wire [1] 
and substantially facilitates any automation or HIL testing. The car under consideration is Syrena 105 
family car produced in Poland in 1979, and converted into the electric vehicle.  
 

2. Results and Discussion  

Some basic parameters that can be set in the controller used in the car are: Creep torque – torque 
generated when stationary vehicle is ready to drive (imitation of ICE car with hydrokinetic clutch 
automated gearbox), Neutral torque, that stands for regenerative braking in case of releasing the 
throttle pedal when cruising (imitation of engine braking caused by friction od compression).  

 
Fig. 1. Open-loop control HIL schematics 
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Setting the last one to big values enables achieving a car that is possible of one-pedal-driving, as 
throttle pedal can be used for accelerating form stationary, adjusting actual speed, and also for decel-
eration until stationary.  

 

Fig. 2. Time histories of two state variables of a virtual vehicle model’s drive cycles 

To realise it, a mathematical model of the electric car was programmed in LabVIEW environment, 
and a numerical PID controller was used in the program to adjust the throttle pedal’s signal in such a 
way, to minimise an error between the reference speed profile of a standardised driving cycle and the 
actual vehicle speed calculated from measurement of motor speed in a feedback loop.  

Tests were carried out both in open (see Fig. 1) and closed-loop control, with HIL and fully virtu-

ally. Results of cycling a virtual car model over WLTP and NEDC drive cycles (Fig. 2) show error 
between reference and actual car velocity, along with battery current and State-Of-Charge (SOC) 
given as a percentage and multiplied by 10. 
 

3. Concluding Remarks   

It is possible to drive a converted into electric car with a one-pedal-driving. It is relatively easy 
technical task to substitute an electronic throttle pedal by a signal from an acquisition card attached to 
a laptop. It is possible to run standardised driving cycles in a HIL test procedure with a converted into 
electric vehicle using simple acquisition cards. 
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Abstract: This study presents an experimental evaluation of stress wave propagation induced 

by high strain-rate compression in particle-reinforced MMCs (Metal Matrix Composites) with 

different ceramic volume fractions. Composite specimens that are produced by powder metal-

lurgy technique are utilized in the experiments. The high strain-rate compression tests are car-

ried out using a SHPB (Split-Hopkinson Pressure Bar) setup at various strain-rates to evaluate 

the stress wave propagation in the composite specimens. Additionally, a quasi-static compres-

sion test for each specimen is conducted using a universal testing machine to understand the 

strain-rate sensitivity of the composites. The quasi-static and dynamic compression test results 

are examined in terms of stress-strain response and strain-rate sensitivity of the composite spec-

imens, and the effect of ceramic volume fraction is also investigated. The compressive yield 

strength of the composites is found to be strain-rate sensitive, and it increases with increasing 

strain-rate and increasing ceramic volume fraction. 

Keywords: metal matrix composites, particle reinforcement, stress wave propagation, dynamic com-

pression 

1. Introduction 

Metal matrix composites (MMCs) draw a great attention in engineering applications with their de-

sirable properties over monolithic metal alloys such as higher specific strength and stiffness, higher 

wear, fatigue, creep, and corrosion resistance and over polymer matrix composites such as higher 

strength, stiffness, service temperature, electrical and thermal conductivity, radiation resistance, and 

minor or no moisture absorption [1]. Therefore, MMCs have been employed in several engineering 

fields such as automotive, aerospace, and military industries. Especially, utilizing lightweight matrix 

material such as an aluminium alloy makes these composites a strong candidate for these industries due 

to high strength to weight ratio. In these application fields, they can be exposed to impulsive loadings 

during their service life. Thus, it is important to understand the dynamic mechanical response of MMCs 

for design of structural components. 

In the literature, the high strain-rate compression behaviour of MMCs is studied for various matrix 

and reinforcement materials and different volume fractions of reinforcement, generally low or interme-

diate fractions [2-5].  In this study, the dynamic compressive behaviour of a ceramic particle-reinforced 

MMC with an aluminium alloy matrix is investigated for both low and high ceramic volume fractions 

at various strain-rates. The effects of strain-rate and ceramic volume fraction are discussed on the com-

pressive behaviour of the composites. Different ceramic fractions are considered to understand the ef-

fect of ceramic content on the plastic deformation capability of the composites. 
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Abstract: Nanoliquids are gaining in popularity in a relatively short period of time in various 

industrial applications. This work concerns an attempt to control the two-phase flow process 

due to the addition of nanofluid to the well-known phenomenon of gas bubble movement in 

liquid. The analysis of the obtained results based on the registration of individual bubble will 

be mainly based on a non-linear analysis, which is the multifractal analysis. 

Keywords: trajectory, nanofluid, multifractal, image analysis 

1. Introduction  

The growing industry demand for optimization, accuracy and pollution reduction is driving the re-

examination of fundamental process problems. One of the main such issues concerns two-phase 

flows, and in particular the free movement of gas bubbles in a liquid. Over the past decades, countless 

experimental studies have been carried out, the results of which have allowed us to understand the 

observed phenomenon to a large extent. Nevertheless, there is still a lot of room to improve both the 

understanding of the phenomenon itself and its optimization. This paper deals with the analysis of the 

trajectory of gas bubbles in water with the addition of silica nanopowder. The influence of nanofluid 

addition to distilled water is investigated in terms of the movement of individual gas bubbles and their 

repeatability, as well as the process of periodic detachment from the nozzle front. 

2. Results and Discussion  

The tests were carried out in a glass tank filled with distilled water, to which a solution of distilled 

water with silica nanopowder at a concentration of 0.5%, 0.8% and 1.0% was then added. The scheme 

of the setup is shown in Fig. 1 In the conducted experiment, the air flow rate, the diameter of the 

nozzle generating bubbles and the height of the liquid column in the tank will be controlled. 

The nano liquid was prepared in distilled water into which diatom powder was introduced. The solu-

tion was then broken into smaller particles using an ultrasonic cleaner. The liquid prepared in this 

way was added to a tank filled with distilled water at a temperature of about 21 degrees Celsius . The 

result of the obtained liquid is shown in Fig. 2. It is worth mentioning that it is an SEM photo of a 

liquid sample that was put on the table and allowed to evaporate freely.  

Then, using the image processing algorithm [1], it becomes possible to create three-dimensional 

trajectories of the movement of individual gas bubbles. Each trajectory will be subjected to non-linear 

data analysis [2,3], as a result of which a graph will be obtained showing the spectrum of singularities 

with information on the two-phase flow process itself, the movement of a single bubble and the long-

term memory phenomenon of the entire system. 
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Fig. 1. Experimental setup: 1 - compressor, 2 - air tank, 3 - ball valves, 4 - computer, 5 - mass flow meter, 6 - brass 

nozzle, 7 - led panels, 8 - proportional valve, 9 – double camera system, 10 – glass tank. 

  

Fig. 2. SEM image of the prepared nanofluid sample and exemplary multifractal spectra. 

3. Concluding Remarks  

As a result of the research, singularity spectra will be obtained, which will provide infor-

mation on the three characteristic points, the width of the multifractal spectrum and the 

placement in the singularity domain. Thanks to such an analysis, it will be possible to draw 

conclusions about the two-phase flow process itself and the quality of the obtained nanoflu-

id. 
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Abstract: Sporst boards like snowboard decks or skis undergo continuous deformation 

caused by manoeuvres performed on irregular surface of snow, which leads to rapid vibra-

tions during dynamic ride. A container partially filled with bulk granules was attached to the 

top layer of different boards to suppress lateral or torsional vibrations by dissipating energy 

through non-conservative interactions among colliding granules. The system is generally a 

layered cantilever beam, subjected to various dynamic loads. The performance of such dy-

namic systems was verified experimentally on a custom designed laboratory stand and 

on-snow. An empirical mode decomposition and Hilbert transform were used to track the 

damping performance. Vibration amplitude was proven to be reduced more effectively in la-

boratory and on-snow, when granules fill the container, than when the boards were damped 

intrinsically. 

Keywords: granular material, vibration, damping, bending, experiment 

1. Introduction  

During dynamic gliding, snowboard decks or skis experience random vibrations caused by contin-

uous deformations from the irregularities of the snow surface. An important challenge is to provide a 

certain amount of damping, without adding too much weight or bending stiffness, ensuring that thee 

sport experience is not compromised.  

The dominating approach to mitigate these vibrations is to introduce damping layers to the inner 

structure. A rather rare approach uses external damping elements attached to the deck. The presented 

solution explores the possibility of using bulk granular material to attenuate these unwanted vibra-

tions. Movement of the loose granules causes dissipation of energy through non-conservative interac-

tions.  

A container was attached to the upper surface of the ski and snowboard tip, and filled with differ-

ent number of spherical granules. The transient response was expected to be nonlinear, with granular 

damping varying over amplitude. A Hilbert transform (HT) analysis, based on the approach devel-

oped by Feldman, as well as Huang et al. [1, 2] was performed. 
In the laboratory,  ski and snowboard were fixed to a massive support and secured between the toe 

and the heel piece of the binding with a clamp, while the shovel remained free. Laser sensors were 

used to record displacement at the selected point of the excited board. 

During on-snow pilot study performed in one of the ski resorts, a container with granules was 

fixed to one ski, while the other one was only damped intrinsically. Skis were instrumented with 

wireless accelerometers with integrated data recorder. The experimental stand used in laboratory, the 

photo taken during on-snow tests and exemplary results from field tests are presented in Fig. 1.   
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2. Results and Discussion 

It takes some time for granules to reach peak damping, since in the initial phase of motion, gran-

ules are resting on the bottom of the container and need at least one full swing of the ski or snowboard  

to start impacting the lid. During laboratory tests, in cases of higher initial deflection, a larger degree 

of damping is observed during the first stage of motion. The intrinsic damping ratio for skis reaches 

0.1 for amplitudes from 40-20 mm, while granular damping is up to 2.5 times higher, reaching almost 

0.25 for selected number of granules.  

 

 

Fig. 1. Graphical abstract of the research: experimental stand, on-snow tests and field recorded results for damping 

of the ski with 150 granules. 

When filed-tests are concerned the granular damper device is most efficient when absorbing large 

oscillations of the shovel on moguls, hardpacked or icy snow. Although the recorded acceleration 

history seems similar for both skis, the granular damper reduces peak amplitudes quickly after excita-

tion. The calculated average amplitude of all peaks above 1 g was 2.42 g for intrinsic damping and 

2.2 g for granular damping. An average value of acceleration reveals that vibrations of a ski with 

granular damper are usually below values obtained for intrinsic damping. Granular damping remain 

effective usually in short periods, reducing acceleration peaks.  
 

3. Concluding Remarks  

The experimental and field test results showed, that it is possible to modify the damping of full-

size sport boards with loose granular material. The solution is passive, but the efficacy can be adjust-

ed by changing the fill ratio of the container. The damping ratio depends on the amplitude, since 

transient vibrations can be divided into stages corresponding to different granular damping capacities. 

Vibratory energy is dissipated within granules especially well during the first cycles of the motion. 

With a small weight penalty, granular damping can be up to 2.5 times higher than intrinsic damping. 
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Abstract: The present work is mainly devoted to the problem of the determination of the dis-

persion curves for the elastic waves, which propagate in the composite plates of angle-ply 

configuration. The plates are made of carbon fibers and epoxy resin. The dispersion curves 

are determined with the use of the stiffness matrix method. The specially dedicated software 

DisperseWin has been developed in C++. Next, the obtained values of phase and group veloc-

ity and corresponding values of the frequency are verified with the use of standard FE simula-

tions. The elastic wave modes (symmetric and shear horizontal) are identified by applying the 

envelope method based on the Hilbert transform. It is observed that in the case of a simple 

box-shaped model of the piezoelectric elements (actuators) placed on the up and bottom sur-

face of the plate and excited by the same signal, the symmetric and shear horizontal elastic 

wave modes are generated at the same time. In the case of some composite configurations, 

these modes are overlapped each other, and it is not possible to distinguish between them. 

Thus the special method of exciting the shear horizontal wave mode is proposed. A very good 

correlation between the values of group velocities obtained from the analytical calculation 

(dispersion curves) and the numerical simulation is observed. 

Keywords: composite plates, fundamental elactic waves, dispersion curves, FE simulation. 

1. Introduction 

One of the very promising possibilities is the analysis of the phenomenon of the propagation of the 

elastic wave through the interrogated composite structure [1–3]. What more, this kind of damage 

detection system can be also implemented in the online mode and it can operate without the need of 

stopping the exploitation of the analyzed structure. These kinds of systems are known as structural 

health monitoring (SHM). However, the phenomenon of elastic wave propagation in composite struc-

tures possesses a very complex character. In the general case, the elastic wave consists of three differ-

ent fundamental wave modes (symmetric S, anti-symmetric A, and shear horizontal SH) as is shown. 

Moreover, each mentioned fundamental wave mode together with increasing frequency possesses also 

higher modes. Some of these modes are very sensitive on the disperssion and some of them are almost 

not dispersive. These facts significantly complicates the proper interpretation of the registered dynam-
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ic resopnse of the analyzed structure in order to detect the potential damage. Therefore, the very 

important part of the designing of the SHM systems, especially in the case of composite structures, is 

determining of the dispersion properties of the elastic waves. 

2. Results and discussion 

In the present work, the dispersion curves are determined for the laminate made of carbon fi-

ber/epoxy resin (fibers T300, matrix N5208). The mechanical properties of the layers are as follows: 

E1 = 181 GPa, E2 = 10.3 GPa, G12 = 7.17 GPa, v12 = 0.28, and density ρ = 1.6 g/cm³. The laminate 

consists of 8 layers of identical thickness, where ti = 0.25 mm. It is assumed that the studied laminate 

is of the angle-ply configuration, namely [±θ]4, where θ denotes the angle between the fibers in a 

particular layer and the X direction of the global coordinate system. In Figure 1 is presented the sets 

of dispersion curves, which are generated for the laminates where the fiber orientation angle is equal 

to θ = 0°. The assumed range of frequecy is 0.05 MHz < f < 1 MHz and corresponding range of phase 

velocity is 0.2 km/s < c < 12 km/s. 

Fig. 1. Dispersion curves obtained for the carbon laminate of configuration [±0°]4 

The following values of θ are studied, namely: θ=0°, 5°, 15°, … , 90°. The stiffness matrix method is 

applied. It should be stressed here that the this method occurred to be a very effective approach even 

in the case of composite materials with strongly anisotropic mechanical properties. To the contrary of 

the other matrix methods, this method is unconditionally numerically stable. The impact of the lami-

nate configuration (in other words, the fiber orientation angle θ) can be summarized as follows: 

 the phase c and group velocity cg of the fundamental symmetric elastic wave mode S0 mon-

otonically decreasing; 

 quite different behavior can be observed in the case of the fundamental shear horizontal 

mode SH0. The clear maximum is found for the θ≈45°. Moreover, for the 55° < θ < 75° the 

phase velocity c as well as group velocity cg of the fundamental symmetric mode S0 is 

much lower in comparison with the fundamental shear horizontal mode SH0; 

 the phase c and group velocity cg of the fundamental anti-symmetric wave mode A0 de-

creases slightly together with increasing of the fiber orientation angle θ; 

 the first higher elastic wave modes are observed for the frequency f≈400[kHz]. 
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Abstract: The paper presents the results of measurements of dynamic parameters of compo-

site lighting columns in the laboratory. The subject of the research were two types of compo-

site poles 9.0 m high. The poles were made of GFRP (Glass Fiber Reinforced Polymer) or  

G/BFRP (Glass/Basalt Fiber Reinforced Polymer) composites.  

Keywords: modal analysis, composites, lighting columns  

1. Introduction 

Nowadays, the use of composite materials is more and more common in all types of industries. 

Starting from the aviation industry, through shipbuilding, automotive industry, and ending with civil 

engineering [1]. Designing and applying composites as an element of construction requires verifica-

tion of their mechanical properties. From the point of view of resistance to dynamic loads (vibrations, 

shocks), it is important to determine their real dynamic parameters (resonance frequencies, damping, 

vibration modes). Most often, experimental modal analysis [2] is used for the estimation of modal 

models. This knowledge can be used to validate their numerical models.   

2. Results 

The tested poles were designed and manufactured by Alumast S.A. The experimental tests of the 

poles were carried out at the Faculty Research Laboratory of Structures. Three columns were tested for 

each type, six columns in total. The composite part of round columns was with variable stiffness along 

the height. The research was carried out using the modal analysis system with impulse and kinematic 

excitation. The analysis was performed for the frequency band 0.5-160.0 Hz. The following were used 
for the measurements: 

 multi-channel recorders Scadas-LMS, 

 acceleration sensors, 

 modal hammer PCB 086D20 (soft tip),  

 shaker TIRA TV59389, 

 software LMS TEST.LAB v.16A. 

For the excitations of the tested elements were used modal hammer and white noise. The response to 

the excitations was recorded in the 0.5-204.0 Hz band with a resolution of 0.05 Hz. The arrangement of 

measurement accelerometers (P1-P7) on the tested elements and the place of impulse excitations (PHx, 

PHy) are shown in Fig. 1. The reference (Ref) and control (Pk) accelerometers were used to control the 
shaker excitation. 
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Fig. 1. Distribution of acquisition points on the tested elements  

During the tests, 16 vibration modes were identified in the range up to 120 Hz. Their resonant fre-

quency values and damping coefficients were determined. The Table 1. shows the eight resonance 

frequencies of the tested composite elements. Lower frequencies were measured for columns made of 

G/BFRP composite.  

Table 1. Comparison of measurement results  
 

 f1[Hz] f2[Hz] f3[Hz] f4[Hz] f5[Hz] f6[Hz] f7[Hz] f8[Hz] 

GFRP 1.15 1.17 3.75 4.33 8.75 9.67 22.45 23.38 

G/BFRP 1.00 1.04 3.38 4.04 7.62 7.82 18.13 19.32 

 

3. Concluding Remarks 

The measurement of dynamic parameters allowed to establish modal models of the tested ele-

ments. The obtained measurement results were used to build numerical models for analyses taking 

into account wind and seismic loads. 
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Abstract: The paper is devoted to development and application of an effective computational 

approach to analysis, modelling and prediction of a chaotic behaviour of dynamic properties 

of vibrating structures. There are listed data of analysis, modelling, processing chaotic time 

series, which represent the structural dynamic properties of engineering structures. The 

computational approach includes a combined set of non-linear analysis and chaos theory 

methods such as an autocorrelation function and correlation integral approach, average mutual 

information, surrogate data, false nearest neighbours algorithms, the Lyapunov’s exponents 

(LE), Kolmogorov entropy analysis, spectral methods, prediction (predicted trajectories, 

neural network etc) algorithms (in versions [1-4]). The results of numerical studying the 

topological & dynamical invariants of the time series for the experimental cantilever beam [5] 

(forcing and environmental conditions are imitated by  the damaged structure, the variable 

temperature and availability of the  pink-noise force) are listed. Application of the approach to 

monitoring the health (security) of a nuclear reactor vessel is presented.   

Keywords: numerical modelling, engineering structures, time series, chaos 

1. Introduction. Universal Chaos-Geometric Approach to Dynamics of Geosystems 

An analysis, identification and further prediction of the presence of damages (cracks), which 

above a certain level may present a serious threat to their performance of the technical structures, 

remains challenging problem in their monitoring engineering structures. The correct treatment  

requires extensive use of measurement and advanced mathematical and computational tools of 

processing. Usually change of structural properties due to operational and other effects (temperature, 

moisture, pressure etc) allows to detect an existence, location and size of damages. Changing these 

conditions may cause significant changes in their properties and result in the damage detection 

algorithms to false decisions. The standard way is using so called structural health monitoring meth-

ods that allow early identification and localization of damages (e.g. [1]). Usually change of dynamic 

properties due to environmental, operational and other effects allows to determine the existence, 

location and size of damages.   

This paper goes on our work on studying and advancing an effective computational approach to 

analysis and prediction of a chaotic behaviour of dynamic properties of the vibrating structures. There  

are listed the results of analysis, modelling and processing the corresponding chaotic time series, 

which represent the structural dynamic properties of the engineering structures. The computational 

approach applied includes a combined set of non-linear analysis and chaos theory methods such as an 

autocorrelation function method, correlation integral approach, average mutual information, surrogate 
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data, false nearest neighbours algorithms, LE and Kolmogorov entropy analysis, spectral methods and 

prediction (predicted trajectories, neural network etc) algorithms (e.g. [1-4]).  

2. Results and Discussion 

As illustration, there are listed data of the complete numerical investigation of a chaotic  elements  

in time series for the simulated 3DOF system and an experimental cantilever beam. The correspond-

ing cantilevel beam time domain response series data are taken from [5], where there are listed the 

detailed data of experimental studying  a cantilever beam excited by white and pink noise forces. As 

example, in Table 1 the results of computational reconstruction of the attractors (the correlation 

dimension  (d2), embedding dimension (dE), the first two LE (1,2), the Kaplan-Yorke dimension 

(dL), as well as the Kolmogorov entropy (Kentr), and average limit of predictability (Prmax) are listed.   

Table 1. The correlation dimension (d2), embedding dimension (dE), first two LE (1,2),  Kaplan-Yorke dimen-

sion (dL), and the Kolmogorov entropy, average limit of predictability (Prmax, hours)  

d2  dE 1 2 dL Kentr Prmax 

5.45  6 0.0197 0.0061 3,98 0.026 39 
 

These data are related to a case of the damaged structure, the variable temperature and availability of 

the pink-noise force. System is generally considered to exhibit chaotic elements. The dimension of  an 

attractor is defined as embedding dimension, in which the number of false nearest neighbouring 

points is less than 3%. The presence of 2 positive i suggests the conclusion above regarding presence 

of a chaos. The non-linear methods [2-4] are used for the temporal evolution prediction. Even though 

the simple procedure is used to construct the non-linear model, the results are quite satisfactory. 

3. Concluding Remarks 

An universal chaos-geometric approach is appled to analysis, modelling and forecasting a chaotic 

behaviour of dynamic properties of the engineereing structures. The advanced numerical data on the 

topological and dynamical invariants of the time series for the experimental cantilever beam [4] (the 

forcing and environmental conditions are imitated by  the damaged structure, the variable temperature 

and availability of the  pink-noise force) are listed. The presented chaos-geometric approach in com-

bination with the blind source separation methods has been proposed as a powerful signal processing 

method capable of monitoring health of large class of engineering structures, in particular, nuclear 

reactor vessel safety.   
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Abstract: 

1. Introduction 

The discussed work focuses on the experimental set-up, acquisition and subsequent structural 

modal analysis of a suspended representative cryogenic tank, submitted to vibrating stimulations, with 

the aim of characterizing its dynamic behavior to help ease the certification process of actual tanks 

used in aerospace applications. The objective of the research is to obtain a modal behavior similar in 

term of mode shapes and natural frequencies to the behavior of a tank filled with Liquid Hydrogen. 

The main postulate -and innovative approach – in this work is to consider Granular Materials as a 

substitute to cryogenic fluids or compressed gases, namely Liquid Hydrogen (Fig. 1). 

Most of the related studies are using water as a surrogate material for fuel or gas tank testing [1-5]. 

None were found to focus and use Granular Material as a substitute to achieve the same goal, except 

from Chiambaretto et al. [6] and Nguyen et al. [7,8]. The goal of the present study, directly following 

these preliminary works, is to explore further possibilities in terms of material substitution and system 

fixations, as well as filling rate influence and change of excitation modes. 

2. Results and Discussion 

Experimental set-up: In the current set-up, the cylindrical tank is vertically suspended and isolated, 

whereas it was vertically standing on its base on the previous work, directly in contact and bounded to 

the shaking equipment. Investigations are carried out on empty, then fully, and partially filled tanks 

subjected to vibration, using an impact hammer then a vibrating shaker as testing device. The natural 

frequency reflecting the dynamic behavior of the system for each vibration mode is measured for the 

different configurations. Frequency Response Functions are used to represent modal deformations. 

Preliminary results: Previous works [6-8] were conducted using only one Granular Material type. 

Results showed the evolution of each flexural mode as a function of the applied pre-stress. In the 

current testing, prominent frequencies for the modal deformed shapes are occurring as follow, 55 Hz, 

75/80 Hz, 555 Hz, 1035 Hz, 1333 Hz, 1520 Hz, and 2045 Hz on an empty suspended aluminum tank, 

with the associated shapes of flexion, flexion-torsion, ovalization, trefoil, quadrifoil, then combined 

and lobed modes, respectively. Observations and analysis from preliminary trials on filled tank tend 

to display the same deformed shapes as on empty tank, in the same order of occurrence, but at lower 

frequencies. First results tend to show that materials with lower mass density should be preferred in 

order to better reach the flexural modes, highlighting the surrogate materials density as paramount. 
 

e-mail for correspondence: jean-emmanuel.chambe@isae-supaero.fr 
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Fig. 1. Theorized equivalence between fluid-filled beam and grains-filled beam  

using a homogeneous fluid for granular material. (Chiambaretto et al.)[6] 

Conclusions: The objective of the current experimental work is to analyze the modal behavior of a 

tank filled with Granular Materials, and after validating its equivalence with regular fluids, achieve 

comparisons based on influence of Granular Material types as well as filling rate in vibration analysis. 

Preliminary results tend to validate the hypothesis of material substitution. The first few modal de-

formed shapes are correctly observed. The main parameter of influence seems to be the density. 

3. Concluding Remarks 

The presented work is dealing with the vibration analysis and dynamic characterization behavior 

of a modelled cryogenic tank system, which is an important thematic in energy propulsion and aero-

space engineering. The major objective is to highlight then evaluate the influence of the different 

parameters, namely Granular Material types, filling rates, excitation mode, and boundary conditions. 

Results will help validate the new methodology and comfort the hypothesis of material substitution. 

Acknowledgment: The authors would like to thank DynaS+ Toulouse and A.T.E.C.A. Montauban. 
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Abstract: Large interconnected systems that provide critical infrastructures, such as power transmis-

sion networks, can be affected by occasional or random failures. The vulnerability of such structures 

can be analyzed taking into account the electrical properties of the network, its topology, and the 

environment where it is located. This work aim to introduce indexes that allows to classify how vul-

nerable a network is in regard to the topology of the transmission networks. As so, taking an energy 

transmission network, it can be represented by a complex network and its topology can be studied by 

means of centrality measures. This work identifies centrality measures that can be used for identify 

power network vulnerability, such as the centrality of the generator tree, the intermediation of the 

current flow, the dimension of the disconnected components. These measures reflect the reality of the 

functioning of these networks, as they consider their connections and the distribution of energy in the 

network. Based on these measures, we propose a new index to assess vulnerability, composing the 

characteristics of measures previously studied in the literature. This new index comprises measures of 

centrality that can be used for the vulnerability analyse of transmission networks. 

Keywords: Vulnerability index, complex network, effective resistance, power grid. 

 

1. Introduction 

Power grid vulnerability analysis from topology perspective holds a bright prospect of 

providing system operators a fast with easy to interpret information on critical operating 

point in a disturbed network [1]. Transmission networks can be represented by a complex 

networks due to the high amount of connections between their components. These compo-

nents can be represented by generators and substations (consumers) and their connections 

are made by transmission lines. 

A simulation of cascading faults in the network can be performed by removing the edges of 

the network. These edges are selected from indexes that measure their importance in the 

network. Each index selects and removes a border for a different purpose, and the efficien-

cy of the network can be reduced for all applied indices. The idea for the new index pro-

posed in this work is to use centrality measures that can be used in the context of energy 

transmission networks. 

2. Results and Discussion 

Betweenness centrality [3] measures the importance of a vertex/edge due to its participation 

in the shortest paths between vertices. For energy networks, information does not use the 

shortest path, but all of them. Therefore, we use a variation of this intermediation measure, 

the betweenness current flow [4]. 
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Another way to identify important edges is through the spanning tree centrality measure [5] 

and number of disconnected components. We created a new index composing these three 

measures in a single index using a geometric mean between them. The Fig. 1 shows the 

result of this new measure in comparison with the metrics, in this example the metrics were 

simulated in the ieee118 network [6]. Efficiency[7] was used to measure the drop in net-

work performance when the edges were removed. Effective resistance [8] was used to cal-

culate efficiency. 

 

Fig. 1. This figure represents the simulation of attacks on the ieee118 network and the drop in efficiency by the 
three measures of centrality and the index composed of them. 

3. Concluding Remarks 

A new vulnerability index is presented, based on measures of centrality that can be applied 

in situations where flow analysis through several paths is important. In this way, it is possi-

ble to identify other edges, which even with a secondary importance influence the efficien-

cy of the network in the face of events that can interrupt the distribution of energy, such as 

severe weather events. 
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Abstract: Roughness parameters are essential to characterize the quality of mechanical parts. 

Their most common evaluation method uses mechanical profilometers. The aim of this work 

is to use a non-contact method, Optical Coherence Tomography (OCT) [1,2], to assess rough-

ness of different metallic materials processed with several types of methods, including milling 

and turning. An in-house developed swept source (SS), Master-Slave (MS) enhanced OCT 

system is employed [3]. Using the interferometry capabilities of OCT, a (large) number of 

profiles can be determined in milliseconds on the metallic surface. A processing algorithm of 

the retrieved data is developed. The obtained roughness parameters are compared with those 

provided by profilometers. Advantages of drawbacks of each method are discussed. This 

work comes in the context of previous researches where we demonstrated that OCT can re-

place the gold standard of Scanning Electron Microscopy (SEM) in evaluating the different 

types of fractures of metallic materials [4,5]. Thus, while OCT is most useful because of its 

cross-sectional capability of non-reflective materials, optical profilometry of metallic parts 

can become a valuable tool in Non-Destructive Testing (NDT) of mechanical systems. 

Keywords: roughness, metallic surfaces, optical coherence tomography (OCT), low coherence inter-

ferometry, signal processing, mechanical profilometer, measuring systems. 
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Abstract: The aim of the study is to determine the influence of the impact place on the side of  passenger 
car body on the course of the front-to-side vehicles' collision process. The study combines experimental 
research and mathematical modelling. In experimental research six crash tests taking into account differ-
ent mutual positions of the vehicles at initial collision time were carried out. In mathematical modeling a 
simple collision model (2D) and the results of experimental tests have been used. This allowed to deter-
minate the courses of important quantities for the road accidents reconstruction. They were, among others 
forces of interaction between vehicles, displacements and vehicle velocities, characteristics of defor-
mation of the front and side of the vehicle's body, components of energy lost during a collision. The re-
sults are shown in the 0-0.2 s time interval. After this time the cars separate and continue to move based 
on theirs  kinetic energy of translational and rotary motion.  

Keywords: road traffic safety, front-to-side vehicles’ collision, road accidents reconstruction 

1. Introduction  

Front-to-side vehicles' collisions are a very common type of road accident. In 2020, they accounted 
for 31.5% of all road accidents in Poland. They often have a complicated and unpredictable course. 
Changes in vehicle motion parameters during and after a collision depend on many factors that have 
been poorly defined so far. The reconstruction of this type of accidents is very difficult and requires 
the use of the experimental studies results [1, 2]. In order to improve the road accidents reconstruction 
methods, six crash tests were carried out at the Łukasiewicz Research Network – Automotive Indus-
try Institute (Łukasiewicz-PIMOT) with the use of 12 passenger cars of the same manufactuter and 
model. In each test, car A hit  in the left side of car B head-on. The velocity of car A immediately 
before the collision was approx. 50 km / h and was twice as high as the  car B velocity. In subsequent 
crash tests, the relative initial positions of cars A and B were changed (Fig. 1). The presented work 
summarizes the results of the crash tests carried out. Considerations introducing the analysis of the 
front-to-side vehicles' collision process have already been presented by the authors in previous works 
[3,4,5]. 
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2. Results and Discussion 

A planar model of the dynamics of the vehicles' collision was developed. Using the developed model 
and the accelerations and angular velocities of the cars measured during the crash tests, the courses of 
important quantities for the  road accidents reconstruction were determined. They were, among others 
forces of interaction between vehicles, displacements and vehicle ve-locities (translational and 
rotating), characteristics of deformation of the front and side of the vehicle's body, components of 
energy lost during a collision. Figure 1 shows the deformation characteristics of the front of car A and 
of the side of car B obtained in six crash tests as the example result of the calculations. 

  

Description AB1 AB2 AB3 AB4 AB5 AB6 
Velocity VA [m/s] 13.6 13.1 15.1 12.7 14.2 14.7 
LAB [m] 0.04 0.17 1.25 1.34 2.57 2.71 
Fig. 1. Relative positions of cars A and B during the crash tests and combined deformation of the front of car 

A and the side of car B 

3. Concluding Remarks  

Considering the results of the experimental and mathematical modeling results together, it was possi-
ble to describe the course of the front-to-side vehicles' collision depending on the impact place of the 
vehicle's body side. The place of an impact by a vehicle on the another car's body side significantly 
influences the course and consequences of the collision. It determines the values of parameters that 
have a significant impact on the vehicles movement trajectories after a collision and their final posi-
tions after an accident. The obtained results can be used to improve the methods of reconstruction of 
this type of road accidents. 

References  

[1] BRACH, R. M., BRACH, R. M.: Vehicle accident analysis and reconstruction methods. SAE International 
(2005). 

[2] GERMANE G.,MUNSON T., HENRY K.: Side impact motor vehicle structural characteristics from crash 
tests. SAE Technical Paper No 2003-01-0495. 

[3] GIDLEWSKI M., PROCHOWSKI L., JEMIOŁ L., ŻARDECKI D.: The process of energy dissipation 
during a front-to-side collision of passenger cars. Proceedings of 14th DSTA2017 Conference. „Engi-

neering Dynamics and Life Sciences” - praca zbiorowa pod redakcją J. Awrejcewicz, M. Kaźmierczak,J. 
Mrozowski, P. Olejnik. ISBN 978-83-935312-4-0. 

[4] GIDLEWSKI M., PROCHOWSKI L., JEMIOŁ L., ŻARDECKI D.: The process of front-to-side collision of 
motor vehicles in terms of energy balance. Nonlinear dynamics. Vol. 97 No.3. 

[5] GIDLEWSKI M., PROCHOWSKI L., WACH W.: Determining the position and state of post-impact motion 
of a motor vehicle struck on its side at a road intersection, based on experimental. Transport. Vol. 33/2019. Is-
sue 3. 

429



 

 

 

Determination of physical quantities describing the movement of ob-

jects involved in a frontal-side collision of vehicles 

MIROSŁAW GIDLEWSKI1, TOMASZ PUSTY2*, LESZEK JEMIOŁ3, HANNA KOCHANEK4 

1. Military University of Technology, (WAT); Łukasiewicz Research Network – Automotive Industry Institute 
[ORCID 0000-0001-5775-184X] 

2. Łukasiewicz Research Network—Automotive Industry Institute (Łukasiewicz-PIMOT), Jagiellońska 55 
Street, 03-301 Warsaw, Poland [ORCID 0000-0003-1324-5384] 

3. University of Technology and Humanities in Radom, Malczewski Street 29, 26-600 Radom, Poland, e-mail: 
leszek.jemiol@uthrad.pl [0000-0001-8898-4937] 

4. University of Technology and Humanities in Radom, Malczewski Street 29, 26-600 Radom, Poland, e-mail: 
hankoch@uthrad.pl [0000-0002-6628-8479] 

* Presenting Author 

Abstract: The paper compares the displacement and speed courses of cars, motorbikes 
and motorcyclists during a road accident obtained with the use of two measurement 
methods. In the first method, the course of the impact recorded by a fast camera record-
ing 1000 frames per second was used ("frame by frame" film analysis). In the second 
method, the courses of accelerations and angular velocities of the objects were used 
(numerical integration of the recorded courses). The measurements were carried out 
during crash tests involving a frontal-side collision of two cars or a motorcycle with a 
car. The results are shown in the time interval 0-0.5s. During this period, the following 
phases of the experiment are observed: vehicle collision and the process of their defor-
mation, the separation of vehicles, the start of independent movement of both vehicles 
after the collision. The measurement results obtained with the use of both methods are 
burdened with errors resulting, among others, from limited data sampling frequency, 
offset errors, calibration errors and sensor noise, duration of the analyzed waveforms. 
The use of two of the above-mentioned measurement methods simultaneously allows to 
minimize measurement errors 

Keywords: crash tests, frame-by-frame film analysis, numerical integration of accelera-
tion and angular velocity 

1. Introduction 

Obtaining physical quantities describing the movement of vehicles and people is of interest 
to many entities researching: passive safety systems [1, 2], active e.g. during the modeling 
of autonomous lane change algorithms [3, 4], compliance of technological solutions with 
the applicable standard documents, e.g. LDWS (Lane Departure Warning System) or ex-
perts analyzing the records of UDS (Unfall Daten Speicher) or ADR (Accident Data Re-
corder) black boxes [5]. The obtained data is subject to uncertainty due to the limited fre-
quency of data sampling, errors of offset, calibration and noise of sensors, duration of 
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measurements. Therefore, it seems advisable to conduct research focused on determining 
the uncertainty range of the obtained results of certain physical quantities describing the 
motion parameters with various methods. The paper compares the course of displacement 
and velocity of objects during the collision and immediately after the collision, determined 
on the basis of post-frame analysis of films and numerical integration of acceleration and 
angular velocity waveforms recorded during several frontal-lateral collisions of vehicles 
carried out in the Łukasiewicz Research Network - The Automotive Industry Institute in 
Warsaw. 

2. Results and Discussion  

Three front-side car crash tests in motion and one motorcycle-car crash test were analyzed. 
Fig. 1 shows as an example the test results from a crash test of a motorcycle with a passen-
ger car. 

  
 a)  b)  c) 

Fig. 1. Frontal-side collision of a motorcycle with a car a) location of the motorcycle and 
car at the time of first contact, b) frame-by-frame analysis of the collision course, c) com-
parison of the horizontal displacement of the rider's head determined by two methods. 

3. Concluding Remarks 

Research has shown that both of the measurement methods used give comparable results. 
However, errors in the calibration of the acceleration and angular velocity sensors must be 
minimized. This can be achieved by simultaneously analyzing the results obtained from two 
measurement methods. 

References  

[1] BURACZEWSKI P. JACKOWSKI J: Porównanie metod określania parametrów ruchu pojazdu podczas 
zderzenia z przeszkodą. XXXI Seminarium Kół Naukowych Wydziału Mechanicznego. 

[2] DĄBROWSKI F, GIDLEWSKI M: Front and Side Crash of Cars in Motion – comparative analysis of exper-
imental and modelling test results. Zeszyty Naukowe Instytutu Pojazdów Politechniki Warszawskiej nr 
4/2015. 

[3] PROCHOWSKI L, ZIUBIŃSKI M, SZWAJKOWSKI P, GIDLEWSKI M,  PUSTY T,  STAŃCZYK TL: 
Impact of Control System Model Parameters on the Obstacle Avoidance by an Autonomous Car-Trailer Unit: 
Research Results. Energies 2021, Vol 14(10).  

[4] DZIEWIECKI M, GIDLEWSKI M : Limitations of Use of an Inertial Positioning System in a Truck During a 
Maneuver of Avoiding a Suddenly Appearing Obstacle. ESV Conference Paper Number 15-0341. 24th ESV 
International Technical Conference on the Enhanced Safety of Vehicles. Goteborg, Szwecja 2015, available 
on the Internet www.nhtsa.gov/ESV. 

[5] GUZEK M, LOZIA Z: Possible Errors occurring during Accident Reconstruction based on Car "Black Box" 
Records. 2002 World SAE Congress and Exposition. Detroit, Michigan USA. March 2002. SAE TP 2002-01-
0549 

 

431



 

 

 

Impact point localization with the use of wavelet transform  

VÁCLAV HOUDEK1*, ZDENĚK KUBÍN2, LUBOŠ SMOLÍK1 

1. VZÚ Plzeň (Research and Testing Institute Pilsen), Czech Republic, houdek@vzuplzen.cz 
2. VZÚ Plzeň, Czech Republic, kubin@vzuplzen.cz [0000-0001-8054-5948] 
3. VZÚ Plzeň, Czech Republic, smolik@vzuplzen.cz [0000-0001-5280-5001] 
* Presenting Author 

Abstract: This paper provides an experimental method to localise a point of impact in three-
dimensional structures. The impact induces vibration anomalies such as shockwaves in vari-
ous devices or structures. Concurrent measurement of vibration waveforms in several measur-
ing points allows determining the times of arrival of the shockwave. However, the path be-
tween the impact and the measuring point depends on the geometry of the structure. There-
fore, ordinary triangulation methods cannot be used because apparent wave speeds differ 
across the measuring points. This paper proposes a set of nonlinear equations with unknown 
wave speeds and the location of the impact, which are solved using constrained optimisation. 
The results of this method depend on initial conditions and optimisation parameters, so their 
influence is also analysed and discussed. 

Keywords: impact point, signal processing, wavelet transformation, localization, 

1. Introduction  

In terms of signal processing, the impact is an unsteady signal. If the measurement is performed in 
situ, this signal is also corrupted with noise resulting from machine operation, electrical noise, me-
chanical noise or noise from other machines. This implies that the impact (like Dirac impulse) and its 
transient response can be challenging to observe in the time domain. In this case, transformation to 
the time-frequency domain using the short-time Fourier transform (STFT) is beneficial. On the other 
hand, the Heisenberg theory does not allow for short time windows and high-frequency resolution. 
Therefore, the STFT is inevitably inaccurate in the precise localisation of short transients. 

The wavelet transform offers the solution. The method described in [1,2] based on the Gabor 
wavelet is utilised for the fast wavelet calculation. It is necessary to tune the Gabor wavelet input 
 

 

Fig. 1. Tunnig of the Gabor wavelet to obtain best results in term of the time of arrival estimation 
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Fig. 2. (left) Test sample and (right) exact (◊) and computed (*) positions of the impact point 

parameters and select the best frequency for the subsequent processing. Fig. 1 shows how the parame-
ter σw change the wavelet results. Here, the most suitable wavelet parameters for time of arrival 
(TOA) estimation are f = 3000 Hz and σw = 1. TOA is then estimated at several scales using an ap-
proach based on optimal data partitioning according to their variance [3]. 

2. Results and Discussion  

For example, we demonstrate the localisation of hammer-induced impacts in a hollow cube, see 
Fig. 2 left. Similar structures are utilised as housings of many industrial machines, including gearbox-
es and clutches. In these machines, impacts occur when the machine is damaged, e.g. when a crack 
develops in a tooth. 

Five trial impact points were chosen arbitrarily, and a controlled test with an impact hammer was 
performed. The induced vibrations were measured at 36 points using two moving triaxial 
accelerometers and one stationary (reference) triaxial accelerometer. 

The system of nonlinear equations was constructed using the obtained TOAs. The main advantage 
of the system are the variable velocities of the shockwave; this advantage compensates for the 
unknown shockwave path through the structure and structure geometry. However, velocities and 
impact point coordinates are bounded to fulfil fair values when solving the equation system.  

The proposed method proceeded with the collected data; its localisation accuracy varies from 3 to 
25 cm (Fig. 2 right), depending on the chosen location of the impact point and the number of sensors. 

3. Concluding Remarks 

The wavelet transform has been proposed to acquire the time of arrival of waves, which result 
from impacts. Next, a special system of equations has been constructed to estimate the location of 
these impacts. The proposed method produces consistent results with reasonable accuracy. 
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Abstract: The results of the simulation and experimental investigations of motion of the four-

wheeled mobile platform are presented in the paper. The simulation results have been based 

on the description of the dynamics of wheeled mobile platforms. The description of the plat-

form dynamics is presented in the paper. The initial problem of the platform motion has been 

solved using the Runge-Kutta integration method of fourth order. The relationship between 

active and passive forces accompanying the platform motion have been taken into account in 

the dynamic model of the motion of the system. The dynamics model has been verified by ex-

perimental tests using the LEO Rover robot. On the basis of the dynamics model, simulations 

of motion have been carried out in order to obtain the system response to the given forcings. 

The proposed model of motion dynamics has been verified by examining the real motion of 

the robot. Experimental studies of the robot's test runs along a rectilinear and curvilinear tra-

jectory have been presented. The obtained motion parameters in the form of trajectory, veloci-

ties and accelerations have been compared with the results of experimental tests, and the re-

sults of this comparison have been included in the paper.  

Keywords: motion dynamics; wheel slippage; wheeled mobile platforms, friction. 

1. Introduction  

The model of the dynamics of motion of a four-wheeled mobile platform has been presented in 

the work. Mobile platforms find a number of applications to support human work or to replace it in 

places inaccessible to him. The design of the platform results from the intended purpose of its work. 

Hence, there are many technical solutions that, for example, perform the tasks of inspecting the inner 

part of the pipes [1], help in the movement of people, where in the work [2] a special trolley equipped 

with a collision-free system for tracking pedestrians has been described. Moreover, robot solutions 

are being developed to facilitate visiting museums and libraries. More and more often, mobile plat-

forms are equipped with a set of independent steering wheels, which makes it possible to drive them 

in multiple directions and to implement complex translational and rotational trajectories. Therefore, it 

is necessary to study the movement of wheeled mobile robots, which in essence focus on the study of 

kinematics and dynamics of motion. The problem of simple kinematics has been described, among 

others in [3]. Investigation of the kinematics and inverse dynamics of a three-wheeled mobile robot 

with two steerable wheels and one self-adjusting one, using virtual work methods have been included 

in [4], however, the impact of slippage has been neglected. In modelling the kinematics and dynamics 

of motion of wheeled mobile platforms, the plane motion model is most often adopted. This is due to 
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the purpose and nature of the work of mobile platforms. Therefore, considerations about the relation-

ship between a drive wheel and the road surface are very important. In modelling the kinematics and 

dynamics of motion, the problem should not be simplified to the assumption of pure wheel rolling, as 

this may indicate that the longitudinal and/or transverse slip in the wheel-ground contact does not 

occur, i.e. it is equal to zero. 

The aim of this work was to propose a model of the dynamics of movement, with the use of which it 

will be possible to map the trajectory of the movement of a four-wheeled mobile platform not only 

taking into account the influence of friction forces, but also under the influence of exceeding the 

value of developed friction, which in turn will lead to skid of the drive wheels [5]. The results of such 

an analysis have been partially presented in [6]. Based on the results of the motion simulation and 

experimental tests, the results of test runs along a straight-line and curvilinear trajectories have been 

presented.   

2. Results and Discussion  

On the basis of the proposed description of the dynamics of motion of the wheeled mobile plat-

form, the simulation tests of the movement of such an object with the use of various configurations of 

inputs implemented through an appropriately controlled wheel drive and taking into account the 

conditions of cooperation between the wheels and the ground have been carried out through appropri-

ate models of such cooperation. The adopted model of the mobile platform has been built so that the 

description of the movement reflects the kinematic properties of the platform, as well as the control 

possibilities occurring during its operation. The verification of the robot's motion dynamics model 

was based on demonstrating compliance in the nature and values of the waveforms of the motion 

parameters obtained by experimental and analytical methods. The obtained results confirm the adopt-

ed assumptions and show compliance in both character and values. 

3. Concluding Remarks  

A computational model has been proposed, including an algorithm for solving the formulated 

problem of the initial movement of a four-wheeled mobile platform. On the basis of the developed 

calculation programs, simulation tests of the four-wheeled platform have been carried out, as a result 

of which the waveforms of the platform motion parameters have been obtained in relation to selected 

configurations of construction parameters and wheel drive configurations, including their slippage. 

On the basis of the proposed model of the dynamics of motion, it is possible to analyse various cases 

of motion, including the slip of road wheels. It is also possible to study the forces and reactions occur-

ring during the movement. 
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Abstract:  

Tests were carried out, which included the determination of the dynamic driving character-
istics for the purpose of assessing the dynamic properties and technical condition of the 
vehicle. The dynamic properties were analyzed for the vehicle in running order and with an 
additional load. The introduced changes to selected vehicle features caused clear changes in 
the value of transmittance and the phase shift angle of the measured physical quantities 
characterizing the lateral dynamics of the vehicle in relation to the excitation in the form of 
dynamic turning of the steered wheels with a frequency of approx. 0.75 Hz. The prelimi-
nary tests used showed a clear influence of changes made to the vehicle on its behavior as 
observed on the basis of the measured physical quantities. This shows that the method of 
dynamic steering of steered wheels in the broadest possible frequency range can be used in 
the process of assessing the properties of a vehicle or its technical condition in the context 
of turning dynamics and safety in curvilinear motion. Keywords: dynamic steering charac-
teristics, frequency characteristics, sinusoidal excitation by turning the wheels 

1. Introduction 

The basic methods of testing the vehicle's steerability characteristics are the tests de-
scribed in the normative documents, they are well described in the work [1]. These include, 
among others: tests of the vehicle response to a step excitation with the linear process of 
increasing the angle of rotation of the steering wheel (ISO 7401: 2011); tests of vehicle 
response to steady motion in a circle according to ISO 4138. An extended method of testing 
the driving characteristics is the test of random or sinusoidal rotation of the steering wheel 
[2, 3]. The description of determining the dynamic characteristics is described in [5]. The 
sinusoidal input test method gives a chance to draw conclusions about the dynamic proper-
ties of the vehicle, which may be particularly useful during the research of car prototypes. 
One should also look for new methods of assessing the properties of dynamic prototypes in 
terms of active safety of vehicles, but also as a method of assessing their technical condi-
tion. 

 

436



 

2. Results and Discussion  

The response of the vehicle to the dynamic impulse to turn by the steered wheels was de-
termined on the basis of the determined: transmittance of the steering angle input by the 
steered wheels δK and the response of the lateral acceleration Acy and the phase shift. The 
excitation frequency was 0.75 Hz. Fig. 1 shows excerpts of the results of calculations of the 
transmittance module and the phase angle in the variants of technical condition changes 
(Base=base version, Belka=Base+additional load, Luz=Base+backlash in the steering gear). 

  
a)  b) 
Fig. 1. Results of experimental tests - vehicle response to the dynamic forcing to turn by 
steered wheels; a) steering angle input transmittance module δK and Acy, b) phase shift  

The test results showed that even at the steady frequency of steering of the steered wheels, 
changes in the state of the vehicle cause clearly recognizable changes in the transmittance 
module and the phase shift of the response to the excitation.  

3. Concluding Remarks  

Based on the results of experimental tests, changes in the dynamic properties of the vehicle 
were confirmed based on the increase in transmittance and the phase shift angle. This 
means that the method is sensitive to the change of the vehicle's features, including e.g. the 
design feature, which is the mass / moment of inertia, as well as the operational feature 
resulting e.g. from the technical condition of the vehicle, i.e. the play in the steering link-
age. The analyzed method is promising in terms of the assessment of the vehicle's proper-
ties and its technical condition, but it requires extension and testing in a wide range of 
changes in the frequency of forcing a turn with steered wheels, which will be the subject of 
further works. 
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Abstract: During the investigations, the authors performed a numerical model of a system 

composed of a rim and an inner disc of a wheel fitted in a Konstal 105Na tram followed by a 

frequency analysis in Solidworks aiming at determining the frequencies and the form of natu-

ral vibration. The simulation results were compared with the results of the experiment utiliz-

ing an impact modal hammer and piezoelectric transducers. When analyzing the measure-

ments, the authors applied FRF and CMIF. This allowed the obtainment of frequency charac-

teristics of the vibroacoustic response to the impact, the visualization of the form of natural 

vibration and the determination of the dynamic parameters of the actual object. Similarities 

and potential sources of differences between the numerical and the experimental results were 

identified.  

Keywords: modal analysis, rail vehicle, natural vibration 

1. Introduction  

The determination of modal parameters frequently takes place in the analysis of vehicle dynamics and 

in the diagnostics of the vehicle components. The analysis of the properties of a solid, its mass, rigidi-

ty and mutual interactions with the environment allows determining the conditions of resonance and 

the impact of the formed or propagating damage [1]. In this paper, the authors performed an analysis 

of the similarities between the modal characteristics of a numerical model of parts of a tram wheel 

and the experimental results. A simulation-based determination of frequency and form of natural 

vibration of a wheel of a rail vehicle has been described in [2], however, the conditions and the im-

pact of the vehicle dynamics on the generated vibration were presented when the vehicle was station-

ary under gravitational loads only.  

2. Results and Discussion  

Based on the detailed results, 13 natural vibration frequencies were selected in the range 0-3000 Hz. 

The selection was made based on: FRF and CMIF characteristics, correlation matrix between the 

modes and similarity of forms obtained in the numerical analysis (Solidworks) and the experiment. 

Out of 13 modes, only one experimental result did not have its numerical counterpart, which most 

likely resulted from a small groove in the rim material in the vicinity of one of the transducers. In the 

outstanding cases, the experimental and numerical values varied by 244.6 Hz maximum and 0.5 Hz 

minimum. Table 1 presents the comparison of the frequencies and natural vibration forms obtained 

numerically and experimentally. 
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Table 1 Comparison of a selected frequency and form of natural vibration determined numerically 

and experimentally 

Natural vibration 

frequency 

(simulation) 

Form of natural vibration 

(simulation) 

Natural vibration 

frequency 

(experiment) 

Form of natural vibration 

(experiment) 

524,1 

 

524,6 

 

 

The authors have observed that for the same (or very close) frequency, some modes assume similar 

forms only turned by a certain angle against the axis of the wheel, the value of which depends on the 

form of the mode. This is the case for both the low frequency vibration related to the object inertia 

and for the more non-uniform forms. The determined natural vibration frequencies were characterized 

by a low damping coefficient (except the first two modes) and a varied percentage of form complexi-

ty. 

During the experiment, the most difficult was the extraction of the modes having displacements to-

wards the longitudinal axis of the wheel and having revolutions around it. The closest to the numeri-

cal analysis were forms characterized by the symmetrical displacement of the rim. 

The reasons for the differences between the experimental and simulation results were divided into 

those resulting from the mere measurement methodology, the quality of its performance and the 

numerical limitations. 
 

3. Concluding Remarks  

Upon detailed analysis of the results of the experiment, 12 forms of natural vibration were selected 

that are also reflected in the simulation and one form that may potentially be correlated with the struc-

ture of the rim. The modes differed among one another with their damping coefficient and complexi-

ty.  

The experimental results, upon appropriate selection in the post-process, can be deemed more reliable 

than the theoretical ones, determined numerically due to the fact that a greater number of external 

factors was taken into account, high sensitivity of the measurement equipment and a better calculation 

accuracy of the BK Connect software. The frequency analysis carried out in Solidworks helped plan-

ning the experiment, including the selection of the frequency ranges and the initial illustration of the 

expected measurement results, yet, its application cannot not always stand in place of the actual ob-

ject examination, due to, inter alia, simulation-related limitations of the software. 
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Abstract: The paper presents the course of investigations and an analysis of the possibilities 

of application of time-frequency methods of acoustic signal processing in the assessment of 

the technical condition of tram drive components. A pass-by acoustic pressure emission ex-

periment was preformed on a Solaris Tramino S105p. An analysis of the recorded signal was 

carried out using Short-Time Fourier Transform (STFT) and Continuous Wavelet Transform 

(CWT). It was confirmed that the potential damage of a drivetrain is characterized by the 

formation of high amplitude frequency components that do not occur in fully operative sys-

tems. The highest number of these components occurs in the frequency band of 0-3.2 kHz. 

The authors also observed that, owing to its signal window scaling functionality, CWT is a 

more efficient tool in time-frequency signal interpretations compared to STFT. 

Keywords: vibroacoustic diagnostics, time-frequency methods, STFT, CWT 

1. Introduction 

In maintenance of machinery, including rail vehicles, one of the most efficient and economical 

methods of diagnostics of the technical condition of an object is the analysis based on the processing 

of vibroacoustic signals, i.e. the time realizations of wavelet phenomena, representing mechanical and 

acoustic vibration as accompanying processes. The variability of signals in time in a wide band of 

frequencies constitutes a vast source of information that is sensitive to any variations in the system, 

which also includes damage [1].  

In the presented work, the authors used STFT in equation 1 and CWT described by equation 2 for 

the time-frequency decomposition of the acoustic signal recorded by the measurement matrix during a 

pass-by test of a Solaris Tramino S105p rail vehicle [2]. 

  (1) 

where x(t) – representation of the input signal under analysis in the time domain, τ – position of the 

floating window in the time domain, xw(t,τ) = w(t-τ)x(t) – separated segment of data under analysis. 

  (2) 

where Ψ(t-τ) – base wavelet (mother function), x(t) – continuous signal in the time domain, a – scale 

parameter, b – displacement parameter (position), Ψ* – function conjugate Ψ(t-τ). 
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2. Results and Discussion 

The comparison of the STFT spectrograms obtained for the signal originating in a pass-by of an 

operative as well as damaged vehicle has been presented in Fig. 1. A damaged part of the drivetrain 

located in the third bogie of tram 554 is characterized by the formation of high-amplitude frequency 

components in the band 0-3.2 kHz that do not occur in the characteristics of a bogie of a fully opera-

tive vehicle. The CWT scalogram presented in Fig. 2, due to its different method of signal window 

formation, differs from the spectrogram of vehicle 554 and differently presents the high-amplitude 

components. 

 

Fig. 1. The comparison of spectrograms for a undamaged vehicle (left) and a vehicle with third bogie’s drivetrain 
damaged (right) with high-amplitude frequency components marked 

 

Fig. 2. CWT Scalogram of vehicle 554 – Morse wavelet of densified scaling applied 

3. Concluding Remarks 

During the investigations, the authors have confirmed that damage of tram drive components can be 

identified through the measurement of the acoustic signal and its decomposition using STFT and 

CWT. The modification of the parameters of both transforms may have impact on the obtained results 

and their interpretation. CWT allows the obtainment of a more accurate time-frequency representa-

tions owing to the use of scaled windows, contrary to the constant resolution windows characteristic 

of STFT. 
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Abstract: The railway current collection system consists of a pantograph and a conductor line. In 
some cases, the pantograph separates from the conductor line. This phenomenon is called a contact 
loss. The system can be modeled as impact oscillations between a spring-supported mass and an 
oscillating plate. In the previous study, we investigated the effect of an additional mass spring system 
on the impact oscillations. When the frequency of excitation is near the second mode natural 
frequency, the impact oscillations are strongly restricted. In this paper, we propose the simple method 
to restrict the impact oscillations. In this method, an additional mass is replaced by the flexible beam. 
We theoretically and experimentally investigate the effects of additional beam on the restriction of the 
contact loss. It is theoretically clarified that the impact oscillations are strongly restricted when the 
frequency of excitation is near the second mode natural frequency. We conducted the experiments to 
verify the theoretical predictions. The experimental results show qualitatively good agreement with 
the theoretical ones. 
Keywords: Impact Oscillation, Vibration Suppression, Railway system 
 
1. Introduction 

The railway current collection system consists of a pantograph and a conductor line. In some cases, 
the pantograph separates from the conductor line. This phenomenon is called a contact loss. The 
system can be modeled as impact oscillations between a spring-supported mass and an oscillating 
point. The frequency of excitation is equivalent to V/, where V and  are a train speed and a main 
wave length of the wear. In the previous study, we investigated the effect of an additional mass spring 
system on the impact oscillations[1]. When the frequency of excitation is near the second mode 
natural frequency, the impact oscillations are strongly restricted. In this paper, we propose the simple 
method to restrict the impact oscillations. In this method, an additional mass is replaced by the 
flexible beam. We theoretically and experimentally investigate the effects of additional beam on the 
restriction of the contact loss. It is theoretically clarified that the impact oscillations are strongly 
restricted when the frequency of excitation is near the second mode natural frequency. We conducted 
the experiments to verify the theoretical predictions. The experimental results show qualitatively good 
agreement with the theoretical ones. 
 

2. Results and Discussion 

Figure 1 shows the analytical model of an impact oscillation between a spring-supported mass m1 and 
a sinusoidal oscillating point. Spring constant is k. A mass is placed at the middle of the attached 
flexible beam (overall length l, flexural rigidity EI, mass per unit length ). Let y =sint+d and v be 
the displacement of an oscillating point and a beam, where , , t and d are the amplitude of the 
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sinusoidal wear, time , the frequency of excitation and static push up distance, respectively. e  
represents a coefficient of restitution between a sinusoidal point and a spring-supported mass. We 
discretized the governing equations considering first and second mode and derived the equations 
which govern the velocity the relation at the impacts. We numerically investigate the impact 
oscillations between a mass and an oscillating point. When  is near the second mode natural 
frequency, impact oscillations are strongly restricted. The numerical value of second mode natural 
frequency can be easily adjusted up or down by 
varying the flexural rigidity EI and the overall 
length l. Next, we conducted the experiments to 
verify the theoretical predictions. We use the 
aluminium block as a main mass m1= 367g. The first 
and second mode natural frequencies are 6.3Hz and 
14.0Hz, respectively. Figure 2 (a) shows the times 
histories of y and v(0) at /2 = 13.5Hz. A mass 
collides two or three times during a period of y. 
When /2is near the second mode natural 
frequency, the impact oscillations disappear. Figure 
2(b) shows the restriction of the impact oscillaitons. 
The experimental results show qualitatively good  
agreement with the theoretical ones.                                                     Fig. 1. Analytical model                              
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Time histories of y and v(0) in Experiments. (a): /2 = 13.5Hz, (b) /2 = 14.0Hz.  Black and red lines 
indicate y and v(0), respectively.  

3. Concluding Remarks 

In this paper, we propose the simple method to restrict the impact oscillations between a pantograph 
and an overhead rigid conductorl line. The flexural beam is attached at the mass in order to have 
excited states with infinite degrees of freedom. We numerically calculated the discretized equations 
which is obtained by two mode expansions. When the excitation frequency is near the second mode 
natural frequency, the impact oscillations can be strongly restricted. The experiments are conducted to 
verify the theoretical predictions. The observation in experiments show good agreement with the 
theory. 
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Abstract: The silicon carbide (SiC) can be used for its foam production. It is used for infil-

trated composites fabrication. In this paper, a problem of an impact of a steel plate travelling 

with high velocity hitting a silicon carbide sample (SCF) is considered. The presentation con-

cerns the modes of failure and degradation.  

Keywords: SiC, silicon carbide foam, impact, compression, peridynamics 

1. Introductory statement  

The SCF material stands for the skeleton of the infiltrated metal/SCF composites. Therefore, a 

study is undertaken to elaborate numerical modelling of the SCF under impact conditions. 

2. Problem statement 

In peridynamics, the model is dependent on peridynamics states [1]. The deformation of the body 

is shown in Fig. 1(a). The bond definition, the reference state and the deformation state are defined in 

Eq. (1).  The scalar state definition and decomposition into the spherical and deviatoric parts is given 

in Eq. (2). The force state is given in Eq. (2) as well, where k is the bulk modulus, x=|ξ| is the scalar 

state, θ is the dilatation, m is the weighted volume, α=15µ/m depends on the shear modulus µ. 

  a)  b) c) 

Fig. 1. Deformation of the peridynamic body (a), constitutive law (b), SCF sample under consideration. 

                = −ξ Q x ,   ( , ) ( ) ( ),= −Y x ξ y Q y x    ( , ) ( ) ( )= −U x ξ u Q u x                          (1) 

                  ( )e = −Y Y X ,   
i de e e= + , ( )( ) 3 / dt k m x e  = +Y ,                         (2)  

A particular case of the state model is the bond based model shown in Eq. 2 (left). The force in a bond 

is proportional to the constant c=18h/π/h4, where h is the radius of the horizon, namely, the sphere in 

which the integration is done. 
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( , , )f ce t = x ,   ( )5 9cr cie G kh= ,  ( )( , ) 1 , ,d x t x t d d 
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= −     (3) 

The critical stretch is given in Eq. (3) in the middle, Fig. 2(b), where the Gci is the fracture energy 

corresponding with the crack mode I. The damage variable d is equal to 0 for the pristine material and 

0 for the damaged. 

3. Demonstrative example 

 An example of dynamic compression is shown in Fig. 2. The physical image of the SCF is shown 

in Fig. 1(c). The SCF sample of the dimensions  34.7 mm height, 8.9 mm thick and 18.6 wide is 

dynamically compressed by a steel piston with the velocities of 40 m/s and 385 m/s. The time of the 

process is 3.06E-05 s. The material properties of the SiC: Young’s modulus 430.0 GPa, Poisson’s 

ratio 0.37, mass density 3200 kg/m3, fracture toughness 4.1 MPa.m1/2. The base and the piston are 

made of steel with Young’s modulus 210 MPa, Poisson’s ration 0.3 and mass density 7800 kg/m3. 

    a)  b)  c) 

Fig. 2. Scheme of the structure (a), deformed configuration (b), damage-time dependence for 385 m/s and 40 m/s 

piston velocity at points P, Q, R.  

The scheme is shown in Fig. 2(a). The deformed structure under the piston velocity 385 m/s is giv-

en in Fig. 2(b). The structure exhibits fragmentation and self-contact between the branches of the 

pores. In Fig. 2(c), the damage dependence on time at the selected points is presented for the two 

velocities of the piston. The points P, Q and R are placed close to base, in one-third of the height of 

the SCF and close to the piston, respectively. Damage appears earlier and is higher in the case of 

higher piston velocity than in the case of the lower one. 

3. Concluding Remarks  

An outline of the numerical modelling with peridynamics is presented. In the Author’s 

opinion, it is a promising tool to evaluate the behaviour of the considered materials even 

though it requires up-to-date high-performance computers (HPC) to obtain the results in a 

reasonable time. 

Acknowledgment: This work was funded by the National Science Centre (Poland) under project No UMO-

2019/33/B/ST8. The calculations were done using PL-GRID national computational resources at the Interdiscipli-

nary Centre for Mathematical and Computational Modeling, University of Warsaw, Poland. 

References  

[1] SILLING SA, EPTON M, XU J, ASKARI E, : Peridynamics states and constitutive modelling. J. Elasticity 2007, 

88:151-184. 

445



 

 

 

Uncertainty evaluation by the bootstrap for the staircase fatigue limit 

test data 

LUJIE SHI1*, HAO BAI1†, LEILA KHALIJ1 

1. Laboratory of Mechanic of Normandy (LMN), INSA Rouen Normandy, 76000 Rouen, France [0000-0001-
7849-7019] 

* Presenting Author  
† Corresponding Author: hao.bai@insa-rouen.fr 

Abstract: The uncertainty analysis is carried out to evaluate the staircase test for determining 

the fatigue limit of a material. Using the bootstrap method on the staircase data to obtain the 

scatter of mean and standard deviation of the distribution for the fatigue limit. Combined with 

the results of a bending fatigue test, the evaluation process and results of the uncertainty of the 

staircase data under several strain levels are given. The outcomes of uncertainty based on the 

experimental application prove the feasibility of the bootstrap methods for staircase data.  

Keywords: fatigue limit, staircase method, uncertainty, bootstrap, resampling 

1. Introduction  

The fatigue test of metallic materials is a commonly used way to evaluate the mechanical proper-

ties and the reliability of materials. Staircase test method [1] is widely practiced to determine the fa-

tigue limit of material. Though the staircase test provides a precise value of fatigue limit, it is hard to 

measure the uncertainty from test results due to the test benches, sensors and specimens. To investi-

gate this problem, an increasing number of recent researches on post-processing [2] and uncertainty 

evaluation [3] [4] of the staircase method can be observed in literature. In this paper, a new methodolo-

gy is proposed to assess the uncertainty on fatigue limit involved in the staircase test.  

2. Results and Discussion  

By convention, no more than 30 specimens [4] are loaded in real staircase experimental test. Boot-

strap method provides an efficient way to reproduce more samples from small-size dataset. It utilizes 

multiple random draws from experimental test results to make statistical inferences about the primary 

population. To examine the uncertainty in experiment, we propose:   

Step 1: Representing the dataset from staircase method by 
1 2[ , , , ]nX x x x= , and dividing them 

to different part according to different strain (or stress) level j, 
1 2[ , , , ]j j j j

mX x x x= , that is 

1 2 jX X X X= ;  

Step 2: Start sampling with random stress level j form the test data. If the sampled specimen is 

failure, the next sample is selected form specimens in lower stress level j-1; otherwise, the next sam-

ple selected form specimens in upper stress level j+1;   

Step 3: Repeating the step 2 until all collected specimens can accurately represents the true distri-

bution of fatigue limit, which should be more than 50[1] as one group data; each group is still can be 

seen as a virtual staircase test data, donated as 
1 1 1[ , , , ]MX x x x= ;  
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Step 4: Repeating step 2 and step 3, to sample enough groups data, 
1 2[ , , , ]NX X X , to estimate 

the uncertainty;   

Step 5: Fitting the distribution of each group data and obtain mean and standard deviation, and 

then fitting the distribution of all means and standard deviations as uncertainty estimation.   

To validate the proposed method, an experimental fatigue limit test is performed on low carbon 

steel DC01 resulting in a dataset of 36 specimens. A close looped strain-control on electrodynamic 

system is carried out with a maintain of the excitation until 1e6 cycles. The staircase result is post-

processed by the Kernel Density Estimation (KDE) that reveals the mean and standard deviation of 

fatigue limit are 1366.88μm/m and 24.36μm/m, respectively. To apply the bootstrap method, 30 

groups are drawn from the dataset each contains 50 samples. The related mean and standard deviation 

distributions are depicted in Fig. 1. 

     

Fig. 1. Distributions of mean and standard deviation  

From the results in Fig. 1, small interval in the mean value of fatigue limit is observed, while huge 

interval takes place in standard deviation. The staircase test offers a good estimation of median value 

but with higher uncertainty to standard deviation estimation.  

3. Concluding Remarks 

Evaluation on statistical uncertainty in the staircase test for fatigue limit based on bootstrap meth-

ods is presented. To avoid repetition of the staircase tests, a sampling with replacement procedure for 

staircase data is used to quantify the uncertainties of the mean and standard deviation of the fatigue 

limit obtained from one staircase test. The results show that the standard deviation of fatigue limit is 

more dispersive with more than 20%, leading to conclude that it should be conservative to use stair-

case results in fatigue design.   
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Abstract: The necessity of monitoring the state of the structures is increasingly important es-

pecially in the composite structures because of the difficult estimation of the fatigue life. The 

number of non-destructive measurement and monitoring methods grows allowing for in de-

tails observation of the fatigue behaviour of the composite structures. In this study, the effec-

tiveness and accuracy of the infrared thermography have been studied in the fatigue damage 

tests of the composite plate with a hole. The effectiveness of the early damage detection 

method associated with appropriate measured data analysis was analysed. The digital image 

correlation system has been also used to observe the fatigue behaviour of the analysed struc-

ture. Experimental tests have been preceded by the numerical finite element analysis of the 

composite structure to determine the expected damage initiation area. The practical aspects of 

the considered measurement technique were discussed in the context of the permanent struc-

tural health monitoring and utilization in the real SHM systems.  

Keywords: fatigue damage, SHM system, infrared thermography, wave propagation 

1. Introduction  

The difficulties in the accurate prediction of the failure form and service life cause that composite 

structures are often designed with the use of the high value of the safety factors. The growing im-

portance of the non-destructive testing methods and structural health monitoring systems is the con-

sequence of the dynamic technological progress and optimization of the composite production pro-

cesses [1-4]. The improvement of the accuracy of the damage detection is still of interest to research-

ers. However, quite often the accuracy improvement is associated with sophisticated techniques of 

data analysis, algorithms, or advanced procedures that quite often cause effectiveness decrease. In this 

paper, the effectiveness of the non-destructive passive infrared thermography was taken into account 

in the early damage detection under fatigue loading conditions. The fatigue of the GFRP composite 

plate with the hole was carried out with the use of visual non-destructive monitoring systems. The 

digital image correlation system coupled with infrared thermography monitoring allows for accurate 

determination of the fatigue damage evolution of the analysed structure.  
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2. Results and Discussion  

Composite plates with a circular hole in the middle made of GFRP laminates were considered. The 

fatigue tests were carried out with the utilization of the passive infrared thermography system moni-

toring the temperature distribution during the fatigue tests. The digital image correlation system was 

responsible for the visual, online determination of the displacement, and strain distribution. The tem-

perature distribution, maximal temperature value and temperature histogram observed during the test 

were taken into account as straightforward markers of the fatigue damage initiation (Fig. 1). The tem-

perature difference was also calculated to determine the relation between fatigue test parameters and 

the energy release intensity. 

 

Fig. 1. The fatigue test results of the composite plate with hole registered by the infrared thermography and the 
digital image correlation systems. 

The efficiency of the infrared thermography depends on the inspection parameters. In the cases of 

dynamic evolution of the damage, the accurate indication of the damage initiation depends on the 

infrared camera frame rate and sensitivity of the system. Nevertheless, the permanent monitoring of 

the structure by the infrared thermography system allows for detection of the failure form initiation 

before significant reduction of the strength capacity which may lead to catastrophic consequences. 

References  

[1] STAWIARSKI A, BARSKI M, PAJĄK P: Fatigue crack detection and identification by the elastic wave propaga-
tion method Mechanical Systems and Signal Processing 2017, 89:119-130. 

[2] STAWIARSKI A: The non-destructive evaluation of the GFRP composite plate with an elliptical hole under 

fatigue loading conditions Mechanical Systems and Signal Processing 2018, 112:31-43. 

[3] STAWIARSKI A, MUC A: On transducers localization in damage detection by wave propagation method Sen-

sors 2019, 19:1937. 

[4] STAWIARSKI A, MUC A, BARSKI M: Experimental and numerical studies of laminated plates with delamina-

449



 

 

450



--LLIIFF--  

DDYYNNAAMMIICCSS  IINN  LLIIFFEE  SSCCIIEENNCCEESS  
AANNDD  BBIIOOEENNGGIINNEEEERRIINNGG  



  



 

 

 

Interaction of albumin with chondroitin sulphate IV and VI, 

a molecular docking study 

PIOTR BEŁDOWSKI 1A*, PIOTR WEBER2, ADAM GADOMSKI1B,  

KRZYSZTOF DOMINO3A, ROHIT PRASAD3B 

1. Institute of Mathematics and Physics, UTP University of Science and Technology, Bydgoszcz, Poland 
A[0000-0002-7505-6063] B[0000-0002-8201-1736] 

2. Gdańsk University of Technology, Faculty of Applied Physics and Mathematics, Institute of Physics and 

Computer Science, Department of Atomic, Molecular and Optical Physics, Gdańsk, Poland [0000-0002-
9405-5461]  

3. Institute of Theoretical and Applied Informatics, Polish Academy of Sciences, Poland A[0000-0001-7386-

5441]  
* Presenting Author 

 

Abstract: This work presents a study of the mechanism of physical interaction of albumin with chon-

droitin sulfate IV and albumin with chondroitin sulfate VI in a water environment. We use the molec-

ular docking method. That gives information about supramolecular complexes, which statistical tools 

can study. 

Keywords: albumin, chondroitin sulphate IV and chondroitin sulphate VI, molecular docking meth-

od 

1. Introduction 

We study the interaction between albumin and chondroitin sulfate IV and VI in an aqueous en-

vironment. Albumin is the most abundant component of synovial fluid. Interaction with other com-

pounds of synovial fluid determines the appearance of a synergistic effect, the low friction between 

articulating cartilage surfaces [1]. Chondroitin sulfate IV and chondroitin sulfate VI are organic 

chemical compounds from the group of glycosaminoglycans, which are also an essential component 

of cartilage tissue. 
Despite many theories and dynamical models that describe articulating cartilage lubrication 

phenomenon, there is still little information about the nanoscopic function of components of the 

synovial fluid under physiological conditions at the nanometer level [2]. This work is a step towards 

analysis processes between the components of the synovial fluid at the nanoscopic level under physio-

logical conditions and is an extension of our previous study [3]. 

2. Results and Discussion 

We perform a molecular docking procedure, a molecular modeling method that allows us to find the 

location (and conformation) of a ligand at the receptor-binding site. We perform numerical simula-

tions by means of YASARA docking method VINA.  The information from simulations enables the 

evaluation of the free energy of binding (free enthalpy) and the calculation of the chemical affinity. In 

the Fig.1 we present graphical result of the docking of chondroitin sulphate IV (CS-4) to the albumin 

and the docking of chondroitin sulphate VI (CS-6) to the albumin. 
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               a                 b           

Fig. 1. The panel a presents albumin and chondroitin sulphate IV as a results of docking algorithm 

and in the panel b presents a albumin and chondroitin sulphate VI. 

 Affinity [kcal/mol] 

Complex no CS-4 CS-6 

1 4,432 2,643 

2 4,429 2,5885 

3 4,247 2,677 

4 4,0435 2,5897 

5 3,929 2,618 

6 3,916 2,587 

7 3,912 2,5295 

8 3,886 2,571 

9 3,878 2,5194 

10 3,834 2,437 

Fig. 2. Result of molecular docking, of  albumin - CS complexes.  

 

3. Concluding Remarks 

Our results imply that binding chondroitin sulfate 4 has the highest affinity to albumin. As the ratio 

between CS4:CS6 changes with age in synovial fluid, this may result in frictional properties of lubri-

cin. The current consensus among scientists studying the subject is that efficient lubrication results 

from synergy between SF components. 
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1. Introduction 

It is now generally accepted that infections by the SARS-CoV-2 Coronavirus beyond the social 

distance of 2 meters or 6 feet, are primarily caused by aerosol transmission. It has also been shown 

that the virus can live for several hours and the flow of air plays a larger role in transmitting the virus 

than social distancing of 2 meters.  

The details of how the virus-laden aerosols are carried around by airflow are complicated. This 

is because the airflow is very turbulent and thus hard to simulate. This makes the application of 

computational fluid dynamics (CFD) hard, since in order to compute the concentration of the 

aerosols, one must perform many simulations and take their average, a labour intensive and time-

consuming process. 

There is another mathematical theory, which can be applied more easily to compute the 

distribution of the virus-laden aerosols in turbulent airflow. This is the so-called Lagrangian theory of 

passive scalars [1],[2].  

This theory explains how particles that are too small and light to disturb the flow are distributed 

in the fluid. It was developed by theoretical physicists 50 year ago and has been used successfully to 

compute the distributions of many different types of particles that are carried around by the air-flow, 

without disturbing the airflow itself [3].  

2. Results and Discussion  

We employ the theory of passive scalars in Lagrangian flow to compute the infection rate for 

infectious diseases. The theory of passive scalars allows one to do two things. First, given how many 

aerosols a person is emitting during a time period, we can compute the aerosol concentration in the 

cloud of air that is emanating from them. This is the air mixed with their exhaled air, by the ambient 

airflow. The concentration will vary depending on whether the person is at rest, doing heavy exercise 

or singing. Secondly, if the ventilation is deficient in the space where the person is located, we can 

compute what part of that space gets contaminated, and the concentration of the aerosol in that part of 

the space. This frequently depends on the airflow, and in many spaces the air in not well-mixed in the 

whole space.  

If the ventilation is better, however, the air in the whole space is well mixed and then it is easier 

to compute the concentration of aerosols. We provide and explain a program that does this. This 

program has been used configure safe work-spaces at the University of California, Santa Barbara. We 
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will explain how that is done using two study rooms for the students in the UC Santa Barbara Library 

as an example. The program computes how many students can safely work in these spaces, given 

their volume and ventilation, and how long a time they can safely spend in them.  

We give an example [4] below, by using the program to plot the number of people that can 

safely be inside a restaurant versus the ventilation in the restaurant, measured in air exchanges per 

hour (ACH), in the restaurant. ACH measures how often the air in the restaurant is completely 

replaced by fresh or filtered air in one hour. We need to know the size (volume) of the restaurant and 

the how large a percentage of the population has been vaccinated. Let us assume that the restaurant 

has the volume 125 cubic meters (or roughly 4,400 cubic feet). This is restaurant, with the height of 

the ceiling 2.5 meters, could contain 50 guests under normal conditions.  

 

 
 

Fig. 1. The figure shows the number of customers that can safely be in a restaurant, that can have 50 customers 

under normal conditions. The number of customers is on the vertical axis and the ventilation, measured in ACH, 

on the horizontal axis. The blue line shows the number of customers when 70% of the population has been 

vaccinated, the red line when 50% of the population has been vaccinated. Safe means that the probability of 

infecting 2 customers in two hours is 10% or less. The probability of one person being infected is high, if that 

person is sitting next to or directly across the infected person in the exhaled aerosol cloud. But the probability that 
two or more people are infected can be effectively controlled by the ventilation. 
 

3. Concluding Remarks  

The spread of the aerosols carrying the SARS-CoV-2 Coronavirus can be effectively controlled by 

ventilation. The probability of infection is minimized, using the Lagrangian theory of passive scalars. 
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Abstract: For biological systems with memory of states there were found conditions which regu-

late tumor cell behaviour. These conditions depend on parameters of the multi-parametric space. 

Based on the Masing–Bouc-Wen’s framework, the state memory in the biological system was sim-

ulated by means of supplemental state variables (internal variables). The additional state variables 

were introduced into the generalized non-linear multi-scale diffusion cancer invasion model and the 

chaotic cancer attractors were found. To quantify chaotic cancer attractors, the technique based on 

the wandering trajectories analysis was applied.  

Keywords: biological system with memory of states, tumor growth, carcinogenesis, chaotic attractors, 

response delay 

1. Introduction 

This work is the continuation of the studies presented in our earlier publications [1, 2] in which the 

conditions controlling cancer invasion were defined depending on parameters of the multi-parametric 

space as well as the influence of the initial state of a biological system on carcinogenesis.  
The biological systems with memory of states do not react instantly to external perturbations. Such 

systems have a response delay. In this study, the memory of states was simulated by means of addi-

tional state variables (internal variables) using Masing–Bouc-Wen’s framework [3–4]. Applications 

to different types of hysteresis loops confirmed that models with internal variables are appropriate to 

simulate hysteresis from very different fields.  

2. Mathematical Model and Simulation Results 

In the model studied in this work, the tumor development is governed by the inhomogeneous dissipa-

tive set of differential equations:  
 0,n=        (1) 

   f ff = αη m f +h z ,  (2) 

     
n

f
f f f f f fz = A γ + β sgn f sgn z z f,

 


  
 (3) 

   m mm= βκn+ f γ c m+h z ,   (4) 

      n
m

m m m m m mz = A γ + β sgn m sgn z z m, 
  

 (5) 

 c cc= νfm ωn δ c+h z ,   (6) 
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      n
c

c c c c c cz = A γ + β sgn c sgn z z c. 
  

 (7) 

 
(a)                                                          (b)                                                          (c) 

Fig. 1. Conditions leading to cancer invasion in the biological systems with memory of states (1)-(7) in control 

parameter plane (βκn, αη)–'tumor cell volume vs glucose level': (a) hf=hm=hc =0; (b) hf=0.5, hm=0.4, hc =0.3;  
(c) hf=hm=hc =0.9 

 
(a)                                                          (b)                                                          (c) 

Fig. 2. Responses delay of the biological systems with memory of states (1)-(7) with hf=0.5, hm=0.4, hc =0.3: 

(a), (b) hysteretic loops at βκn=3.0, αη=1.75 (a chemical clock); (c) a chaotic attractor in MM, MDE and oxygen 

concentrations phase space projected to phase plane (c, f) at βκn=3.0, αη=4.0    

The meaning of variables is as follows: n – tumor cell density; f – matrix–metalloproteinases 

(MM) concentration; m – matrix-degradative enzymes (MDE) concentration; c – oxygen concentra-

tion; zf, zm, zc  present the hysteretic part of the system considered. On the other hand, the fitting pa-

rameters are defined as follows: α  – tumor cell volume; β – glucose level; γ – number of tumor cells; 

δ – diffusion saturation level; η and κ are coefficients describing a growth and decay of MM and 

MDE concentration, respectively; υ , ω, φ govern growth and decay of the oxygen concentration. The 

parameters (Af, βf, nf), (Am, βm, nm), (Ac, βc, nc)  R+ and γf , γm , γc   R govern the shape of the hyste-

resis loops. The parameters hf, hm, hc  characterise a hysteresis contribution to the system considered.  

3. Concluding Remarks 

Analysis of the results obtained demonstrates a significant influence of the state memory on the evo-

lution of conditions leading to cancer invasion in biological systems depending on components of the 

multi-parametric space ‘number of tumor cells – tumor cell volume – glucose level – diffusion satura-

tion level’.  
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Abstract: The paper is devoted to development and application of an effective universal 

complex chaos-geometric approach to studyinh of a deterministic chaos, the strange attractors 

in dynamics of the environmental radioactivity systems. In particular, the atmospheric radon 
222Rn concentration temporal dynamics is studied and computed.  The analysis methods 

include advanced versions of the correlation integral, fractal analysis, algorithms of average 

mutual information, false nearest neighbors, Lyapunov exponents, surrogate data, predicted 

trajectories algorithms, spectral methods etc. to solve problems of modeling the atmospheric 
222Rn time series. The topological and dynamical invariants for the 222Rn concentration time 

series for some regions of the USA are computed and analysed.  

Keywords: deterministic chaos, attractors, dynamics of geosystems, radon time series 

1. Introduction. Universal Chaos-Geometric Approach to Dynamics of Geosystems 

A study of the phenomenon of stochasticity or chaos in different dynamical systems is provided by a 

great importance for a whole number of applications, including a necessity of understanding chaotic 

features in different geophysical (hydrometeorological, environmental etc) systems. New field of 

investigations of the similar systems has been provided by a great progress in a development of a 

chaos and dynamical systems theory methods [1-5]. In our previous papers [2,4,5] we have given a 

review of new methods and algorithms to analysis of different systems of environmental and Earth 

sciences. In this paper the fundamentals of an universal complex chaos-geometric approach to Des of 

the deterministic chaos,  strange attractors in dynamics of the environmental radioactivity systems are 

presented. In particular, the atmospheric radon 222Rn concentration temporal dynamics for some US 

regions is studied and computed. As many blocks of the used approach have been developed earlier 

and need only to be reformulated regarding the problem studied in this paper, here we are limited only 

by the key moments following to Refs. [2,4,5]. In our problem the approach inludes a realization of 

the following blocks: I. Analytical and numerical study of of convective transport in a general circula-

tion model; II. Analysis and processing of a number of basic dynamic characteristics of the system, 

including application of general criteria for the existence of chaos in dynamics (e.g. the known 

Gottwald- Melbourne test, use of Fourier expansions, spectral methods);  III. Reconstruction and 

determination of the phase space of the system (choice of time lag using the methods of autocorrela-

tion function, average mutual information, application of the methods of correlation integral and 

nearest neighboring points, fractal geometry); IV. Chaos-cybernetic study of chaos in dynamics and 

construction of the prediction models: a) determination of chaos parameters, incl. topological, dynam-

ic invariants (such as the Lyapunov’s exponents, Kolmogorov entropy etc; b) forecasting temporal 

evolution of chaotic systems using novel prediction models [2] 
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2. Results and Discussion 

The time series of the atmospheric Rn concentrations extending for a least one year are available 

from five sites in the Unites States (Environmental Measurement. Lab., USA Dept. of Energy). The 

record of the radon concentrations at the Chester cite is by far the most extensive. Measurements had 

been made round-the-clock 10 m above ground in a open field and data from July 1977 to November 

1983 are available as continuous time series of 0.5-3 hour average concentrations (Harlee, 1978,1979; 

Fisenne, 1980-1985) (see details in [5,6]). Table 1 shows the results of computing a set of the dynam-

ical and topological invariants, namely:  correlation dimension (d2), embedding dimension (dE), first 

two Lyapunov’s exponents, (1,2),  Kaplan-Yorke dimension (dL), and the Kolmogorov entropy, 

average limit of predictability (Prmax, hours) for the studied  222Rn time series. 

Table 1. The correlation dimension (d2), embedding dimension (dE), first two Lyapunov’s exponents, (1,2),  

Kaplan-Yorke dimension (dL), and the Kolmogorov entropy, average limit of predictability (Prmax, hours) for the 

1978 222Rn time series at the Chester site 

 

d 2 d E 1 2 Кent d L Pr maх 

6,03 7 0,0194 0,0086 0,028 5,88 35 

 

Analysis of the data shows that the Kaplan-Yorke dimensions (which are also the attractor dimen-

sions) are smaller than the dimensions obtained by the algorithm of false nearest neighbours. It is very 

important to pay the attention on the presence of the two (from six) positive (chaos exists!) Lyapun-

ov’s exponents i. One could conclude that the system broadens in the line of two axes and converges 

along four axes that in the six-dimensional space. Other values of the Lyapunov’s exponents iare 

negative.   

3. Concluding Remarks 

An universal chaos-geometric approach is appled to analysis, modelling and prediction of the 

atmospheric radon 222Rn concentration time series with using the data of surface observations of the 

Environmental Measurements Laboratory (USA Dept. of Energy) for some sites in the United States 

(Chester site). The topological and dynamical invariants for the 222Rn concentration time series are 

computed and analysed 
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Abstract: In the present study, we proposed and investigated a relatively simple and inexpen-

sive construction of a lower limb exoskeleton driven by linear electric actuators and con-

trolled by an Arduino microcontroller board. Moreover, to study crucial kinematic and dy-

namic parameters of the proposed device, we developed a general, three-dimensional simula-

tion model of the exoskeleton in Mathematica software. To control individual joints of the in-

vestigated exoskeleton, we employed time histories of human joint angles in normal gait, rec-

orded with the use of a motion capture system. As a result, we developed a novel human gait 

generator, which can be used to produce rhythmic movements in hip, knee and ankle joints of 

both limbs. Finally, the developed control approach was verified with the use of the con-

structed prototype of the exoskeleton. 

Keywords: human lower limbs, exoskeleton, human movement 

1. Introduction  

Locomotor dysfunctions are common especially in highly developed societies, and the number of 

people suffering from such a kind of impairment is expected to grow in the future [1]. Although 

conventional physiotherapy helps restore mobility, it is labour-intensive and leads to occupational 

conditions among therapists. To overcome these drawbacks, lower limb rehabilitation can be per-

formed with the aid of robots such as lower limb exoskeletons (LLEs). Information about develop-

ments and challenges in the field of LLEs can be found in review paper [2].  

2. Results 

We proposed and investigated a simple and economical lower limb exoskeleton aimed at rehabili-

tation. The device is driven by linear electric actuators. To realize the control algorithm, a popular 

Arduino microcontroller board is employed. Joints of the exoskeleton are driven according to time 

histories of human joint angles during normal gait recorded with a motion capture system [3,4]. 

A CAD model of the proposed LLE, created in Inventor Professional 2019, is presented in Fig. 1. 

Mechanical design consists of the main static pelvic frame, back part providing support for the upper 

body, and two limbs, each equipped with three linear actuators. A limb consists of three main seg-

ments actuated by active hip, knee and ankle joints. By changing the lengths of particular segments, it 

is possible to adapt the construction to people of different heights. Each active joint consists of a 

linear actuator with DC motor, gear ratio and screw-nut system. 
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To study the proposed LLE, we developed a 3D simulation model of the exoskeleton (see Fig. 1). 

The simulation model is fully parametric, therefore arbitrary values of all parameters determining the 

kinematic model of the exoskeleton can be applied to numerical study. As a result, the implemented 

simulation model can be used to visualize the mechanical design and verify the correctness of simu-

lated results, namely the spatial positions of its elements. In a further study, it can help understand key 

parameters of virtual experiments of the prototype made of aluminium profiles. 

 

  

Fig. 1. CAD model of the designed LLE driven by linear actuators with DC motors, gear ratios, screw-nut systems 

and potentiometers (on the left), and a general, 3D full parametric simulation model of the LLE (on the right) 

3. Discussion and conclusions 

Both in the proposed design and the developed simulation model, we considered the biocompati-

bility aspects of the simulated device. As a result, in a further study, the developed simulation model 

can be successfully employed for more advanced and more accurate virtual studies of a walking 

process and determination of the most important kinematic and dynamic gait parameters. To verify 

the proposed control technique, a prototype of the LLE was constructed. The carried out experimental 

investigations gave promising results regarding control of the device in practical applications. To 

conclude, we showed that it is possible to develop relatively inexpensive and efficient LLE with a 

simple control system. The obtained results may contribute to a better access to LLE-assisted rehabili-

tation in the future and reduce the workload of physiotherapists eventually. 
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Abstract: We analyzed forced oscillations of a complex cantilever. The non-linearity of the 

system is introduced by a spring with nonlinear properties that oscillates in a vertical plane. 

The description and approximations of the system are given. The system oscillates in two or-

thogonal planes - horizontal and vertical with four degrees of freedom in each plane. In the 

horizontal plane, the system oscillates with eigen frequencies of free linear oscillations; in the 

vertical plane with forced nonlinear oscillations. For describing oscillatory behavior of this 

complex system under an external single-frequency force, influence coefficients of deflection 

of cantilever were used. Oscillatory behavior of this complex system in vertical plane can be 

described by subsystems of nonlinear differential equations that are solved using a newly in-

troduced, generalized method of variation of constants and the method of averaging, as well 

as the Krilov-Bogolyubov-Mitropolyski asymptotic method of nonlinear mechanics of ap-

proximation. The presented generalized methods of constants variation, together with the av-

eraging method, opens the possibility of studying the forced nonlinear oscillations, under the 

influence of external forces with different frequencies, each in the corresponding resonant 

range frequency interval. 

Keywords: nonlinear dynamics, complex cantilever, influence coefficients of deflection, averaging 

method, method of constant variations 

1. Introduction  

Complex vertical oscillations [1] and non-linear equations of motion of L-shaped beam structures [2] 

were studied by other authors. We modified the previously proposed elastic cantilever model with 

symmetric attached rigid rods with mass particles [3] introducing nonlinearity in the form of a spring 

with nonlinear properties that oscillates in the vertical plane. Fig.1.  

 

2. Model and methods  

The influence coefficients of cantilever deflection are determined and introduced in nonlinear differ-

ential equations for describing forced oscillations of a discrete complex system in the vertical plane.  

The system of 4 nonlinear differential equations described forced nonlinear oscillations in the vertical 

plane. The equation describing the oscillations in the vertical plane in dynamical configuration 1 is: 
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Fig. 1. Oscillations of a complex oscillatory model in the vertical plane. 

 

The system of nonlinear differential equations is solved using a newly introduced, generalized method 

of variation of constants and the Krilov-Bogolyubov-Mitropolyski asymptotic method of nonlinear 

mechanics. The Krilov-Bogolyubov-Mitropolyski method was used for non-stationary regime when 

the frequency of the external force is in the resonant frequency range of one of the eigen frequencies 

of free oscillations of the linearized system. In this case, frequency changes with the different speed. 

In the method of variation of constants, the assumption is that the frequency of the external force in 

nonlinear system, is approximately equal to one of own eigen circular frequency [4]. 

3. Results and Discussion  

In the case where Krilov-Bogolyubov-Mitropolyski method was used, frequency changes with the 

different speed. By obtained system of nonlinear differential equations along four phases and four 

amplitudes in the first asymptotic approximation, it is possible to obtain numerical/graphical solutions 

for amplitude-frequency curves of small forced nonlinear oscillations. 

3. Concluding Remarks  

The paper contains a generalization of the method of variation constants in combination with averag-

ing method for obtaining a system of ordinary nonlinear differential equations of first order along 

corresponding number of amplitudes and phases in first approximations describing non-linear modes 

of the complex discrete system. This system is simpler than a system of governing differential equa-

tions along amplitudes and phases of generalized coordinates, and permits qualitative analysis of the 

non linear phenomena in the systems with nonlinear dynamics, specificly stability and instability of 

the amplitudes and phases of nonlinear modes in the first approximation. 
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Abstract: In this paper, we study the time evolution of a simple NPZ system, with periodic physical forc-

ing. We address the effect of this forcing on the limit cycle of the ecosystem dynamics. 

Keywords: ecosystem modeling, NPZ, periodic forcing  

1. Introduction  

Ecosystem dynamics have often been studied in applied mathematics, with several formulations 

starting from the simple Lotka-Volterra predator-prey system, up to complex oceanic biogeochemical 

systems. Most studies determined the time evolution of the individual elements of the ecosystem, 

determined the existence of steady states or of limit cycles and their stability. Fewer papers were 

concerned by the interaction of the physical evolution of the environment with the ecosystem internal 

dynamics [1,2]. Our study is concerned with a NPZ (nutrient-phytoplankton-zooplankton) ecosystem 

controlled by a nutrient flux, which can be varied according to the physical inflow into the system. 

Our aim is first to study the stability of the ecosystem, the fixed points, their stability and the limit 

cycles without physical influence. Then we introduce a small-amplitude, periodic modulation of the 

nutrients on a period equal to that of the limit cycle or half this value to trigger harmonic or subhar-

monic resonance.  The equations for the system are 

      0/ ,dN dt = D t N t N f N           (1) 

   1/dP dt = αf N P D P g P Z            (2) 

  2/ .dZ dt = βg P Z D Z            (3) 

The model is composed of three ordinary differential equations which represent the evolution the 

concentration of respectively nutrient available in the system, Phytoplankton  and Zooplankton ac-

cording to time. The model used for our study also neglects the remineralization of phytoplankton and 

zooplankton into dissolved organic matter via decomposition. The parameters of the model  and the 

initial conditions of all variables are positive. To simplify the model further, the function f(N) is 

continuous and follows a Michaelis-Menten form  

     / /maxf N = μ N K+N =bN a+N         (4) 

     / 1 / .g P = cP +dP = c'P d' +P          (5) 

The parameters and structure of the equations are similar to those of [3,4,5,6]. The equations were 

solved numerically with a 4th order Runge-Kutta scheme. 
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2. Results and Discussion 

For fixed D and N0, steady states with only N or only N and P have been calculated; their stability 

has been found; this is obtained by solving a second degree equation which yields the region for 

instability in parameter space. When N, P and Z are all present, a limit cycle can be obtained when 

taking large values of N0. From this limit cycle, we can compute the period of oscillation and force 

either D on the half period to obtain sub-harmonic resonance or N0 on the full biological period to 

obtain harmonic resonance. 

 

 

 

 

 

 

 

Fig. 1. (left) time oscillation of N,P Z in the limit cycle; (right) phase portrait of N,P Z in the limit cycle 

3. Concluding Remarks  

The time variability of the physical inflow of nutrients is essential to ecosystems in particular in the 

case of resonance between the physical and biological timescales. 
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Abstract: Detailed numerical data on covid-19 epidemic have been collected since February 

2020, and now >200 countries and regions are presented in online databases. A brief review 

of the data analyses and mathematical modelling for different countries is given. The time se-

ries on three ‘waves’ of pandemic in 16 provinces of Poland are analyzed. Statistical regulari-

ties, self- and cross-correlations, common and different features in the regions are revealed. 

Spectral analysis of oscillating components and phase curves demonstrated non-linear quasi-

regular and chaotic dynamics. Based on the comparative analyses of the 7-day averaged 

curves, the non-linear SEIDQRV model with time delay was estimated as the most proper 

mathematical model. Material parameters of the model for each ‘wave’ and region have been 

used for stability analysis and controllability of the pandemic. The -factor (reproduction 

number) for each region/wave have been obtained as the stability criterion for the systems of 

equations of the SIR, SIRS, SEIR, SEIRS, SEIDQR models with and without time delay. 

Sensitivity of the models to different control functions (social restrictions, lockdown 

measures, availability/quality of medical treatment, vaccination level) revealed different sets 

of the most influencing parameters in different provinces and waves. The results are com-

pared for similar data for Poland and other European countries. It is shown; the nonlinear dy-

namics and best control strategies differ at the level of the country and its regions that needs 

more complex local governmental measures against further development of epidemic.    

Keywords: covid-19 pandemic, data analyses, nonlinear dynamics, mathematical modelling, stability 

and control 

1. Introduction 

Rapid development of the covid-19 pandemic produced Big Data with high volume, velocity and 

variety that in combination with geographic, climatic, meteorological, social, economic data1 give a 

rich source for statistical analysis and mathematical modelling [1-3]. It is a unique field of research 

with >60,000 papers published and indexed in ScienceDirect, ~138,000 – in  PubMedCentral, 

>3800000 – in Google Scholar on different aspects of the pandemic development and outcomes. In 

this study the very first results on the detailed data analysis for Poland, its 16 provinces and neighbour 

European countries is presented. The most popular mathematical models of covid-19 pandemic are 

analyzed based on the data for each province and each of the three ‘waves’ of the epidemic.  

2. Results and Discussion 

The online databases are continuously updated by the data on new/cumulative cases, deaths, re-

coveries, vaccinations, and other information related to the epidemic over the world1. The diagrams 

                                                           
1 https://ourworldindata.org/ , https://www.worldometers.info/ 
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on new daily cases Nnd(t) in Poland confirms  the current decay of the 3-rd ‘wave’ (Fig.1a) while 

similar distributions for 3 selected provinces reveal different dynamics and time delay (Fig.1b). Dy-

namics of the 3 ‘waves’ in the provinces distinct (Fig.1b) and demonstrate significant differences and 

time delay with averaged data on the country (Fig.1a). Similar conclusions can be derived by compar-

ison to the data treatment for USA, Canada, Australia, different European and Asian countries [3].  
 

  

a b 

Fig. 1. New daily and cumulative cases in Poland (a), cumulative cases in 7 provinces (b) 

The most popular SEIDQR mathematical model is based on the ODEs for the numbers of suscep-

tible (S), exposed (E), infected (I), diagnosed (D), quarantined (Q), and Recovered (R) individuals. In 

this study a generalization of the model for vaccinated (V) people is proposed in the form 

 
1 1 1 2 2 2

( ) ( ) ( ) ( ) ( ) ... ( ) ( ),
j j j j j jn j n n

d
X t f X X t f X X t f X X t

dt
 (1) 

where { , , , , , , }
j
X S E I D Q RV , ( )

jn j
f X  are known non-linear functions [1-3]. 

Simplified SIR, SIRS, SEIR, SEIRS models can be obtained from (1) by elimination of some vari-

ables and simplification the functions ( )
jn j
f X . The steady state solution 

0 0 0 0 0 0 0{ , , , , , , }S E I D Q R V  for each of the models can be computed from (1) at  / dt 0
j

dX . 

Then stability of the dynamical system (1) can be estimated as the conditions Re( ) 0  for the 

solutions 
0 *( ) t

j j j
X t X X e .  The Lyapunov exponent Re( ) is considered as an informative 

parameter (reproduction number) for the dynamical instability of the epidemic. This critical value 

is important for the stability, control and prognosis local and global dynamics of the pandemic.    

3. Concluding Remarks 

Statistical analysis of the covid-19 Big Data for Poland, its provinces and other countries revealed 

non-linear quasi-regular and chaotic dynamics. The reliable estimations of the pandemic development 

and measures for its decay can be obtained from the proposed generalized model with time delay.    
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Abstract: Performing everyday activities can be a challenge for amputees. The usage of in-

appropriate prosthetic devices may cause patients to be unable to provide the foot stable 

ground contact. This can result in a loss of stability. Due to this fact, dampers are added to the 

prosthetic appliances to assist amputees' walking locomotion. They have a significant impact 

on the transfer of vertical ground reaction force to the lower limb joints. To increase the effec-

tiveness of the dampers, the use of auxetic materials in their construction has been proposed. 

These materials, with a negative value of Poisson’s ratio, could be characterized by some en-

hanced mechanical properties like higher vibration or energy absorption. In this study, differ-

ent auxetic cells were compared in terms of damping properties. The aim of this research was 

to proposed new application of auxetic materials in lower limb prosthetics. First,  the geome-

try of the damper was proposed. The auxetic damper model was numerically tested for vari-

ous gaits phases. The parametric study was conducted to determine optimal shape and geo-

metrical characteristics of the auxetic structure for this purpose. 

Keywords: auxetics, dampers, prosthesis, negative Poisson’s ratio 

 
1. Introduction  

The phenomenon of damping is an important aspect to consider during designing lower limb pros-

theses. The application of inappropriate prosthetic devices may cause patients to be unable to provide 

the foot stable ground contact which can result in a loss of stability [1]. In prostheses, which structure 

does not have adequate damping properties, additional dampers should be included [2]. 

Materials, which possess a negative Poisson’s ratio are called auxetic metamaterials [3]. This 

property results in unintuitive behavior — when auxetics are stretched in one direction, their struc-

tures undergo expansion in the transverse direction. During compression, the auxetic materials con-

tract [3,4]. These materials are characterized by unique properties such as high energy absorption or 

indentation resistance [4]. In the study described in [5], the energy absorption capacities of auxetic re-

entrant cells and non-auxetic honeycomb structures were compared. The re-entrant structure provides 

more advantageous damping properties. The study [6] demonstrates that auxetics structures could 

provide low relative density and outstanding damping properties synergistically. In this study, the 

unique properties of auxetic structures were used in dedicated dampers for lower limb prostheses. 

 

2. Models and methods 

In the study, a damper model was created using auxetic structures. The construction was numeri-

cally tested for different gait phases. Auxetic structures, made from materials with positive Poisson’s 

ratio,  achieve unique properties like negative Poisson’s ratio via cell geometry. Two auxetic struc-
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tures were investigated in the study (Fig. 1). The influence of individual geometrical features of the 

structures on the obtained damping properties was also investigated. 

 

 

Fig. 1. Geometrical parameters of auxetic structures a) re-entrant unit cell, b) anti-tetra chiral unit cell 
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Abstract: The biometric identification method is proposed based on the Volterra model and 

eye tracking data in dynamics. The instrumental computational and software tools for con-

structing a nonparametric nonlinear dynamic model (Volterra model) of the human oculo-

motor system (OMS) were developed on the basis of data from experimental "input-output" 

studies using innovative eye tracking technology. The obtained multidimensional transient 

functions are used to build a biometric identification system for individuals.  

Keywords: oculo-motor system, eye tracking, identification, nonlinear dynamic model, Volterra 

series 

1. Introduction 

Since the importance of nonlinearities in understanding the complex mechanisms of physiological 

functions becomes more relevant, the demand for effective and practical modelling methodologies 

that address the problem of nonlinear dynamics in the life sciences becomes more and more urgent 

[1], [2]. As a basic model for the study, a universal nonlinear dynamic model based on the Volterra 

integro-power series, which represents the input-output relationship of the studied physiological 

system, was chosen [3]. The goal is to develop computational methods and software tools for con-

structing a nonparametric dynamical model of the human OMS, taking into account its inertial and 

nonlinear properties, based on data from experimental input-output studies using test visual stimulus 

and innovative eye tracking technology; implementation of the obtained information models into the 

diagnostics practice of states’ cognitive processes. 

2. Results and Discussion 

The study uses the identification approximation method based on the selection of the n-th partial 

component in the OMS response by constructing linear combinations of responses to test signals with 

different amplitudes [4].  

Let the test signals a1x[m], a2x[m],…,aNx[m] (N is approximation model order, a1, a2,…,aN  are 

different real numbers satisfying the term |aj|1 for j=1,2,...,N; x[m] is an arbitrary function)  are 

successively given to the system input. Then the linear combination of the OMS responses with the 

coefficients cj stands at the n-th partial component ][ˆ myn
 of the OMS response to the input signal x[m]. 

In this case, a methodical error arises when choosing of the n-th partial component due to the partial 

components of the OMS response of higher orders n>N: 
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  – OMS response to a test signal with an amplitude aj; θ[m] is a unit function 

(Heaviside step function); ],...,[ mmhn
 is a diagonal section of the discrete transition function of the n-

th order 





m

kk

nnn

n

kmkmwmmh
0,...,

1

1

],...,[],...,[

                                                 (2) 

in these parts wn[k1,…,kn] is a Volterra kernels of the n-th order; m is a discrete time variable. 

To identify the OMS in the form of multidimensional transient functions according to eye tracking 

data, program Signal Manager was created to generate test visual stimuli on the computer monitor 

screen [5]. In the studies of each respondent, three experiments were sequentially carried out for the 

three amplitudes a1, a2, a3 (N=3) of the test signals in the horizontal direction. Experimental studies of 

OMS were conducted using high-tech equipment – eye tracker TOBII PRO TX300 (300 Hz) [6]. 

The variability (deviation) of the transient functions average values of different orders n 

(n=1,2,…,N) of OMS models for N=1,2,3 of two individuals – the respondent #1 ][ˆ )(

1 mh N

n
and the 

respondent #2 ][ˆ )(

2 mh N

n
is quantified using indicators: σnN is maximum deviation, εnN is standard 

deviation. Indicators of transient functions deviations of different orders of n models of respondents #1 

and #2 ОMS for N = 1, 2, 3 are given in Table 1. 

Table 1. The multidimensional transient functions deviation indicators 

N ε1 σ1 ε2 σ2 ε3 σ3 

1 0.025 0.056 - - - - 
2 0.066 0.118 0.489 0.264 - - 

3 0.158 0.22 0.83 0.808 1.182 0.66 

3. Concluding Remarks 

Experimental studies of OMS were carried out for two individuals. Based on the data obtained using 

the eye tracker, the transition functions of the first, second and third orders of the OMS were 

determined. There is a significant difference between the diagonal sections of the two individuals’ 

second and third order transition functions. Thus, they can be used to form a space of informative 

features and build statistical classifiers of the personality using machine learning. 
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Abstract: The deformation process of the side part of the vehicle body in the culminating phase of the 

front-to-side vehicles' collision is considered. This is the basis for modeling the risk development process 

for occupants during a road accident. The danger and injuries to the occupants arise as a result of short-
term dynamic loads in the culminating phase of vehicles deformation process. As a measure of these haz-

ards, biodynamic indicators calculated from the course of acceleration and the forces acting on the occupant 

were adopted. During the collision, the occupant is being hit by the deforming structure of the vehicle body 
frequently . This phenomena significantly increases the risk of injury as a consequence of a road accident. 

The aim of the work is to analyse the influence of the impact energy on the occupants load in the struck 

vehicle during front-to-side collision. The results of inertial interactions and the vehicle body structure 
deformation forces were considered. The realization of the aim of the work was based on numerical research 

with usage of the developed front-to-side vehicles' collision model. The partial model of the interaction of 

the dummy with the vehicle body structure was taken into account. The performed numerical research 
allowed for the analysis of the relationship between the energy of a vehicle lateral impact and the dynamic 

loads to which the occupant is subjected. 

Keywords: vehicles’ collision, vehicle body deformation model, occupants injuries and safety 

1. Introduction 

The issue of the front-to-side vehicles' collision is being considered. In the culminating phase of the 

collision, hazards and injuries to the occupants arise as a result of short-term dynamic loads. The ana-

lysis of the emergence of these dynamic loads and their effects requires prior knowledge of many other 

processes, including the kinematics of vehicles in the collision phase and the velocity of the vehicle 

bodies deformation in the collision contact area. The authors of the study undertook considerations in 

this respect, f.e. in [1] and [2]. Particular attention was paid to model validation. Based on numerical 

studies, the kinematics of the side part of the vehicle body deformation process in the front-to-side 

vehciles' collision was determined. Dynamic deformation of the lateral part of the vehicle body is the 

main component of the hazard occuring process. A frequent phenomenon accompanying this deforma-

tion is the impact of the occupant by the deforming structure of vehicle body (Fig. 1).  
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The aim of the study is to analyze the influence of the lateral vehicle impact energy on the occupant's 

load. This influence is assessed, among others, by on the basis of biomechanical indicators, which are 

the basis for an inference about the risk of human injury as a result of a road accident. 

 

    
Fig. 1. Occupant's impact by side structure of the vehicle body deforming during the front-to-side cars crash test; 

frames every 0.02 s from the beginning of the collision contact [3] 

2. Research methods and results 

The numerical research were carried out with the usage of the developed model of the front-to-side 

vehicles' collision. The model was presented in [1] and in [2]. The interaction of the dummy with the 

deforming structure of vehicle body was included. The model of dynamic interaction between dummy 

and the vehicle is shown in Figure 2. 

 

 

Fig. 2. Model of the interaction between the vehicle 

and the dummy 

 

Fig. 3. Research results as velocity courses: the ve-

hicle body deformation in the occupant's seat area 
vdef, the dummy vdum and the dummy's impact in the 

deforming structure of the vehicle body vres  
 

Figure 3 shows an example of the numerical research results as the course of the vehicle body de-

formation velocity and the velocity of the dummy's movement towards the deforming structure of the 

vehicle body. This reveals the resultant velocity at which the dummy strikes by the vehicle body. In the 

event of the vehicle lateral impact with a velocity of approx. 13 m/s, the dummy collides with the 

deforming  vehicle body structure with a velocity of approx. 6 m/s. On this basis, the occupant impact 

energy in relation to the initial velocity of the front-to-side vehicles' collision was concluded and the 

occupant risk of injury was predicted. 
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Abstract: 

We propose a method to analyze small data coming out of the pandemic, particularly at region level. 

Standard data-driven approaches may be insufficient to predict the immediate future on small data. Here 
we propose a reliable numerical method based on polynomial projection and extrapolation that can esti-

mate the true number of cases everyday based on the past data for very small times series datasets. The 
proposed method relies on smoothening out small-scale variations using moving averages, followed by 

cubic spline interpolation to move from discrete to continuous representation of the data followed by pol-

ynomial projection and extrapolation for prediction. The key to this numerical extrapolation relies on 
chunking the time series into train, benchmark and predict slices wherein different polynomial orders are 

allowed to train, the best fit is picked during benchmark. This method operates on fewer than 100 data 

points to train, fit and predict the immediate future with a dynamic moving window method that boosts 
the robustness of the prediction. This method is in principle, applicable for learning on any other (small) 

time series data. 

Keywords: Polynomial Projection, Vandermonde Matrix, Chebyshev Nodes, Time Series Ex-

trapolation, Small Data 

1. Introduction 

The ongoing Coronavirus (SARS-Cov-2) pandemic is now a global crisis that has already caused 

more than 3.3 million deaths worldwide (as of 20th May 2021), with health implications to tens of 

millions of people and economic fallout around the world. There has been a spike in research related 

to the virus and in particular, in the areas of modeling epidemic spreading and prevention. Apart from 

the well-established epidemic models, deep learning based methods and graph based machine learn-

ing methods have been commonly used to develop heuristics to stop epidemic or to identify patient 

zero [4][5][6][7]. However, much of the data coming out of the pandemic including daily new cases 

or deaths, particularly at region level, are not sufficient to use these approaches to predict the immedi-

ate future. It can be expected that future predictions on time series data with few data points is chal-

lenging. In this work, we propose a reliable numerical method that can estimate the true number of 

cases everyday based on the past data. We illustrate the method using the data obtained from the 

Robert Koch Institute (RKI) for incidences reported in the Aachen area, Germany [3]. 

2. Results and Discussion  

Given cumulative COVID data for cases vs days we can construct cubic splines between each day. 

Such a spline reconstruction ensures continuity in the function and first and second derivatives [1]. 

We approximate the function by a polynomial of order k for which we require a set of k+1 points, 

where the value of the polynomial is exactly the same as the function. Substituting the set of points 
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into polynomial equation on can construct the Vandermonde matrix. This system could be ill-

conditioned for high  and one could also encounter the issue of Runge’s phenomenon if one uses 

equidistributed datapoint to alleviate this we use the Chebyshev nodes to compute the points [2]. Now 

the given dataset can now be split into train (Fig. 1(B)), benchmark (Fig. 1(C )) and test (Fig. 1(F)) 

chunks. The benchmark is used to find the best fit polynomial order  in an L2 sense. As we can see 

from Fig. 1(C), each of the polynomial order predicts differently and allowed to show the future 

trajectories. Based on the relative error computed from this benchmark set, the top three best predict-

ing polynomial orders were identified. With this, we do a two-day window moving prediction and 

estimate the number of cases expected in Aachen, Germany in the next week to be 2109 as can be 

seen in Fig. 1(E) (true number of cases being 1675). With this reliable prediction,  we make unknown 

prediction for the near future (Fig 1. (F)). An implementation of this method is available to be pub-

lished open source. 

 

Fig. 1. Predicting Future from COVID-19 RKI Time Series Data for Aachen, Germany using Polynomial Extrapo-

lation, period in days. Curves of different colors indicate predictions from different polynomial order, : 

Top Left Subfigure (A) shows the complete time series window including training chunk, benchmark chunk and 
predict chunk. Top center subfigure (B) shows the training chunk period [205, 235]. Top right subfigure (C ) 

shows the benchmark chunk where the best polynomial order is identified with true data as reference. Bottom left 

subfigure (D) shows the predict chunk [243, 251] where prediction happens two days at a time. Bottom center 
subfigure (E) compares the predicted test over a 8 day time interval (2109 cases) to true number of cases over the 8 

days (1675 cases). Bottom right subfigure (F) shows the unknown future prediction for the next 12 days 

3. Concluding Remarks  

We have proposed a method here that promises reliable prediction of future from small time series 

data such as that of COVID-19 infection statistics obtained locally. The method operates on fewer 

than 100 data points to train, fit and predict the immediate future. A dynamic moving window method 

is used at small time steps to make robust predictions. This method is in principle, applicable for 

learning on any other time series data.  
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Abstract: The hemodynamic is a biomechanical factor influencing the development of different 

forms of vascular diseases, especially intracranial aneurysms, in where hemodynamic factors influ-

ence strongly their genesis, growth, and rupture. The purpose of this study is to assess the influence of 

the Heart rate (HR) variation on different hemodynamic parameters inside intra-aneurysmal circula-

tion, using computational fluid dynamics combined with patient-specific MRI images. By the varia-

tion of the HR, we observed disturbance of the overall hemodynamic parameters assessed on the 

geometry. The increase of the HR allowed observing de disturbance of the association between flow 

and pressure inside the aneurysmal sac. The intra-aneurysmal flow is highly influenced by the feeding 

inlet frequency, which may cause growth or in the extreme case, the rupture of the aneurysm. 

Keywords: Intracranial aneurysms, Hemodynamics, flow, pressure.  

1. Introduction. 
Intracranial aneurysms (IA) are abnormal bulging or a focal dilatation located on cerebral arteries, 

frequently found in the bifurcations of the circle of Willis (CoW). The exact mechanism of the IA 

prevalence is still unknown; however, the physical cause can be described as a decrease of the middle 

muscular resistance of the artery involving a structural defect and localized weakness of the vessel 

wall.  It is known that hemodynamic influences the development of different forms of vascular dis-

eases [1], especially (IAs), where the hemodynamic environment influences strongly their genesis, 

growth, and rupture [2]. Therefore, knowledge of hemodynamic factors becomes very important. This 

work aims to investigate the effect of the heart rate (HR) on hemodynamics parameters inside IA. We 

focused on two parameters, which are: inlet-intra-aneurysmal delay and pressure-flow shift. 

To study the HR effect on the hemodynamic factors cited above we have performed Time Of Flight 

(TOF) Magnetic Resonance Angiography (MRA) with GE HDxt system (General Electric 

Healthcare). The 3D patient-specific aneurysm model is obtained by gathering the MRA images and 

truncated using the software 3DSlicer (www.slicer.org). Fig. 1 represents a patient-specific aneurysm 

of 52 years female located in the internal carotid artery (ICA). Inside the obtained geometry, the 

blood flow behaviour can be described by unsteady Navier-Stokes equations for an incompressible 

fluid. We performed 27 simulations using rescaled volumetric flow rate (inlet) and pressure (outlet). 

Further, three pulses were used to ensure results stability. 
 

 
Fig. 1. Patient specific ICA aneurysm. 
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2. Results and Discussion  
Varying the HR, we observed a delay between the intra-aneurysmal flow and the inlet flow rate 

(IFD). This delay can be quantified using the following formula:     IFD=(TPS-TMiF)/CD. 

Where TPS and TMiF are the temporal positions respectively of the systolic peak and the maximum 

intra-aneurysmal flow. CD is the cycle duration. 

By the variation of the HR, the IFD varies between 2.87 and 4.21% with a mean delay of 

(3.56±0.42)% (fig 2.a). Furthermore, the IFD increases linearly with the HR according the following 

equation:                                                                                      IFD=0.049.HR-0.28 /r²=0.86 

In addition, we observed a shift between the flow and the pressure in the intra-aneurysmal is noted. 

The pressure-flow shift (PFS) can be calculated by :                         FPS=(TMip-TMiF)/CD. 

Where TMip is the instant of the maximum of the pressure inside the aneurysmal dome. 

By varying the HR, the PFS varies from 0.98 to 3.25% with a mean shift of (1.71±0.55)%. Further-

more, it presents a linear increasing with the HR (fig 2.b). These variations are given by the following 

equation:                                                                                      PSF=0.048.HR-2.13 /r²=0.81  

 
Fig. 2. a) delay between Inlet and the intra-aneurysmal flows. b) intra-aneurysmal pressure flow shift 

Inside normal arteries, the relation between the pressure and the flow waves, taking into account the 

reflected pressure waves, is opposite [3]. The presence of an aneurysm can affect the hemodynamic 

factors inside the vessel. A. Sorteberg et al. [4] have found a pressure-flow shift in the aneurysmal 

dome by varying the HR. However, this can cause an alteration of the pressure inside the vessel and 

creates a new pressure of stability [5,6]. Our results, obtained by the HR variation, show that pressure 

value disturbance is a sign of a loss of the pressure-flow equilibrium, causing fluctuations of pressure 

inside the aneurysmal dome and the feeding vessels. In addition, the numerical simulations of blood 

flow inside the aneurysm allowed the quantification of the pressure-flow shift and revealed its linear 

dependence on the feeding frequency. The flow structure inside the IA not only depends on the size 

and the shape of the aneurysmal dome but also on how the aneurysm is feed [6]. Therefore, increasing 

inlet frequency may cause unfavorable blood circulation inside the aneurysm. The increase of the 

blood stagnation disturbs the flow inside the aneurysm and affects the different hemodynamic factors 

inside the aneurysmal dome and the parent arteries. 
 [1] Westerhof N, Stergiopulos N, Noble MI. Snapshots of hemodynamics: an aid for clinical research and 

graduate education: Springer Science & Business Media; 2010. 
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Abstract: For a given holomorphic mapping     and  f  on a complex plane  C, composi-

tion operator induced  by    is defined by  ffC  . Composition operator  C   

acting on Fock spaces  pF p 1, generated by weights   satisfying  




)(suplim
||

z
z

  is bounded if and only if  1||,)(  abazz  and  0b whenever  

1|| a . We have shown that every bounded composition operator acting on the  Fock 

spaces  pF p 1, is power bounded. Mean ergodic and uniformly mean ergodic com-

position operators on the spaces are also characterized. 
 

Keywords: Composition operators,  Fock spaces,  power bounded operator,  mean ergodic operator, 

uniformly mean ergodic operator. 
 

1. Introduction  

Given an entire function  on the complex plane  C, the composition operator induced by    is defined 

by  ffC   for each entire function  f. The study of composition operators acting between spac-

es of analytic functions defined on the disc or on the complex plane has quite a long and rich history.  

Many properties of composition operators on spaces of entire functions have been also investigated.  

In the frame of Fock spaces, Carswell,  MacCluer and Schuster[1], Guo and Izuchi [2], and first two 

authors [4, 3] characterized bounded and compact composition operators on the  Fock spaces 

 pF p 1, . They showed that only the class of  linear  1||,)(  abazz  and  0b whenever  

1|| a  induces bounded composition operators, when 


)(suplim
||

z
z

 . Compactness of the compo-

sition operator   was described by the strict requirement .1|| a   

We recall some definitions.  Let  ),0[),0[:  be a twice continuously differentiable function. 

We extend   to the whole complex plane by setting |)(|)( zz   . 
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The generalized Fock spaces  pF p 1,  associated with  are the spaces consisting of all entire 

functions f such that 

,)(|)(||||| )(
),( 

















 

 zdAezff zp
p

C

p


   

Where  dA denotes the usual Lebesgue area measure on  the space of complex plane C. 

 

Let X be a Banach space, and T a bounded operator acting on X. We denote the n-th ergodic mean 

nT  by  





n

m

m

n TT
1

: . 

T is said to be power bounded if 


||||sup n

Nn

T . We say that T is mean ergodic  if  there exists a 

bounded operator P on X such that for every f  in X,  

0||||lim 


PffTn
n

, 

and uniformly mean ergodic if the above point-wise convergence is uniform. 

In this paper we have characterized some dynamical properties of composition operators: power 

bounded, mean ergodic, and uniformly mean ergodic composition  operators on Fock spaces when 




)(suplim
||

z
z

 . 

2. Results  

We state the main result of our paper as follows. 

Theorem 2.1. Let  C   be a bounded composition operator on Fock space  pF p 1,  

with 


)(suplim
||

z
z

 . Then 

(1) C   is power bounded. 

(2) If  1||:)(  abazz , then C is uniformly mean ergodic. 

(3) If  1||:)(  abazz and a is a root of the unity, then C   is uniformly mean ergodic. 

 (4) If  1||:)(  abazz and a is not a root of the unity, then C   is mean ergodic but not  

       uniformly mean ergodic . 
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Abstract: Motion of particles suspended in a fluid flow is governed by hydrodynamic forces 

acting on the particle from the surrounding flow. In particular, the inertial lift force may cause 

particles to deviate from the streamlines of the background fluid flow. This was first 

demonstrated in the classical experiment of Segré & Silberberg [1] where particles suspended 

in flow through a straight pipe with a circular cross-section were observed to migrate to an 

annular region approximately 0.6 times the radius of the pipe. The phenomenon of inertial 

migration has found many applications in medical and industrial settings such as isolation of 

circulating tumour cells, separation of particles and cells, bacteria separation, cell cycle 

synchronization and identification of small-scale pollutants in environmental samples [2,3].  

Harding et al. [4] developed a general asymptotic model for forces that govern the motion of a 

spherical particle suspended in a fluid flow through a curved duct and used it to investigate 

the inertial migration of a neutrally buoyant spherical particle suspended in flow through 

curved ducts with square, rectangular and trapezoidal cross-section. They identified stable and 

unstable equilibrium points in the cross-section of the duct which vary with the cross-section 

geometry, the bend radius of the duct and particle size. Moreover, they showed that for low 

flow rates, the lateral focusing position of particles approximately collapses with respect to a 

dimensionless variable 𝜅 that is dependent on particle radius, duct height and duct bend 

radius. 

In this talk, I will present the results of our detailed investigation of the various bifurcations 

that take place in a curved rectangular duct as a function of the bend radius, particle size and 

the aspect ratio of the rectangular cross-section. We have used the asymptotic model of 

Harding et al. [4] as well as a reduced order model for small particles to investigate the 

dynamics and bifurcations of particles. The reduced order model is a system of nonlinear 

coupled ODEs with a single parameter 𝜅. This simplified model allows us to analytically 

investigate the stability and bifurcations. Using this reduced order model, we have been able 

to analytically solve for the equilibrium points and its linear stability for the limiting cases of 

very large and very small bend radius of the curved duct. Exploration of numerical solution of 

the reduced model as a function of 𝜅 results in rich dynamical behaviour and a large variety of 

bifurcations. For relatively large bend radius, we observe the existence of several fixed points. 

These include stable nodes, unstable nodes and saddle points. As the bend radius is 

progressively decreased, several bifurcations take place for these fixed points such as saddle-

node, pitchfork and Hopf bifurcations. At relatively small bend radius, either a stable spiral or 

an unstable spiral with a limit cycle remains along with one saddle point. Implications of 

these results for particle separation will also be discussed.   
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Abstract: We present a study of the interaction between mucin and several glycosaminogly-

cans. These molecules are a compound of extracellular matrix in the articular cartilage and 

play a significant role in the lubrication phenomenon. We use molecular docking numerical 

experiments that allow to describe the interaction between one mucin molecule and one se-

lected glycosaminoglycan molecule. As a result, we obtain binding energy, hydrogen bonds, 

and hydrophobic contacts between two molecules. For one pair of molecules we can generate 

several values of one above-mentioned property and use a statistical methods to compare this 

property between pairs. 

Keywords: glycosaminoglycans, mucin, biolubrication, molecular docking method 

1. Introduction 

The joint organ surfaces are covered by articular cartilage (AC) and separated by a thin layer of syno-

vial fluid (SF). The SF of the joints organ functions as a biological lubricant. It provides low-friction 

and low-wear properties to articulating cartilage surfaces. This property is due to the synergistic 

interaction between high molecular weight molecules in an aqueous solution which build SF and 

extracellular matrix of AC. These components are secreted by cells: chondrocytes in the AC and 

synoviocytes in the synovium. One of the components of the extracellular articular cartilage matrix is 

complexes of mucin with glycosaminoglycans (GAGs). GAGs  are linear polysaccharides, which are 

highly polar and water-soluble. Mucin is a heavily glycosylated protein, which can form gels.  In 

Fig.1, we present some GAGs. 
 Many theories and dynamical models are contributing to the lubrication phenomenon in AC 

due to SF. But there are not many studies that conclusively describe the nanoscopic function of com-

ponents of SF and extracellular articular cartilage matrix [1]. This work, like our previous works [2], 

is a step towards analysis biolubrication processes at the nanoscopic level under physiological condi-

tions. 
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2. Results and Discussion 

Our calculation suggest that that there are some significant differences between chemical affinity in 

the pair of molecules: mucin and one GAG – Fig.1. In Fig. 2 graphical visualisation of interaction.     

 

Fig. 1. Affinity between mucin and selected GAGs. Hyaluronic acid (HA), chondroitin sulfate-4 (CS4), chon-
droitin sulfate-6 (CS6), keratan sulphate (KS) and heparin (H).   

 

Fig. 2. Visualization of interactions between one selected GAG and mucin: a) hydrogen bonds (yellow dotted 
lines); b) hydrophobic contacts (green lines). 

3. Concluding Remarks 

Our results imply that binding between GAGs and mucin is more robust than those present in the 

synovial fluid (SF), i.e., all but heparin. SF is a natural lubricant that contributes to an extremely low 

friction coefficient. Main finding: chondroitin sulfate 6 has the highest affinity to mucin. As the ratio 

between CS4:CS6 changes with age in synovial fluid, this may result in frictional properties of lubri-

cin. Namely, different hydration of the complex and hydration repulsion may not be as efficient. The 

current consensus among scientists studying the subject is that efficient lubrication results from syn-

ergy between SF components. 
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Abstract: Biomechanics of human running has been researched by many scientists over the 
last decades. However, there are still open questions, especially about the role and operation 
of the central nervous system. Obviously, a certain optimization process, which employs a 
combination of possibly time variant cost functions, makes adaptation possible to the chang-
ing conditions. Our long-term goal is the understanding of these processes based on experi-
mental evidences. Narrowing down this mighty problem, we focus on the exploration of the 
changes in kinematics, related to well-defined cost functions, such as energy dissipation, en-
ergy conservation or energy accumulation. These cost functions are in analogy with decelera-
tion, constant speed locomotion and acceleration. Hence, we collected measurement data of 
eight athletes with five different tasks: 1) slow, 2) moderate, 3) high speed running, 4) accel-
eration and 5) deceleration. We identified the biomechanics performance measures from the 
literature that are in statistically proven correlation with the cost functions. Wilcoxon signed-
rank test indicated the most significant difference in the relative and absolute angles, total 
force, angular velocity and distance between the centre of pressure and centre of mass in case 
of different cost functions. 

Keywords: human running, biomechanics, acceleration, deceleration, gait optimization 

1. Introduction 

Scientific papers exuberate in measurement data related to acceleration in the stance phase [1, 2]. 
However, the literature lacks of analyses for deceleration, and particularly for the airborne phase. 
Thus, we collected new data related to varying speed locomotion. Eight non-professional athletes 
were observed while they were performing five different tasks. The kinematics was recorded by 
OptiTrack optical motion capture system, and we used Moticon Science Insoles to assess the foot 
pressure distribution. Metrics characterizing the locomotion were calculated from the raw data, in-
cluding the joint/segmental angles, centre of pressure position and ground reaction force components.  

2. Results and Discussion 

The metrics mi(t), such as segmental angles and force data were stored as time functions. The sca-
lar measures at phase-transitions and extremes were extracted: mi(tIC) at initial contact, mi(tTO) at toe 
off, max(mi(t)) and min(mi(t)). The average and the confidence interval (significance level p=0.95) 
were calculated to visualize the data. The most used visualization techniques are collected in Fig. 1. 
Wilcoxon signed-rank test was used to identify the metrics, based on which the cost-functions could 
be identified. According to the Wilcoxon signed-rank test, there is a significant difference in case of 
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the relative and absolute segment angles, total force, angular velocity of the foot and distance between 
the centre of pressure and centre of mass. 

                    

         

Fig. 1. Tools for data comparison and statistics: stroboscopic visualization of the motion (top left panel); matrix 
plot of the signed-rank test, where black / white tiles indicate significant difference / not proven difference for each 
scalar measure (top middle panel); measured and inverse dynamics calculated vertical ground reaction force (solid 

and dashed lines on the top right panel respectively); path of the ground-reaction force vector [1] (bottom left 
panel); confidence intervals for each task in case of each scalar measure (bottom middle panel); confidence inter-

vals for each task and each subject in case of each scalar measure (bottom right panel). 

3. Concluding Remarks 

Metrics, which are already introduced in the literature, were used to observe quantitative changes 
between different cost functions in case of different velocities, acceleration or deceleration. These 
results allow us to create predictive models of human gait and kinematics reproduction. Functional 
role and movement strategy of each joint would be identified [2, 3] and included into the models in 
future work. 
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Abstract: Non-stationary heat conduction in the fibre composite materials is studied. 2D 

сomposite media consists of matrix with circular inclusions in hexagonal lattice structures. 

The perfect contact between different materials is assumed on the boundary of the fibres. The 

local temperature field in the unit cell is modeled by the heat equation. Time variable ex-

cludes from the original boundary value problem using of Laplace transform. Asymptotic 

homogenization method allows to reduce original problem for multiply-connected domain to 

the sequence of boundary value problems in simply-connected domains. Composite material 

is supposed densely-packed with a high-contrast. In this case, the local boundary value prob-

lem includes a small parameter equal to the ratio of the distance between the inclusions to the 

characteristic cell size. Using of additional small parameter and thin layer asymptotics allows 

to solve local problem analytically. Closed form expression for effective heat conductivity is 

obtained. 

Keywords: Unsteady heat conduction, fibre composite, effective conductivity, Laplace transform, 

homogenization approach. 

1. Introduction  

Problem of non-stationary heat transfer in composite media have attracted the attention of researches 

due to the wide occurrence of the media in engineering applications. As a rule, we are talking about 

determining the effective characteristics of the considered inhomogeneous material. For this purpose 

phenomenological and experimental approaches, mixture theory, self-consistent approximation are 

used.   It is natural to use the asymptotic homogenization method (AHM) to solve the described prob-

lem. Allaire and  Habibi [1]  used AHM to the  heat conduction problem in a periodically perforated 

domain with a nonlinear and nonlocal boundary condition modeling radiative heat transfer in the 

perforations. In 2D case cell problem is solved numerically. AHM with FEM in many cases allow one 

to obtain numerically effective characteristics and local fields [2], and construct boundary layer cor-

rectors [3]. The analytical solution of the problem on a cell requires the use of additional small para-

meters. Small parameters typical of low-contrast composites or composites with small volume frac-

tion of inclusin are widely used [4,5]. In our work, an analytical solution for densely-packed high-

contrast composite is obtained with a help of thin layer asymptotics [6].  
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2. Results and Discussion 

We consider the problem of nonstationary heat transfer in a composite with periodically distributed 

inclusions of a circular cross section which are placed in regular hexagonal cells (Fig. 1). We take 

Newton's law of cooling for matrix and inclusions, ( , )exp( )cT T x y t   .  

 
Fig. 1. Structure of the composite cell. 

 

The original eigenvalue problem can be formulated in the following way 
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 (1) 

Using the AHM and thin layer asymptotics [6] for the analytical solution of the cell problem, we 

obtain the homogenized boundary value problem in the following form: 
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3. Concluding Remarks  

The obtained solution of a regularly periodic problem has extreme properties with respect to random 

composites. Thus, it can be used to assess the behavior of real composite materials. Note that the 

solution at the initial moment of time is rapidly changing not only in spatial variables, but also in 

time. Description of this state requires additional research. 
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Abstract: This study presents a numerical modelling procedure for the low-velocity impact 

response of metal-ceramic FGM (Functionally Graded Materials) plates. Numerical modelling 

is performed using the explicit finite element code, LS-DYNA®. The actual mechanical re-

sponse of the FGM plates is considered to develop a realistic numerical model, and the actual 

plasticity behaviour of the FGM plates is described using an elastoplastic material model, 

MAT_PIECEWISE_LINEAR_PLASTICITY. The numerical results are evaluated in terms of 

contact force and kinetic energy histories of the plates. To represent the accuracy and success 

of the developed numerical model, it is compared to the low-velocity impact test results and an 

existing elastoplastic model from the literature that is widely used to describe the elastoplastic 

behaviour of FGM structures, TTO (Tamura-Tomota-Ozawa) model. It is stated from the re-

sults that the present numerical model shows a good agreement with the experimental results, 

and the TTO model exhibits a stiffer response overestimating the contact force and underesti-

mating the contact duration. 

Keywords: functionally graded materials, low-velocity impact, numerical modelling, finite element 

method 

1. Introduction 

Functionally graded materials (FGMs) are a special class of composite materials with a continuous 

material composition change throughout the volume with respect to spatial coordinates that is obtained 

by a gradual variation of the volume fractions of constituents. FGM structures generally consist of metal 

and ceramic materials, and the material properties vary through the thickness direction. By combination 

of metal and ceramic constituents in a single volume and varying their combined properties continu-

ously, they provide additional special features over conventional composite materials such as good 

thermal resistance and toughness which are very important in extreme loading conditions. FGMs are 

used in some critical fields such as aerospace, nuclear, automotive, and defence industries where dy-

namic effects are highly important. Therefore, it is important to determine the dynamic mechanical 

behaviour of FGMs subjected to impulsive loadings and to develop an accurate numerical model for 

saving experimental costs and predicting plasticity, damage, and fracture phenomena of FGMs for en-

gineering design. However, numerical modelling of FGMs, especially for nonlinear impact problems, 

has some difficulties by reason of complexity of their structure. 

In the literature, studies on the low-velocity impact response of FGMs are generally performed using 

only numerical or analytical approaches [1-2]. However, there is a lack of knowledge about combined 

experimental and numerical investigations on the low-velocity impact behaviour of FGMs. Therefore, 
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a realistic numerical model that considers the actual mechanical response and plasticity of the FGM 

plates are developed in this study. A comparative evaluation between the present numerical model, 

experiment, and an existing elastoplastic model, TTO (Tamura-Tomota-Ozawa) model [3] is performed 

for the low-velocity impact response of the FGM plates. For this purpose, different stress to strain 

transfer ratios in the TTO model are considered from the literature [4-5]. It is indicated that the present 

numerical model shows a good agreement and gives more accurate results than the TTO model. 
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Abstract: The paper presents the mathematical model of the spatial mechanism with imper-

fect revolute and prismatic joints. Imperfections are taken into account in the form of clear-

ance and friction in joints. Contribution to the paper includes new models of the revolute and 

prismatic joints formulated for the system which the kinematics is modeled using joint coor-

dinates and homogeneous transformations. Different approaches to modeling clearance in 

joints, in the cut-joint and other joints of the mechanisms, will be presented in the paper. 

Thanks to the use of joint coordinates for joints that are not cut-joints, displacements resulting 

from the clearance in a joint can be taken directly from the generalized coordinate vector 

without the need for additional calculations. Numerical simulations allow us to analyze an in-

teraction between links’ flexibility and imperfections due to clearance and friction in the 

joints. 

Keywords: spatial mechanism, clearance, friction, link’s flexibility 

1. Introduction 

Different imperfections and nonlinearities in joints of mechanisms have a significant impact on their 

dynamics. They can cause additional vibrations, joint wear, significant reduction of accuracy and 

energy efficiency. Additional impact forces due to clearance can damage mechanical parts. In the 

literature, it can be found many papers dealing with modeling of the clearance in joints for mecha-

nisms whose movement is described by absolute coordinates [1, 2]. Contribution to the paper includes 

new models of the revolute and prismatic joints formulated for RPSUP mechanism which the kine-

matics is modeled using joint coordinates and homogeneous transformations (Fig. 1). The presented 

models are a continuation of the work, the results of which are shown in [3]. In the paper, the clear-

ance is analyzed not only in the cut-joint but also in other joints. It is assumed that the clearance exists 

at cut-joint C and slider (2,1). The dynamics equations of motion are derived using the Lagrange 

equations of the second kind [4]. The normal contact force is modeled using the Nikravesh-Lankarani 

hypothesis [5]. Friction in joints is modeled by means of the LuGre friction model [6]. It is assumed 

that the coupler can be flexible and the Rigid Finite Element Method is used to model effects due to 

the link’s flexibility [4].  

2. Mathematical model of a RPSUP spatial mechanism 

The cut-joint technique is applied to divide the closed-loop chain into two open-loop kinematic 

chains. The generalized coordinate vector is composed of the following components 
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Fig. 1. Model of a rigid-flexible link spatial mechanism 

,1) (1,2) ,3,0) ,3,0) ,3,0) (1,3) (2,1) (2,1)T T T

f cx z         
 

q q q  (1) 

where: (1,3)

fq  - vector containing the generalized coordinates of the rigid finite elements, 

(2,1) (2,1) (2,1) (2,1) (2,1) (2,1)
T

c x y      q  - vector containing displacements of slider (2,1) due to 

the clearance in joint. It can be noted that displacements resulting from the clearance in a joint can be 

taken directly from the generalized coordinate vector without the need for additional calculations. 

Finally, dynamics equations of motion 

together with the state equations formu-

lated for the LuGre friction model form a 

set of ordinary differential equations in 

the following form [3] 

 tz LG ,q,z
                            

 (2.1) 

cl flex fric     Mq Q h g f f f  (2.2) 

 

where: M – mass matrix, Q - vector of 

external forces, h – vector of the Coriolis, 

gyroscopic and centrifugal forces, g – 

vector of gravity forces,  
clf , 

fricf , 
flexf  - 

vectors of forces resulting from clearance 

and friction in joints and coupler’s flexi-

bility, z - vector of state variables, 

 tLG ,q,z  - functions of right-hand 

sides of the LuGre friction model. In 

numerical simulations interactions be-

tween the clearance in joints and cou-

pler’s flexibility will be analyzed. 
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Abstract: The geometrically nonlinear vibrations of simply supported double-layered graphene 

sheet systems are considered in the presented manuscript. The interaction between layers is 

taken into account due to van der Waals forces. The investigation is based on the nonlocal 

elasticity theory, Kirchhoff plate theory and von Kármán theory. The governing equations are 

used in mixed form by introducing the stress Airy function.  The analytical presentation of the 

nonlinear frequency ratio for in-phase vibration and anti-phase vibration modes is presented. It 

is shown that the nonlocal parameter included in the compatibility equation can significantly 

change the vibrating characteristics.  

Keywords: double-layered nanoplate system, the nonlocal elasticity theory, Kármán plate the-

ory, Bubnov-Galerkin method. 

1. Introduction  

The modern industry is developing rapidly in the field of nanotechnology. This fact leads to the need 

for new studies of the nanostructures (nanobeams, nanoplates, nanoshells) using in the design of sen-

sors, resonators, nanoelectromechanical systems (NEMS), nanooptomechanical structures,  energy stor-

age systems, DNA detectors,  drug delivery. An important role is played by graphene objects, the study 

of which is the focus of our work. We employed the nonlocal elasticity theory, which is based on the 

fact that the stress at a given point is a function of strains at all other points of structure, to study double-

layered nanoplate system.   

 

Fig. 1. Diagram of double-layered graphene sheet system 

According to nonlocal theory the constitutive relation for the nonlocal stress tensor at a point 𝑥 in an 

integral form is presented as follows 

𝜎 = ∫ 𝐾(|𝑋′ − 𝑋|, 𝜏)𝜎′(𝑋′)𝑑
𝑉

𝑋′                                                (1) 
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where 𝜎, 𝜎′  are nonlocal and local stress tensors, 𝐾(|𝑋′ − 𝑋|, 𝜏)  is the nonlocal modulus, 𝜏 = 𝑒0𝛼/𝑙,  
𝛼 is the internal characteristic length, 𝑒0   stands for a constant appreciate to material, whereas 𝑙 is ex-

ternal characteristics length. Interaction between two layers regards the action of van der Waals force 

(vdW) . This interaction is often modeled as the Winkler foundation. We assume that both nanoplates 

have the same mechanical properties.  

2. Formulation of the problem   

The governing equations for each layer are taken as: 

𝐷Δ2𝑤1 = (1 − 𝜇∇2)𝐿(𝑤1, 𝐹1) − 𝑐(𝑤1 − 𝑤2) − 𝜌ℎ
𝜕2,𝑤1

𝜕𝑡2 ),                        (2) 

(1 − 𝜇∇2)
1

𝐸
Δ2𝐹1 = −

ℎ

2
𝐿(𝑤1, 𝑤1), 

𝐷Δ2𝑤2 = (1 − 𝜇∇2)𝐿(𝑤2, 𝐹2) − 𝑐(𝑤2 − 𝑤1) − 𝜌ℎ
𝜕2,𝑤2

𝜕𝑡2 ),                                  (3) 

(1 − 𝜇∇2)
1

𝐸
Δ2𝐹2 = −

ℎ

2
𝐿(𝑤2, 𝑤2), 

where 𝜇 stands for the nonlocal parameter and ∇2 is the Laplacian operator, 𝐸 is Young's modulus, 𝜈 is 

Poisson's ratio, 𝐷  is flexural nanoplate rigidity, 𝜌 is density of the plate, ℎ is thickness, whereas 

𝐿(𝑤, 𝐹), 𝐿(𝑤, 𝑤) are differential operators determined in [1] and 𝑐 stands for interaction coefficient [2]. 

Note that we propose using the nonlocal compatibility equation for DLGs, where the nonlocal param-

eter is introduced based on the nonlocal constitutive relation. System of the governing equations is 

supplemented with the simply supported boundary conditions. 

We present the deflections 𝑤𝑖 (𝑥, 𝑦, 𝑡), 𝑖 = 1,2 of each nanoplate as 

𝑤𝑖 (𝑥, 𝑦, 𝑡) = 𝑦𝑖 (𝑡)𝑊(𝑥, 𝑦), 𝑖 = 1,2, 

 

where 𝑊(𝑥, 𝑦) is shape function and 𝑦𝑖 (𝑡) is generalized coordinate for i-th layer. Further application 

of the Bubnov-Galerkin approach gives the system of the coupled second order ordinary differential 

equations which discussed for in-phase vibration (IPV) mode and anti-phase vibration (APV) mode. 

   

3. Concluding Remarks  

The nonlinear vibrations of double-layered graphene sheet systems are studied. The governing equa-

tions of the problem are based on the nonlocal elasticity theory, Kirchhoff hypothesis, the von Kármán 

equations and presented in the mixed form with Airy function. Two graphene sheets are bonded by van 

der Waals force.  The investigation of the influence of the nonlocal parameter in the compatibility 

equation is performed.  It is concluded that the nonlocal parameter in the compatibility equation can 

significantly change the results and should be taken into account in order to achieve reliable results. 

Acknowledgment: This work has been supported by the Polish National Science Centre under the 
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Abstract: We investigate the effect of fractional order on alphabetical shaped solitons 

solutions for intrinsic fractional (2+1)-D coupled nonlinear electrical transmission lattice 

using sine-cosine method in addition to higher order of dispersion. 

Keywords: Fractional complex transform, sine-cosine method and fractional alphabetical shaped solitons. 

1. Introduction (10 point, bold) 

In recent years, investigating on solitary waves called solitons has been of great interest [1]. 
More recently, researchers pay attention on fractional calculus and prove that it is a useful 

tool to model faithfully nonlinear complex physical phenomena (NCPP) [2-4]. In fact, in-

troducing fractional derivative operators in NPDEs modelling nonlinear complex systems 

(NCS) such as nonlinear electrical transmission lines or lattice (NETLs) is fascinating for 

some aims like involve the memory effect. So, obtain exact solutions of fractional nonlinear 

partial differential equations (FNPDEs) is utmost important as well as derive ones of the 

NPDEs [2-5]. In this study, we consider the Curie’s empirical law [6] governing the current 

flowing through a fractional nonlinear capacitor such as through the skin effect, this empir-

ical law is also applied to the inductor. This fractional derivatives Ohm’s laws lead us for a 

(2+1)-D NETL [7] to get an intrinsic fractional discrete NPDE (FDNPDE) of the voltage 

wave. We derive by using the semi-discrete approximation with higher order of dispersion 

in addition to fractional complex transform a nonlinear evolution equation (NEE) solved by 
the sine-cosine method [8].  

2. Results and Discussion (10 point, bold) 

By using the Kirchhoff’s laws in addition of Curie’s empirical laws, we get:  

  
   

2 2 3

0 , , ,

1, 1, , , 1 , 1 ,2

1 2

1 1
2 2 ,0 1.

n m n m n m

n m n m n m n m n m n m
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L Ldt




   

 
       
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By introducing the semi-discrete approximation with higher order of dispersion in addition 

to the fractional complex transform (FCT)  

 
     

 
, 1 2 1 2, , cos , ,

1

p

n m

ct
V t V t x y A k x k y k k k



 


      
 

 (2) 

with A, p, k and c the unknown parameter. We obtain a NEE such as the solutions are es-

tablished through the sine-cosine method.  Some findings depicted below show singular 

bright solitary wave (SBSW) such as, due to the fractional order (FO), we attain M-shaped 

solitons and explore more amplified solutions like bright solitary wave (BSW) depending 
on physical parameters and FO.  

Fig. 1. These graphs display  ,V x y with        0 1 0 23, 1, 4, 1, 0.21,  0.0197, 1:  1,  0.975,  0.875,  0.75.U l W l a b t a b c d                

3. Concluding Remarks (10 point, bold) 

We have investigated the effect of fractional order on alphabetical shaped solitons 

solutions for an intrinsic fractional (2+1)-D coupled nonlinear electrical transmission 

lattice by using sine-cosine method in addition to fractional complex transform. 
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Abstract: The Normal Form application is introduced on dynamical systems with diagonal and 

Jordan block matrices. Spectrum rearrangement allows to exhibit resonant terms associated 

with periodic behaviours of the system. Resonance equations are forming Gröbner generators 

and associated Gröbner bases allow to linearize equations depending on amplitude-frequency 

conditions.  

Keywords: Normal Form, Gröbner bases, nonlinear, spectrum 

1. Introduction  

This work focuses on the study of general nonlinear dynamics systems using the Normal Form 

perturbation method [1,2] as long as the amplitude of the response is relatively limited [3]. The Gröb-

ner bases are then used to solve algebraic equations of normal coordinates. After spectrum optimisa-

tion, nonlinear terms can be classified between non-resonant and resonant terms providing new physi-

cal equations. Gröbner bases firstly presented by Buchberger [4] are generalising the polynomial divi-

sion of a polynomial by other multivariable polynomial. Normal Form compatibility equations are 

used to generate the ideals and then to reduce governing Normal coordinates equations by the gener-

alised Euclidian division. In optimal cases, linear solutions 𝑋 = 𝑀(Ω). 𝑈 are obtained, supposing that 

potentially nonlinear generators equations are verified. Except the spectrum definition, this process 

can be automatized [6,7].  
 

2. Results and Discussion  

2.1. General case 

Let us consider following general dynamical system:  

𝑋̇ = 𝐴. 𝑋 + 𝐹(𝑋) (1)  
 

where 𝐹(𝑋) = 𝐹2(𝑋) + ⋯+ 𝐹𝑛(𝑋) are vectors of polynomial nonlinearities. Let’s assume that 𝐴 =

𝑃−1. 𝐷. 𝑃, with 𝐷 = 𝐷0 + 𝐷1(𝜖) a diagonal matrix, 𝒪(𝐷1(𝜖)) ≥ 1. Normal coordonates 𝑌 =

𝑃−1. 𝑋 = 𝑈 + 𝜙2(𝑈) + ⋯+𝜙𝑛(𝑈) allow to introduce normal transformation 𝜙 = 𝜙2 +⋯+ 𝜙𝑛 and 

resonant terms 𝑅 = 𝑅2 +⋯+ 𝑅𝑛. The system takes the new form  
 

{
𝑌̇ = 𝐷0. 𝑌 + 𝐷1. 𝑌 + 𝑃

−1. 𝐹(𝑃. 𝑌)

𝐷1̇ = 0, 𝒪(𝐷1. 𝑌) = 2, 𝒪(𝑃−1. 𝐹(𝑃. 𝑌)) ≥ 3
(2) 

 

The Normal Form resolution is done degree per degree and leads to the expression of X as a function 

of U and to compatibility equations: 
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{
𝑋 = 𝑃−1. 𝑌 = 𝑃−1. (𝑈 + 𝜙2(𝑈) + ⋯+𝜙𝑛(𝑈))

𝑈̇ − 𝐷0. 𝑈 − 𝑅2 −⋯− 𝑅𝑛 = 0
(3) 

 
 

Compatibility equations are providing amplitude-frequency conditions in order to assure periodic be-

haviours. Euclidian division by the Gröbner bases elements is applied to 𝑋(𝑈). Gröbner generators are 

defined by these equations as 𝐺𝑘 = 0 and allow to decompose 𝑋 = 𝑀1(Ω). 𝑈 +𝑀2(𝑈). 𝑈, where 

𝑀2(𝑈) is a simplified expression derived from normal transform and Gröbner bases.  

2.2. An example: a two Degrees of Freedom (DoF)  
 

To illustrate this process, we apply it to a two DoF cubic nonlinear system where 𝐷 = 𝐷0. Normal 

form equations are  

{
 

 
deg1: 𝐷𝑈 = 𝐷𝑈

deg2: 𝜕𝜙2𝐷𝑈 − 𝐷𝜙2(𝑈) = 𝐻2 − 𝑅2
deg3: 𝜕𝜙3𝐷𝑈 − 𝐷𝜙3(𝑈) = 𝐻3 − 𝑅3 
𝐺𝑘 = 𝑖Ω𝑢𝑘 − 𝜆𝑘𝑢𝑘 − 𝑅2𝑘 − 𝑅3𝑘

(4) 

where 𝐻𝑘 gathers k-order nonlinear terms. We obtain the final normal expressions  

{
𝑋 = 𝑀1(Ω). 𝑈 + 𝑀2(𝑈). 𝑈

𝐺1, … , 𝐺4 = 0
(5) 

For this system, 𝑀1 could be associated to linear homogenous solution if we obtain 𝑀2 = 0. All non-

linearities remain in the variety of 𝐺1, … . , 𝐺4. In this two DoF case, 𝑀2(𝑈) terms are either 𝑢1𝑢4 or 

𝑢2𝑢3 terms. According to compatibility equations, the variety and accepted amplitudes impose that 

either 𝑢1 = 0 or 𝑢3 = 0. In both cases, 𝑀2 = 0 and a linear expression is finally obtained. 

3. Concluding Remarks  

The solution of the system cannot be expressed linearly in Normal coordonates in general, unless 

uncoupling issuing from the analysis of the frequency compatibility condition due to the amplitude 

equations.  Nevertheless, a perspective work could be that Gröbner bases should be also used in order 

to define new normal coordinates and introduce less pairing, especially when D is a Jordan matrix [5]. 

Acknowledgment: The authors would like to thank the following organizations for supporting this 

research: (i) The “Ministère de la transition écologique et solidaire” and (ii) LABEX CELYA (ANR-

10-LABX-0060) of the “Université de Lyon” within the program “Investissement d’Avenir” (ANR-

11-IDEX- 0007) operated by the French National Research Agency (ANR). 

References  

[1] H. POINCARE: Les Méthodes Nouvelles de la Mécanique Céleste. Gauthier-Villars: Paris, 1889. 

[2] A; H. NAYFEH: Method of Normal Forms. Wiley: New York, 1993. 

[3] C.-H. LAMARQUE, C. TOUZÉ: An upper bound for validity limits of asymptotic analytical approaches based 
on normal form theory. Nonlinear Dynamics, 2012, 70(3):1931-1949. 

[4] B. BUCHBERGER: B. Buchberger’s PhD thesis 1965: An algorithm for finding the basis elements of the residue 
class ring of a zero dimensional polynomial ideal. Journal of Symbolic Computation, 2006, 41(3):475-511. 

[5] J. MURDOCK: Normal Forms and Unfoldings for Local Dynamical Systems. Springer: New York, 2003. 

[6] P. YU: Computation of normal forms via a perturbation technique. International Journal of Bifurcation and 
Chaos, 1998, 8(12):2279-2319. 

[7] A. GROLET, F. THOUVEREZ: Computing multiple periodic solutions of nonlinear vibration problems using the 
harmonic balance method and Groebner bases. Mechanical Systems and Signal Processing, 2015, 52(3):529-

547. 

502



 

 

Implementation of State Observer-Based Conditioned Reverse Path 

Method to the Identification of a Nonlinear System 

UMAARAN GOGILAN1*, ATTA OVEISI2, TAMARA NESTOROVIĆ3 

1. Mechanics of Adaptive Systems, Institute of Computational Engineering, Ruhr University Bochum, Germany  

2. Mechanics of Adaptive Systems, Institute of Computational Engineering, Ruhr University Bochum, Germany 

[ORCID: 0000-0002-6507-9448] 
3. Mechanics of Adaptive Systems, Institute of Computational Engineering, Ruhr University Bochum, Germany 

[ORCID: 0000-0003-0316-2171] 

* Presenting Author 

Abstract: The conditioned reverse path (CRP) method is a method for the frequency response 

estimation nonlinear systems to extract the properties of an underlying linear model (ULM). 

This method recalculates the nonlinearity coefficients by using spectral techniques and 

recovers the frequency response function (FRF) of the ULM [1]. However, applying the CRP 

method is challenging if the system states are not accessible for measurement. For this reason, 

a state estimation process is integrated with the CRP method resulting into observer-based 

conditioned reverse path (OBCRP) method. The state estimation process based on the Kalman 

filter technique is employed in this work to reconstruct the system states. Applying spectral 

techniques with the CRP/OBCRP method, the resulting nonlinear spectra consist of real and 

imaginary parts. Since imaginary parts have no physical meaning, the nonlinear coefficients 

based only on the real parts of the spectra are thus distorted. To minimize the distortion of 

nonlinear coefficients the OBCRP method is extended by a novel weighting scheme. In the 

present study, this method is exemplarily applied in a simulation. The OBCRP method 

successfully recovered the FRF of the ULM and accurately parameterized the nonlinearities 

of the system. 

Keywords: nonlinear system identification, Kalman filter, reverse path method 

1. Introduction 

Analysis of dynamic structures may be performed in frequency domain using the frequency 

response estimation as a basis. With growing requirements on dynamical systems analysis, influences 

of the nonlinearity should be taken into account. The CRP method parameterizes the nonlinearities of 

the system and recovers the FRF of the nonlinear model. However, the application of this method 

requires the measurement of all states at the same time. In large-scale structures, the frequency range 

of operation may encompass several hundreds of states, so that the measurement of all system states 

may become impossible due to the deficiency of appropriate sensors. The state estimation based on 

the Kalman filter technique provides the access to all required system states resulting in turn into 

reduction of  the required number of sensors. This combination of the CRP method and the system 

states estimation is refered to as the observer-based conditioned reverse path method (OBCRP). By 

using the CRP method, some information of the nonlinear spectra is lost due to the presence of 

imaginary parts, and the resulting nonlinear coefficients are distorted. A novel frequency-dependent 

weighting scheme is applied to the nonlinear coefficients, which leads to better extraction of the FRF 

of the nonlinear system.  
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2. Results and Discussion 

The performance of the OBCRP method is investigated in the simulation of a nonlinear mass-

spring-damper system with five degrees of freedom, shown in Fig. 1. The parameters for mass, 

stiffness and damping are given, and the observability and controllability conditions are fulfilled. The 

system possesses nonlinear stiffnesses depicted as spring elements with an arrow. Mass m1 is excited 

by an external multisine force f1. At the two masses m1 and m5, the velocity and acceleration 

measurements are carried out, while the state estimation process of the OBCRP method is applied to 

estimate the displacements x2, x3 and x4. 

 

 

Fig. 1. Mass-spring-damper system with five degrees of freedom 

Based on the estimated states, the frequency-dependent spectra for the estimation of the nonlinear 

coefficients are calculated by the application of the OBCRP method. To present the estimation quality 

of the proposed novel weighting scheme, the estimation errors of the weighted and unweighted 

nonlinear coefficients are compared in Table 1. Finally, the FRF between f1 and x1 obtained by the 

OBCRP method is compared to the FRF based on the classical H1 method, as shown in Fig. 2. The 

FRF based on the OBCRP method is significantly less distorted, and the conditioned spectral analysis 

of the OBCRP method recovers the ULM correctly. 

Table 1. Estimation error of the weighted and unweighted 

nonlinear coefficients 

Coefficients True value 
Estimation error (%) 

Unweighted  Weighted 

 -500kN/m3 23.38 4.02 

 100kN/m3 48.1 13.58 

 3 MN/m3 22.32 1.09 

 -0,2 MN/m3 407.22 0.79 

 4 MN/m3 18.72 27.4 
 

  

 

 

 

 

 

Fig. 2. Unconditioned and conditioned FRFs 

3. Concluding Remarks  

The OBCRP method has been successfully applied to a nonlinear lumped-mass model problem in 

a simulation. Based on the state estimation and input design, the nonlinear coefficients are calculated 

using the spectral estimation techniques of the OBCRP method. To reduce the distortion due to 

imaginary parts, the nonlinear coefficients are subjected to a novel weighting scheme. The FRF of the 

ULM is then successfully recovered by the OBCRP method, It furthermore accurately parameterizes 

the nonlinearities within the model. Validation of the method on an experimental setup is in prospect.  
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Abstract: The periodic generalized harmonic wavelet (PGHW) method is used to analyze the 
response of nonlinear dynamic systems with seismic excitation. This excitation is a non-
stationary stochastic process with non-uniform modulation. The nonlinear term of the system 
is a typical cubic nonlinear term. First, the theoretical background of PGHW is briefly intro-

duced, and the relationship between the power spectral density (PSD) of the stochastic pro-
cess and the corresponding wavelet coefficients is given. Then, a set of algebraic equations 
for solving the wavelet coefficients can be obtained by using the Wavelet-Galerkin method. 
The Quasi-Newton method is used to solve these equations. It is more efficient than the New-
ton method because it does not require the calculation of complex Jacobian matrices. Then, 
the displacement and estimated power spectral density (EPSD) of the response can be ob-
tained by using the wavelet coefficients. In the numerical example, the ode45 and Monte Car-
lo methods are used to verify the correctness of the results. 

Keywords: nonlinear dynamic system, stochastic process, wavelet method, Quasi-Newton method, 
frequency domain 

1. Introduction  

The wavelet analysis is first proposed in 1980s [1]. Based on wavelet theory, harmonic wavelet 
(HW) [2], generalized harmonic wavelet (GHW) [3], periodic generalized harmonic wavelet (PGHW) 
[4] are proposed. The PGHW is a good method to deal with the vibration signals with limited duration 
in the engineering field. The main composition of Fourier transform is sinusoids of different frequen-
cies, and the main composition of wavelet transform is wavelets of different scales and positions. 

2. Results and Discussion  

The Wavelet-Galerkin method is used to deal with the dynamic equation of the nonlinear system. 
Then, a set of algebraic equations for solving the wavelet coefficients can be obtained. The Quasi-
Newton method is used to solve these equations. It approximates the Jacobian matrix by using the 

difference quotient, DFP and BFGS algorithms which simplifies the calculation process. Then, the 

displacement of response ( )x t  can be obtained and shown in Fig. 1.  
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Fig. 1. The displacement of ( )x t  

From Fig. 1 we can see that the results by using Newton and Quasi-Newton methods are con-
sistent. But the total time required for the Newton method is 327s, for the Quasi-Newton method 67s. 
Thus, the Quasi-Newton method is five times faster than the Newton method.  

For the stochastic excitations (Nsample=200), the surface and contour of the response EPSD can 
be obtained and shown in Fig. 2. They all show the consistency of the results.  

 

Fig. 2. The surface and contour of the response EPSD 

 

3. Concluding Remarks 

The displacement and EPSD of the responses can be obtained by using the PGHW. The Quasi-
Newton method is used to solve those algebraic equations, which is more efficient than the Newton 
method. 
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Abstract: The dynamic response of a Euler-Bernoulli beam with uniform cross-section rest-

ing on a nonlinear elastic foundation under a moving load is obtained by means of the Opti-

mal Auxiliary Functions Method (OAFM). The Galerkin method is applied to discretize the 

nonlinear partial differential governing equation of the forced vibration and then the OAFM is 

employed to investigate the nonlinear behavior. This new approach provides a simple but rig-

orous technique to control the convergence of the solutions, which proved to be very efficient 

in this kind of problems. 

Keywords: moving load, nonlinear vibration, Euler-Bernoulli beam, OAFM 

1. Introduction 

The problems related to moving loads on nonlinear foundations are very common for mechanical 

structures such as railway equipment, vehicle-bridge interaction, pipelines transversally supported, 

power transmissions. Many studies can be found on this domain. Mustafa et al. [1] studied the vibra-

tion of an axially moving beam traveling axially on a curved frictionless foundation with nonlinear 

elastic characteristics. The effects of a speed-dependent tension and a tension dependent speed with 

the inhomogeneous boundary conditions arising from Kelvin viscoelastic constitutive relations are 

taken into account by Tang and Ma [2]. The traveling wave modes are investigated for axially moving 

string and beam by Lu et al. [3]. Ri et al. [4] proposed a forced vibration model of composite beams 

under the action of periodic excitation force considering geometric nonlinearity. In this paper, the 

dynamic response of simply-supported Euler-Bernoulli beam on nonlinear elastic foundation under a 

moving load is investigated by means of a new approach, using the Optimal Auxiliary Functions 

Method (OAFM) [5].  

2. Results and Discussion 

A simply supported beam-type structure of length L, moment of inertia I, cross-sectional area A 

and modulus of elasticity E resting on nonlinear Winkler foundation is considered. Using Hamilton’s 

principle and considering Euler-Bernoulli beam theory, the differential governing equation is derived 

as 

 

)(),("),(),(

),(

),('1

),(),(

02
3

31

22

2

2

2

tvxFtxWKtxWKtxWK

txWP

txW

txWEI

dx

d

td

txWd
A























 (1) 

Assuming a three-mode approach one obtains 
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and applying the Galerkin method we have 
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After introducing some dimensionless parameters, one obtains the nondimensional nonlinear dif-

ferential equation  
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Following the same procedure, similar nonlinear equations are obtained for q2 and q3. 

The initial conditions for the vibration of the considered simply supported Euler-Bernoulli beam 

based on the triple-mode assumption are 

 0)0()0()0(,)0(,)0(,)0( 321332211  qqqAqAqAq   (1) 

At this stage, the Optimal Auxiliary Function Method is applied to obtain analytical approximate 

solution of the form 

 233032220212101 ;; qqqqqqqqq   (1) 

where the initial approximations and the first-order approximations can be determined from the spe-

cific linear equations according to OHAM procedure, while the natural frequencies of every mode of 

vibration are determined by avoiding secular terms. Every term of the first-order approximation con-

tains a set of so-called convergence-control parameters, whose values are optimally determined by 

rigorous procedure. 
 

3. Concluding Remarks 

The Optimal Auxiliary Functions Method was applied to comprehensively investigate the nonlinear 

behaviour of a simply-supported Euler-Bernoulli beam on nonlinear elastic foundation under a mov-

ing load. The capabilities of OAFM were successfully tested on a very complex problem, which does 

not have exact solutions and it is very difficult to be solved by traditional methods. Highly accurate 

explicit analytical solutions are obtained by the proposed technique, which proves its applicability in 

investigating systems of strongly nonlinear differential equations in the absence of small parameters. 
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Abstract: In this work we investigate the nonlinear thermomechanical vibrations of a func-

tionally graded beam on Winkler-Pasternak elastic foundation. Using von Karman geometric 

nonlinearity, we obtain a forced nonlinear differential equation with quadratic and cubic non-

linear terms. The accuracy of the analytical results obtained by means of the Optimal Auxilia-

ry Functions Method is proved by numerical simulations developed in order to validate the 

proposed procedure. 

Keywords: Nonlinear vibration, functionally graded beam, Winkler-Pasternak foundation 

1. Introduction 

Functionally graded materials (FGM) have a wide range of applications in various fields of engineer-

ing like automotive, semiconductor industry, manufacturing industry, aerospace or defence industry. 

Many researchers have investigated different aspects of FGM. Nguyen and Bui [1] formulated a 

higher-order beam element for dynamic analysis of FGM Timoshenko beams. Soncco et al [2] uti-

lized higher-order nodal-spectral interpolation functions to approximate the field variables minimiz-

ing the locking problem. Finite element model based on third order efficient lager-wire theory for 

smart FGM beam has been presented by Yasin et al [3]. 

In this paper we apply the Optimal Auxiliary Functions Method (OAFM) [4] to investigate dynamic 

behaviour of a functionally graded beam (FGB) on a Winkler-Pasternak foundation subjected to a 

moving force.  

2. Results and Discussion  

The functionally graded beam under investigation in this study is presented in figure 1. 

 

 

Fig. 1. Schematic of the FGB with nonlinear foundation 

The functionally graded beam having the length L, the width b and the thickness h is resting on an 

elastic foundation of Winkler-Pasternak type and is subject to an axial force P and an axially moving 

force F. The mechanical properties of FGB can be varied as a power function  
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where subscript 1 and 2 denote the top and bottom surface. Based on Euler-Bernoulli theory, we have 
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Taking into consideration the curvature of the beam, the axial coupling and bending stiffness, the 

resultant force and thermal momentum, the axial force, as well as the reaction of the elastic Winkler-

Pasternak foundation, the governing nonlinear thermomechanical vibration equation of FGM is  
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where the dot and the prime denote derivative with respect to time and with respect to the variable x, 

respectively. After introducing dimensionless parameters and using Galerkin method, we have 
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Further, after simple manipulations one obtains 
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with the corresponding initial conditions 

 0)0()0()0(,)0(,)0(,)0( 321321  TTTCTBTAT   (6) 

 At this stage, the Optimal Auxiliary Functions Method (OAFM) is employed to obtain explicit ana-

lytical solutions to (5)-(6), which are in excellent agreement with the numerical integration results.  

3. Concluding Remarks 

The nonlinear behaviour of the considered functionally graded beam on Winkler-Pasternak founda-

tion was comprehensively investigated by means of an efficient analytical technique, namely the 

Optimal Auxiliary Functions Method which proved to be very effective and accurate in solving this 

kind of problems.  
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Abstract: In theoretical ecology, models describing the spatial dispersal and the temporal 

evolution of species having non-overlapping generations are often based on integrodifference 

equations. For various such applications the environment has an aperiodic influence on the 

modelsleading to nonautonomous integrodifference equations. In order to capture their long-

term behaviour comprehensively, both pullback and forward attractors, as well as forward 

limit sets are constructed for general infinite-dimensional nonautonomous dynamical systems 

indiscrete time. While the theory of pullback attractors, but not their application to 

integrodifference equations, is meanwhile well-established, the present novel approach is 

needed inorder to understand their future behaviour. 

Keywords: pullback attractor, forward attractor, forward limit set, nonautonomous difference equa-

tion, integrodifference equation 

1. Introduction 

Integrodifference equations (IDEs) occur as temporal discretisations of integrodifferential equations 

or as time-1-maps of evolutionary differential equations. We are interested in their iterates from a 

dynamical systems perspective, especially the long term behaviour of recursions based on a fixed 

nonlinear integral operator. In applications, the iterates for instance represent the spatial distribution 

of interacting species over a habitat. 

2. Results and Discussion 

One of the central questions in this paper is the existence and structure of an attractor. These invar-

iant and compact sets attract bounded subsets of an ambient state space and fully capture the asymp-

totics of an autonomous dynamical system [4]. Extending this situation, the first main part of this 

paper is devoted to general nonautonomous difference equations in complete metric spaces. In 

particular, only a combination of several attractor notions yields the full picture: 

 Pullback attractors [2, 5, 8, 10] are compact, invariant nonautonomous sets which attract all 

bounded sets from the past. As fixed target problem, they are based on previous information, at 

a fixed time from increasingly earlier initial times. Consisting of bounded entire solutions to a 

nonautonomous system [10], a pullback attractor can be seen as an extension of the global 

attractor to nonautonomous problems and apparently captures the essential dynamics to a 

certain point. However, pullback attractors reflect the past rather than the future of systems [7]. 

 Forward attractors [8] are also compact and invariant nonautonomous sets. This concept 

depends on information from the future and given a fixed initial time, the actual time increases 

beyond all bounds. Forward attractors are not unique, independent of pullback attractors, but 
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often do not exist. Nevertheless, we will describe forward attractors using a pullback 

construction, even though this has the disadvantage that information on the system over the 

entire time axis of integers is required. 

 Forward limit sets is also a concept related to the information from the future. They correctly 

describe the asymptotic behaviour of all forward solutions to a nonautonomous difference 

equation [6]. These limit sets have forward attraction properties, but different from pullback 

and forward attractors, they are not invariant and constitute a single compact set, rather than a 

nonautonomous set. Nonetheless, asymptotic forms of positive and negative invariance do hold. 

 

The initial construction of forward attractors and forward limit sets in [6] requires a locally 

compact state space, but recent continuous-time results in [3], which extend these to infinite-

dimensional dynamical systems, will be transferred here. 

For the second purpose, the above abstract setting allows concrete applications to a particularly 

interesting class of infinite-dimensional dynamical systems in discrete time, namely IDEs. We 

provide sufficient criteria for the existence of the above-mentioned notions of various IDEs. In 

particular, we illustrate the above theoretical results by studying pullback attractors and forward limit 

sets. 
More complicated equations and the behaviour of attractors under spatial discretisation will be 

tackled in future papers. 
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Abstract: A set of relationships is derived allowing the characterization of the stochastic re-
sponse of an offshore pile subject to the combined Morison force arising from a gaussian uni-
directional stationary velocity flow and its acceleration. This equation contains a nonlinear 
term on the velocity and a linear term on the acceleration. The input stochastic processes, that 
is, the velocity and acceleration arise from a turbulent marine medium with current.  

The set of relationships are established using polynomial transformations of the stochastic 
processes in the Morison equation and represent a link between the known statistical moments 
and power spectral density of the velocity and acceleration process and those of the response. 
The expressions allow the consideration of bending moment and shear force as responses in a 
straightforward fashion.  

The information provided by these relationships is then applied to further study the character-
istics of the response. The statistical moments are used to obtain the maximum entropy esti-
mation of the probability density function of the response. Some connections between the 
asymmetry of the response and the statistical properties of the inputs can be established, with 
the main advantage of not requiring the time-consuming Monte-Carlo approach. The present 
analysis is restricted to up to the fourth moment but can be easily expanded.  

Finally, the transformations of the covariance function allow the calculation of the power 
spectral density of the response. This information is used to estimate the extreme value distri-
bution of the response by means of the theory of translated Gaussian processes. 

Keywords: non-gaussian process, extreme value distribution, random field, maximum entro-
py distribution, translated gaussian process    
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Approach to Nonlinear Dynamics of the Industrial City's             

Chaotic Atmospheric Ventilation 
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Abstract: The paper is devoted to development of an advanced mathematical approach  to 

analysis, modelling and forecasting a chaotic dynamics of  industrial city’s atmospheric 

ventilation on the basis of compex geophysical plane field and difernetial equations methods. 

New advanced version of the Arakawa-Schubert convection model and modified 

hydrodynamical prediction  models  are presented. The methods of a plane complex field and 

spectral expansion algorithms are applied to calculate the air circulation for the cloud layer 

arrays, penetrating into the territory of the industrial city. The results of the PC simulation ex-

periments for an chaotic air ventilation and a chaotic heat transfer in atmosphere of industrial 

city, including the data of modelling ventilation (meso-circulation) parameters  over Gdansk 

(Poland) region are presented.  

Keywords: nonlinear dynamics, atmospheric ventilation, complex field, differential equations 

1. Introduction. Nonlinear Dynamics of Atmospheric Ventilation 

Investigation of regular and chaotic energy-, heat-, mass-transfer in continuous mediums and sys-

tems is very actual and complex problems of the modern physics of dynamical systems, computation-

al hydrodynamics etc. At present time one could remind about different simplified models that allow 

to estimate a structure of chaotic air ventilation in an atmosphere.  However, these approaches are 

based on the classical laws of molecular diffusion, as well as the known regression relations models 

(e.g. [1]) with known disadvantages. More sophisticated approaches such as different versions of the 

Lagrangian particle dispersion models etc provide significantly more accurate results, however, such 

approaches require very complicated simulation [2]. Here a novel approach  to analysis, modelling 

and forecasting a chaotic dynamics of  industrial city’s atmospheric ventilation is presented  Sketch 

for air ventilation between a city and its periphery in a presence of atmosphere convection is in Fig 1. 
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Fig. 1.  Sketch for air ventilation between a city and its periphery in a presence of atmosphere clouds convection 
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2. Model of Nonlinear Dynamics, Results and Discussion 

The Arakawa-Schubert model includes the budget equations for mass, moist static energy, total 

water content plus the equations of motion [1,2]. In the case of air ventilation emergence, mass 

balance equation in the convective thermalsis as follows [13]:  
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Here  is a velocity of involvement, mB() is an air mass flux, K(, ’) is the integral equation kernel, 

which determines the dynamical interaction between the neighbours clouds;  is parameter which 

determines disbalance of cloud work due to the return of part of the cloud energy to the organization 

of a wind field in their vicinity. The solution of Eq. (1) is determined by a resolvent method [1,2]:  

                                          
 +=
max

0

,);,()()()(



 dsssFFmB

       



=

− =
1

1 ),();,(
i

i

i sKs 
           (2) 

The key idea [2] is to determine the resolvent as an expansion to the Laurent series in a complex 

plane . Its centre coincides with the centre of the city’s “heating” island and the internal cycle with 

the city’s periphery. The external cycle can be moved beyond limits of the urban recreation zone. The 

Laurent representation for resolventis provided by the standard expansion:  
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where a is center of the series convergence. The method for calculating a turbulence spectra inside 

the urban zone should be based on the standard tensor equations of turbulent tensions (e.g. [1,11]).  

The velocity components, say, vx,vy, of an air flux over the city area are computed in an 

approximation of “shallow water”.  The necessary solution for vx-ivy component for the city’s heat 

island has a form of expansion into series on the Bessel functions. From the other side, the velocity of 

an air flux over city’s peripheryin a case of convective instability can be found by method of a plane 

complex field theory in a full analogy with the known Karman vortices chain model [1]. The results 

of modeling and forecasting [3] the air ventilation parameters for different synoptic situations in the 

Gdansk (Poland) region are presented. The detailed data about a current function and a velocity 

potential are listed.  

3. Concluding Remarks 

To conclude, a new approach to modelling an air ventilation and turbulence in the urban area is 

developed. The computational data on air ventilation for the typical situations in the Gdansk (Poland) 

region are presented. New version of the Arakawa-Schubert convection model and modified 

hydrodynamical prediction  models are developed.  The methods of a plane complex field and 

spectral expansion algorithms are applied to calculate the amopsheric  circulation prameters.  
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Abstract: This paper addresses the problem of a dynamically asymmetric balanced sphere 
rolling on a plane performing horizontal periodic oscillations. It is shown that, in the absence 
of gyrostatic momentum, the system admits additional integrals of motion. It is shown that the 
system under consideration has no steady-state solutions which exist in the unperturbed prob-
lem (in the absence of the plane’s oscillations). The rolling of the sphere along a straight line 
can occur only in the direction of the plane’s oscillations. In this case, the angular velocity 
vector of the sphere lies in the horizontal plane and is perpendicular to the direction of the 
plane’s oscillations. Special attention is given to the problem of the controlled motion of the 
sphere by means of the variable gyrostatic momentum. Algorithms for controlling the motion 
of the sphere are constructed to make it rotate about the vertical and to make it move in a 
straight line with constant velocity relative to the moving and absolute coordinate systems. 

Keywords: Chaplygin sphere, vibrating plane, nonholonomic constraint, permanent rotations, control 

1. Introduction  
The problem of the rolling of a dynamically asymmetric balanced sphere (the Chaplygin sphere) is 
one of the classical problems of nonholonomic mechanics, which was first posed and investigated in 
the work of S.A. Chaplygin [1]. Chaplygin obtained equations of motion of the sphere and integrated 
them by quadratures. Later, further inquiry into this problem was carried out in [2-4], in particular, a 
bifurcation analysis was performed, the trajectories of the sphere in absolute space were classified etc. 
This paper deals with the dynamics and control of the Chaplygin sphere moving on a plane perform-
ing periodic horizontal oscillations. The problems of controlling the motion of spherical bodies with 
internal propulsion devices (spherical robots) are of much current interest due to the development of 
robotics. In particular, in [5,6], proofs are given of the complete controllability of the system by 
means of three rotors, and control torques are presented for cases of motion along various trajectories, 
including the case where the motion occurs with friction. In [7], the dynamics and control of a spheri-
cal robot using two internal rotors is investigated. The dynamics of rigid bodies on a vibrating plane is 
another developing direction of research. For example, the dynamics of a wobblestone on a vibrating 
plane with friction is investigated in [8]. Among publications on the dynamics of spherical bodies we 
mention [9], where the dynamics of the sphere on the surface of complex form performing vibrations 
is modeled. Ref. [10] investigates the stability and addresses the problems of stabilizing the spin of 
the sphere with an axisymmetric pendulum rolling on a plane performing vertical vibration.  

2. Results and Discussion 
This paper considers the rolling of a dynamically asymmetric balanced sphere of mass m  and ra-

dius   on a horizontal plane. It is assumed that the motion of the sphere occurs without slipping and 
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that the supporting plane performs horizontal periodic oscillations with velocity t 
 
The oscilla-

tions of the plane are directed along a fixed vector . We also assume that the sphere has gyrostats 
placed inside it, which do not change the position of the center of mass of the sphere, but generate  
gyrostatic momentum k , which can be used to control the motion of the sphere.  

The equations of motion of the Chaplygin sphere on the vibrating plane have the form 
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where  2
1 2 3), diag( , , )m i i i    I I I       is the central tensor of inertia of the 

sphere,   is its angular velocity, c cx y  are the coordinates of the point of contact, and      are 
the projections of the unit vectors of the fixed coordinate system onto the axes of the moving coordi-
nate system attached to the sphere. 

In this paper we show that, in the case of a sphere moving on a plane performing horizontal oscil-
lations, free rolling motion in a straight line is possible only in the direction of oscillations, and the 
angular velocity of rotation of the sphere is horizontal and perpendicular to the direction of the 
plane’s oscillations.  

In this paper we also address the problem of controlling the motion of the sphere on a moving 
plane. In particular, we consider a number of problems of stabilizing the motion of the sphere by 
means of gyrostatic momentum k  both relative to the oscillating plane and relative to the absolute 
coordinate system. We have obtained algorithms enabling vertical rotation and uniform motion of the 
sphere along a straight line relative to the moving and absolute coordinate systems. The study of these 
problems is motivated by the practical interest in the stabilization of the motion of a spherical robot 
on a moving plane (for example, inside a moving vehicle). 
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Abstract: Nonlinear chaotic dynamics of the chaotic laser diodes with an additional optical 

injection  is computed within rate equations model, based on the a set of rate equations for the 

slave laser electric complex amplitude and carrier density. To calculate the system dynamics 

in a chaotic regime the known chaos theory and non-linear analysis methods such as a 

correlation integral algorithm, the Lyapunov’s exponents and  Kolmogorov entropy analysis 

are used. There are listed the data of computing dynamical and topological invariants such as 

the correlation, embedding and Kaplan-Yorke dimensions, Lyapunov’s exponents, 

Kolmogorov entropy etc. New data on topological and dynamical invariants are computed and 

firstly presented. It has been developed an effective tenporal evolutionary dynamics 

prediction model.   

Keywords: chaotic dynamics, laser diodes, dynamical and topological invariants 

1. Introduction. Nonlinear Dynamics of Chaotic Laser Diodes 

The elements of chaotic dynamics in different laser systems and devices, including semiconductor 

lasers, laser diodes, resonators etc  are of a great importance and interest because of their potential 

applications in laser physics and quantum electronics, optical secure communications and 

cryptography, and many others. At the same time, the laser’s relaxation oscillation limits the 

bandwidth of chaotic light emitted from a laser diode and similar devices with single optical injection 

or feedback. This circumstance as well as a general interest to new theoretical dynamics phenomena 

make necessary the further studying and improvement the main features of the optical chaos 

communications. In Ref. [1] the authors experimentally and numerically demonstrate the route to 

band width enhanced chaos in a chaotic laser diode with an additional optical injection; they  used the 

own unique experimental setup, which includes a  distributed feedback (DFB) laser with a 4 m fiber 

ring feedback cavity  (the slave laser) and the other solitary DFB laser as an injection laser (the master 

laser) to enlarge the bandwidth of the chaotic laser (see detailed description in Ref. [1]). The concrete 

technological characteristics are as follows: slave laser is  biased at 28.0 mA (1.27 times threshold), 

and its wavelength is  stabilized at 1553.8 nm with 0.3 nm linewidth (at −20 dB) and a 35 dB side 

mode suppression ratio; respectively, the laser’s output power is  0.7 mW, and the relaxation 

frequency and modulation bandwidth were about 2 GHz and 5 GHz.  The original set of the chaotic 

states before optical injection is  obtained with −6.1 dB optical feedback (the feedback injection 

strength with a scale of the solitary slave laser’s power). In this paper it has been presented the 

detailed numerical analysis, modelling and forecasting nonlinear dynamics of the chaotic laser diode 

with an additional optical injection and characteristic dynamical and topological invariants are 

computed.   
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2. Results and Discussion 

The dynamics of the system can be described by a set of rate equations for the slave laser electric 

complex amplitude F and carrier density n, correspondingly and is represented as follows:  
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where kf and kj denote the feedback and injection strength, the amplitude of injection laser |Fj | is equal 

to that of the solitary slave laser, and =j−s is the  detuning between the injection and the slave 

lasers.  The feedback delay =20ns is chosen according to [1]. As the input data for the solving the 

rate equations system the numerical values of the parameters have been used as: transparency carrier 

density  n0=0.455106 m−3, threshold current ithr =22 mA, differential gain g=1.41410-3 µm3ns-1 , the 

carrier lifetime N=2.5 ns, photon lifetime p=1.17ps, round-trip time in laser intracavity i=7.38 ps, 

the linewidth enhancement factor β=5.0, gain saturation parameter =510-3 µm3and active layer 

volume V=324m3; the  simulated slave laser is biased at 1.7ithr with 5.2 GHz modulation bandwidth.  

Under kj=0, growth of the parameter kf results in a period-doubling bifurcation route to chaos, fol-

lowed by a reversed route out of chaos. A chaos is realized in the region ~0.04–0.16 of kf and band-

widths are ~4.0–6.2 GHz. The rate equations system is numerically solved and the corresponding time 

series for amplitude and density are obtained. Computational processing allows to receive the follow-

ing values of the correlation dimension d2, the Kaplan-York attractor dimension (dL), the Lyapunov’s 

exponents (i), Kolmogorov entropy (Kentr),  the Gottwald-Melbourne parameter (look Table 1).   

Tab. 1. Correlation dimension d2, Lyapunov’s exponents (i, i=1,2),  Kaplan-York attractor dimension (dL),  

Kolmogorov entropy (Kentr),  Gottwald-Melbourne  parameter KGW 

d2 1 2 dL Kentr KGW 

2.94 0.358 0.096 2.80 0.454 0.94 

3. Concluding Remarks 

To conlcude, it is presented the numerical analysis, modelling and forecasting nonlinear dynamics 

of the chaotic laser diode with an additional optical injection. There are listed the advanced numerical 

data on the topological and dynamical invariants (correlation, Kaplan-York dimensions,  Lyapunov’s 

exponents etc) of  chaotic dynamics for the semiconductor laser and optical resonator systems. 
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Abstract: Water management strategies for water quality and availability at different popula-

tion/weather/economic scenarios are considered. Different compartmental model of the water 

transfer between the atmosphere, surface waters, soils, groundwater to the consumer have 

been studied on the data available for several regions of the Ukraine. It is shown; different 

models predict similar non-linear dynamics with possible bifurcations between the probable 

trajectories depending on the population growth/death/migration rates, meteorological condi-

tions at the global climate changes, and economic development of the region. Stability and 

controllability of the systems on a set of the control functions is studied. The multiscale sam-

ple entropy (MSE) approach has been used for estimation of the irregularity and stochasticity 

of different scenario curves. It is shown, the MSE value measured on the available experi-

mental data can be a good predictor of the best control strategy for water management when 

the behaviour of the dynamical system correspond to the self-restoration processes proper to a 

closed ecosystem.  

Keywords: ecosystems, data analyses, nonlinear dynamics, mathematical modelling, stability and 

controllability 

1. Introduction 

 Drinking water quality of and availability, as well as the self-restoration abilities of ecosystems 

especially at the urban areas are important and difficult problems especially at the conditions of glob-

al climate change [1]. Recently the system dynamics approaches have become the most promising for 

quantitative estimations of possible future scenarios at given sets of model parameters proper to dif-

ferent ecosystems [2, 3]. The water dynamics in such systems can demonstrate chaotic dynamics [4]. 

In this study the scenarios with deterministic/chaotic dynamics, bifurcations, stability and controlla-

bility of the ecosystem dynamics are considered for the water management on urban territories with 

given distribution of the pollution sites, soils, ground and surface waters, etc.  

2. Results and Discussion 

 An ecological system can be studied on the compartmental models with different contents of 

water, mineral/organic components and pollutions (Fig.1a).  Such models are based on the equations 

of balance between the water sources and its use in manufacture, agriculture, domestic area of given 

relatively closed areas. The domestic water sector, as the main consumer of water, is expanding due 

to population growth, which in turn is a function of several variables, including birth rate (b), death 

rate (d), and migration rate (m) that could also be functions of time. The balance equation is [1-4] 

( )  (b+m-d) ( )N t N t ,        (1) 
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where N(t) is the population;  time t is determined in months or years; ()  is the time derivative; b,m 

and d are birth, migration and death rate coefficients for the region studied. 
 

 
 

a b 

Fig. 1. Compartments of the ecological system (a) and dynamical curves GW(P) (b) 

The water available W(t)  is determined by the balance between water sources and sinks  

1 2 3 4 5
,– –W t k SW t k GW t k CW t k U t k LW t   (2) 

where SW and GW(t) are the surface and ground water, CW is controlled water saved due water 

economy, UW is the general used water (in industry, agriculture, domestic, etc.), LW is the lost water. 

The coefficients 
1 5

( )k t  are known from statistical reports 

Other equations are hydrologic water balance in the region, efficient changes in the groundwater 

potential and precipitation dynamics [1-4] 

 – – ,
in out pw uw sw r vp pl
Q t Q t Q t Q t Q t Q t Q t Q t    (3) 

where 
pw
Q , 

uw
Q , 

sw
Q , 

r
Q , 

vp
Q , 

pl
Q  are percolated water, ground, surface, returned,  evaporated 

and absorbed waters that calculated on table data with specific coefficients.  

       A set of trajectories of  the dynamical system (1)-(3) with additional equations computed on data 

for Kharkov region with different future scenarios is presented in Fig.1b.  It is shown, different levels 

of non-dimensional precipitation (P°) could result in the same level of the groundwater (GW°) and, 

thus, in the amount of drinking water available. Non-linear dynamics, bifurcations and control have 

been studied based on the multiscale sample entropy (MSE) approach.  

3. Concluding Remarks 

Based on the systems dynamics approach modeling the nonlinear dynamics with possible chaotic 

behaviour in water management and drinking water availability at different scenarios in the pupula-

tion, climate and economic development of a region is shown. The multiscale sample entropy value is 

proven to be a good predictor of the optimal strategy for water management when the behaviour of 

the dynamical system correspond to the self-restoration processes proper to a closed ecosystem. 
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Abstract: In this study we focus on particle imperfections and simplification of processes and 

phenomena to their direct and/or indirect influence on the dynamics of granular matter. This 

has significant meaning where one may use the Discrete Element Method (DEM) for large 

scale computations as well as for tiny particles, i.e. particles having ultrafine dimensions. Par-

ticularly, we assess how particle size distribution (PSD), frictional forms of particle-particle 

collisions and Van der Walls and liquid cohesive forces, shape the particle motions. We show 

how neglection of above features influence on computations of particle positions and particle 

linear and angular velocities over time. 

Keywords: granular dynamics, DEM, fractional repulsive force, particle frictions, particle cohesions 

1. Introduction 

Discrete Element Method (DEM) [3] is one of most popular approach that model the dynamics of 

granular matter and/or granular flows. Every particle is distinguished as an individual object, where 

its motion and linear and angular velocities versus time are registered. In this approach particle-

particle and particle-wall interactions play the dominant role and many simplifications given in the 

modelling process could not reflect the real dynamics of particle motions. This unproper dynamics is 

highly visible in particles having very low dimensions – called fine or ultrafine particles, and for high 

particle concentrations in space where multiparticle collisions occur. In this study we show how 

simplifications in the mathematical modelling have strong influence on the dynamics particle mo-

tions, i.e. drastic changes of particle trajectories and particle velocities.  

 

2. Results and Discussion 

We assume population of particles where n indicates the total number of particles which one takes 

into account in computer simulations. Individual motion of centre-mass of particle “k” is described by 

the following system of ordinary differential equations: 

                                                                                (1) 

for particles moving individually, i.e. without particle-particle or particle-wall collisions and  

                                                     (2) 

taking into account particle-particle or/and particle-wall collisions. Symbolic meaning for above 

expressions one can find in [1,2]. 
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Let us show the first case, where variations of initial PSDs are taken into account. Fig. 1 shows the 

dynamics of emptying of a container filled by dry-pea particles. 

 

Experimental data: 4000 dry pea particles 

Hbed=26.8 cm 

Tdischarge=1.16 s ± 0.04 s 

Initial PSDs: Rosin-Rammler distribution 
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Fig. 1. Initial PSD and its influence on the discharge dynamics of pea particles from a container 

Note that small variations in d63 delays outflow of particles, i.e. prolongs the discharge time. Fig.2 

shows another scenario, i.e. the particle positions for friction and frictionless particle collisions. 

  

Fig. 2. The dynamics/screenshot of 500 ultrafine particles for t=1 s: left figure – friction-less particle colli-

sions; right figure – static/dynamic particle frictions 

Note that neglecting particle frictions one observes different particle motions. 

3. Concluding Remarks 

In this study we highlighted some particular aspects of DEM taking into account sensitivity anal-

ysis of variations in initial PSDs as well as friction/frictionless particle collisions having direct influ-

ence on the particle dynamics. Reflecting the real scenarios one should take into account preliminary 

assessment of processes and phenomena influencing to the dynamics of granular matter. 

Acknowledgment: The work was carried out as part of a research subvention under contact 
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of symmetries in hidden bifurcation routes 
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Abstract: Multiscroll chaotic attractors of a 3D autonomous Chua-like system with 

saturated function series are considered. The method used to reveal hidden bifurcation routes 

(HBR) depending upon two parameters p and q is similar to the method recently introduced 

for classical Chua multiscroll attractors. However, the HBR of the saturated function series 

system are characterized by the maximal range extension (MARE) of their attractors and the 

appearance order of the scrolls which presents interesting symmetries with respect to both pa-

rameters. The approximate value of MAREs depending upon both parameters are given. They 

are linked to the size of the scrolls. This allows to obtain the coding of the HBR without any 

numerical computation. 

Keywords: Hidden bifurcation, Multiscroll chaotic attractor, Saturated function series, Symmetry. 

1. Introduction 

Several methods have been proposed in the last three decades to generate multiscroll chaotic attrac-

tors due to their promising applications in various real-word technologies, like piecewise linear func-

tions and nonlinear modulating functions. In electronic circuits, step, hysteresis, and saturated circuits 

have been built for generating multidirectional multiscroll chaotic attractors. For all the multiscrolls 

already known, the number of scrolls (or spirals) is a fixed integer, which depends on one or more 

discrete parameters. Although the majority of such multiscroll generations are known for many years, 

it is only recently that they are studied under the scope of bifurcation theory. Menacer et al. [1] 

changed the paradigm of discrete parameters by introducing hidden bifurcations, generating mul-

tiscrolls in a family of systems possessing a continuous bifurcation parameter. Then, all the classical 

theories of dynamical systems and their powerful tools can be used for studying the multiscrolls. In 

this article, the focus is on the study of the symmetries of hidden bifurcation routes in the multiscroll 

chaotic attractors generated by saturated function series [2].  

2. Results and Discussion 

The following example of multiscroll chaotic attractor (1-2) is considered:  
 

  (1) 

 

with parameter values a = b = c = d1 = 0.7. The number n of scrolls (also denominated spirals in [1]) 

satisfies n = p + q + 2. 

524

https://orcid.org/0000-0003-0451-4255
%20%5b0000-0001-5305-3235
%20%5b0000-0003-1381-7418


 

  (2) 

 

Using the method defined in [1], bifurcation routes versus a continuous parameter  in which the 

number of spirals is increasing are revelled (Fig. 1). The maximal attractor range extension 

(MAREp,q) is the size of the x -projection of the considered attractor defined by parameter values p 

and q, when ε =1 and t → +∞. It is shown that MAREp,q = [-20 x (p+1), 20 x (q+1)], and bifurcation 

routes can be coded using a basic cell ([0, 20]{ε} /L) or ([−20, 0]{ε} /R) and some symmetry rules. 
. 

 

Fig. 1. The increasing number of spirals of system (1-2) modified following [1] according to increasing ε values, 
when p = 2 and q = 3, k = 10 and h = 20. (a): The first scroll between lies between 0 and 20 for ε = 0.42, (b): The 

second scroll on the left for ε = 0.6, (c): The third and the fourth scrolls: two left-right symmetrical for ε = 0.95. 

The horizontal axis is the x-axis, the vertical axis is the y-axis. 

 

Fig. 2. Symmetries of the hidden bifurcation routes : HBRp,q and MAREp,q, numerically computed (black) and 

inferred from symmetry rules (red). 

3. Concluding Remarks 

Hidden bifurcation routes in multiscroll chaotic attractors generated by saturated function series have 

been explored. These routes have interesting symmetries with respect to the two parameters allowing 

to obtain their coding using the new introduced tool (MAREp,q) without any numerical computation. 
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Abstract: The classical restricted three-body problem is investigated analytically on basis of 

the concept of forces center. In the introduced special non-inertial central reference frame, we 

obtained new differential equations of the classical restricted three-body problem. An invariant 

of the forces center have been established in this reference frame. The problem is divided into 

two subproblems – the triangular and the collinear restricted three-body problems. New analyt-

ical exact particular non-stationary solutions of these two subproblems are found out. 

Keywords: restricted three-body problem, libration points, non-inertial central reference frame, exact 

particular non-stationar solutions. 

1. Introduction  

The motion of small natural or artificial celestial body in the gravitational field of two primary bodies 

is well described by the mathematical model that is known as the restricted three-body problem [1-3]. 

Due to absence of a general solution in finite form, much aspects of the problem are studied by various 

qualitative and numerical methods. Search for new exact particular analytical solutions is actual except 

for those which are already known. In the present paper the classical restricted three-body is investi-

gated analytically with application of a new concept based on a notion of the forces center [3]. 

2. Results and Discussion 

We derived the differential equations of motion in the restricted three-body problem in a new special 

non-inertial central reference frame with the origin located at the forces center [4]. Masses of primary 

bodies are different. Based on properties of the new special non-inertial central reference frame, an 

invariant of the forces center in the restricted three-body problem is found out in analytical form. In the 

introduced special non-inertial central reference frame, the restricted three-body problem is divided into 

two different subproblems on the level of differential equations of motion [4,5]. The first one is the 

triangular restricted three-body problem when three bodies form triangle during all the time of their 

motion. The second one is the collinear restricted three-body problem when three bodies lie on the same 

straight line during all the time of their motion. A possibility of such separation of investigation in 

special non-inertial reference frame is provided by the invariant of the forces center obtained in this 

reference frame. 

      We obtained new exact analytical particular non-stationary planar solutions of differential equations 

of motion in the triangular circular restricted three-body problem in the form of isosceles triangle with 

variable height in the special non-inertial central reference frame [5]. The corresponding stationary 

solutions are well-known as the Lagrange triangular libration points. Note that obtained solutions coin-

cide with the corresponding formulas in the particular case of the symmetrical problem of two fixed 
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centers [2]. We also obtained the differential equations of motion of the triangular restricted three-body 

problem in the rotating special non-inertial central reference frame in the pulsating variables and the 

obtained solutions of the triangular problem are analyzed. 

       There have been derived differential equations of the collinear restricted three-body problem in the 

rotating non-inertial central refernce frame in pulsating variables [6]. We obtained three new differential 

equations of motion in the collinear restricted three-body problem, in three areas of possible location 

of the massless body, sationary solution of which corresponds to three well-known Euler libration 

points. We established new exact non-stationary particular analytical solutions of obtained three new 

differential equations of motion of the circular collinear restricted three-body problem. 

 

3. Concluding Remarks 

There have been obtained new exact particular analytical solutions of the planar circular restricted three-

body problem. These results generalize the well-known two stationary Lagrange solutions and three 

stationary Euler solutions onto new areas in form of non-stationary solutions. 
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Abstract 

Hurst exponent states one of the time series descriptors, allowing for the quantitative consid-
eration of the state of the randomness, persistence or anti-persistence mode. This parameter 
has been used, in various types of real dynamical systems e.g., in financial analyses, solar 
physics or astrophysical processes. In our work we apply Hurst exponent to the revealing of 
the scaling features of cosmic ray intensity and anisotropy measurements over the solar cycle 
24 (years 2007-2019). More precisely, using two different approaches: structure function and 
detrended fluctuation analysis methods we perform systematic calculation of Hurst exponent 
for selected physical parameters. Additionally solar, heliospheric and geomagnetic data are 
considered. Conducted analysis allows to identify periods with randomness and to obtain 
more complete picture of cosmic rays transport in the heliosphere and Earth magnetosphere 
throughout the solar cycle. 

Keywords: scaling properties of time series, Hurst exponent, structure function, detrended 
fluctuation analysis 

 

Introduction 

The concept of Hurst exponent has its origins in hydrology (Hurst, 1951), and from that time 
it has been increasingly used in other disciplines: in finances (e.g., Di Matteo, 2007), in bio-
medical time series (e.g., Ihlen, 2012), or space weather studies (e.g., Takalo and Timonen, 
1998; Wanliss, 2004; De Michelis et al., 2021; Alberti et al., 2021), as well as in solar activity 
predictions (e.g., Singh and Bhargawa, 2017). Moreover, using Hurst exponent (e.g., Ruzmai-
kin et al., 1994), revealed the stochastic character of the solar activity time profile. The Hurst 
exponent properties were used in the analysis of compound diffusion properties, i.e., when the 
particles are closely connected to the magnetic field lines and the perpendicular transport ori-
gins in the random walk (Kota and Jokipii, 2000). 

528



 

There are several techniques for the determination of H exponent from experimental data. In 
this paper, we use two approaches for establishing the Hurst exponent: the structure function 
and detrended fluctuation analysis methods. 

Here we apply the scaling techniques to analyze the Hurst exponents of the daily cosmic ray 
count rates data from neutron monitor stations around the world, amplitude and phase of the 
diurnal (24-hours) variation of cosmic rays intensity, solar, heliospheric and geomagnetic da-
ta.  

Results 

The Hurst exponent is evolving with the 11-year solar activity cycle with significant variabil-
ity for different cosmic ray parameters, as well as solar, heliospheric and geomagnetic data. 
Time series of the cosmic ray diurnal amplitude and phase evolve from the more persistent 
structure in and near the solar minimum to the more random character in and near the solar 
maximum. It is seen a transition from a weakly correlated structure near the solar minimum to 
uncorrelated near the solar maximum of solar cycle of heliospheric dynamics represented by 
cosmic ray diurnal variation. It is in agreement with the general configuration of the helio-
sphere, being more regular-structured near the solar minimum with the established heliospher-
ic magnetic field and more turbulent near the solar maximum. 
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Abstract: The work offers Brown’s model for enzyme-substrate interaction with distributed 

delay. The method of minimax parameter estimation is developed. The guaranteed mean-

square a posteriori error is presented in terms of minimal eigenvalue of the linear operator. An 

example of experimental data on electrochemical biosensor design is considered. 

Keywords: delayed differential equations, parameter estimation, minimax, enzyme-substrate interac-

tion, Brown’s model, Michaelis-Menten model 

1. Introduction 

In this paper, we offer the algorithm for finding minimax parameter estimation of Brown's model. 

In [1] such a minimax method was followed for finding parameter estimation of nonstationary  differ-

ential equations. Similar approaches were used for the building of prediction estimations  of the 

Gompertzian model's dynamics by Nakonechnyi O. et al [2], [3], recurrent neural networks [4], dif-

ferential equations in Hilbert space [5]. We consider the Brown's model 
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Theorem 1. We assume that exist value 2
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Then the following condition for the guaranteed mean-square a posteriori error is satisfied 
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Abstract: Exploiting the properties of chaotic systems and fractals is a field of great 

interest and attracted a lot of attention in the last decades as far as steganography and 

cryptography are concerned. Their dynamic and sensitive properties lead to numerous 

applications and research gradually increasing through the years. The exploration of 

the field and the proposed applications is the main purpose of this work, through an 

effort to classify the main directions and techniques. The wide spread of networking 

and vast amount of data circulating everyday through internet reveal opportunities and 

dangers as far as security is concerned. The opportunity arising for steganography is 

obvious allowing to select various channels to transmit information hidden in a varie-

ty of multimedia files. The most frequently used files for steganography are images as 

there are billions transmitted every day and as they efficiently provide the properties 

required for hiding information. The main goals of the field, presenting the role frac-

tals and chaos theory play, is robustness, tamper resistance, hiding capacity and per-

ceptual transparency.  

Keywords: Fractals, Steganography, Chaos, Information Hiding 

1. Introduction  

Privacy and Security is of high concern in general and of great importance in Information Systems. 

Cryptography and Steganography are the vital and fundamental methods in securing information in 

multiple ways (confidentiality, integrity, authentication, non-repudiation). Since the 5th century B.C. 

that Herodotus firstly annotates the use of wax tablets as a mean to conceal hidden messages many 

efforts has taken place to hide information in seemingly innocuous “vessels”. Nowadays, the wide 

spread of networking and vast amount of data circulating everyday through internet reveal opportuni-

ties and dangers as far as security is concerned. The opportunity arising for steganography is obvious 

allowing to select various channels to transmit information hidden in a variety of multimedia files. 

While classical cryptography is about concealing the content of messages, steganography is about 

concealing their existence (Anderson & Petitcolas, 1998). In digital era the hidden message is embed-

ded in some data, normally a multimedia file which is referred to as cover and the result is referred to 

as stego-file. A secret key referred to as stego-key is employed for the embedding and the correspond-

ing extraction process. Employing a cryptosystem before embedding has become familiar in ste-

ganography to enhance security. The main purpose of this work is to point out the techniques that are 

used in order to exploit fractals and chaos, the robustness and efficiency that is appeared as well as 

the security issues that arise and how these are handled.  
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2. Fractal techniques - Applications  

The techniques used more in fractal-based steganography vastly rely on the generation of cover 

images. In (Zhang, Hu, Wang, & Zhang, 2011) the authors use the Julia sets to create images based 

on the Escape Time Algorithm. (Thamizhchelvy & Geetha, 2014) use SHA-256 hash function for the 

text to be hidden before embedding in a fractal image produced with a stego-key as the initial state of 

the IFS (Iterated Function System) provided by a Fibonacci series initialized by a PRNG (Pseudo-

Random Number Generator). Some techniques involve fractal-based compression as well. In (Davern 

& Scott, 1996), fractal-based image compression techniques identify parts of the image that are most 

suited for data hiding. (Chang, Chiang, & Hsiao, 2005) employ fractal-based compression to a hidden 

image and embed it using a PRNG for the DCT (Discrete Cosine Transform) embedding.  

Chaotic maps are extensively used in cryptography exploiting their properties. Chaotic maps are 

found either as a method to encrypt data before embedding or, and mostly, as a source for randomiz-

ing the embedding process. In (Enayatifar, Mahmoudi, & Mirzaei, 2009) two logistic maps randomize 

the selection of the modified pixels in rows and columns, respectively. (Yu, Lifang and Zhao, Yao 

and Ni, Rongrong and Li, 2010) use the Adaptive LSB (Least Significant Bit) method shuffling the 

hidden data bits by a logistic map which parameters are produced by a GA (Genetic Algorithm) with 

PSNR (Peak signal-to-noise ratio) as the fitness function. (Singh & Siddiqui, 2012) proposed a DCT 

method, embedding in the middle band coefficients, using two sequences deriving from a logistic map 

to embed a logo image. In (Mishra, Ranjan Routray, & Kumar, 2012) the method uses modified 

Arnolds cat map to scramble the hidden image and employs LSB method achieving the best result for 

embedding data in one Bit Plane. (Parah, Ahad, Sheikh, & Bhat, 2017) scale up medical images to 

produce a cover for watermark and ERP (Electronic Patient Record) which are encrypted using a 

logistic map and an irritative exclusive-or implementation providing results for robustness of a meth-

od embedding in the second least significant bit of the produced cover image. (Gambhir & Mandal, 

2020) experiment with the efficiency of multicore processing for an LSB method using logistic map 

for the encryption of data before and after embedding. 

3. Results – Discussion  

The most familiar methods take place in the spatial domain altering, substituting or matching the LSB 

providing highest capacity (up to 4 LSBs can be used in each pixel’s color representation). Adaptive 

methods in the specific domain take advantages of the edge regions or in general Regions of Interest 

(ROI) which provide less perceivable stego-images. Other methods proposed are in the Transform 

domain, like DCT, DWT (Discrete Wavelet Transform) and so on, which offer higher robustness. 

PSNR is the main tool to measure the disruption of a cover image. The noise added to the cover im-

age directly affects its capacity as more information adds more noise. The capacity in most of the 

cases is evaluated. Moreover, there are methods generating the cover image from scratch, a familiar 

technique in fractal-based steganography in which the receiver’s keys include the process of the 

image generation. Thus, there is no need for obtaining the cover image, a technique also known as 

blind steganography. There is an obvious trade-off between capacity and robustness as well as the 

level of imperceptibility, making capacity and less perceivability valuable for steganography and 

robustness valuable for watermarking and fingerprinting. The lack of robust information about key 

space and the keys characteristics is a general problem. As proven, chaotic maps are extensively 

researched in steganography providing mainly the randomness needed either for encryption of the 

secret message or the selection of the pixels and coefficients corresponding to the spatial and the 

transform domain methods. Logistic map is the most studied map useful in producing random se-

quences and Arnold’s cat map is proposed secondly as a way to diffuse the pixels of a secret image 

taking advantage of the irritation which leads back to the initial image. Recently, research is enriched 

with more details of their experiments, entropy of colours, homogeneity, contrast etc. added up to the 
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well-known PSNR value as a metric for comparing the cover image with the stego-image. Spatial 

domain methods are much more prone to attacks, but they trade off the higher capacity they provide 

in comparison to the transform domain methods. 
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Abstract: This paper discusses the influence of the excitation amplitude on the transferred 

side-bands due to interaction between propagating shear waves and contact interfaces. Two 

cases of contact model are scrutinized using numerical tool based on Local Interaction Simu-

lation Approach (LISA), namely the frictional contact and piecewise elasticity change. It is 

shown for the first case that comparable values of amplitudes of the modulated pumping wave 

and the probing wave leads to the modulations transfer phenomenon. However, in the latter 

case, it is necessary for the amplitude of the modulated pumping wave to be larger than the 

one of the probing wave to observe a transfer of modulation. This work lays the foundation 

for further analysis, which will help to distinguish the input condition for monitoring the state 

of the structures using methods based on the shear wave modulation transfer.  

Keywords: Nonlinear Shear Wave, Friction, Piecewise Elasticity, LISA, L-G 

1. Introduction 
The structural evaluation techniques based on the nonlinear features of the propagating ultrasonic 

waves have recently received a lot of academic attention. It is known, that nonlinear sources can 

impact the propagating ultrasonic wave, generating high-order harmonics, side-bands (cross-

modulation), frequency shift or modulation transfer. The physical mechanism of these phenomena are 

different, and appropriate models need to be established to facilitate in-depth understanding of the 

experimentally observed dependences, e.g. between the wave amplitude and the modulation transfer 

intensity.  
In this paper, a particular case of the modulation transfer phenomenon for shear horizontal (SH) 

waves is analysed using the Local Interaction Simulation Approach (LISA) framework. Two crack 

surfaces contact models are considered, the Coulomb friction model and the nonclassical piecewise 

elastic model [1]. For the latter, a piecewise stress-strain relation with stiffness reduction is assumed. 

A parametric study is conducted to check the influence of the excitation amplitude on the modulation 

transfer, due to nonlinear interaction of the shear waves and contact interfaces. 

2. Results and Discussion 
The results from two numerical models based are presented in Fig. 1. The top and bottom one corre-

sponds to the implemented Coulomb friction model and a local piecewise elastic nonlinearity model, 

respectively. To observe the modulation transfer, the pumping and probing waves are excited simul-
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taneously by a displacement uniformly distributed over the thickness of the plate. For both numerical 

cases, the pumping wave is a high frequency amplitude modulated acoustic wave with the carrier 

frequency f1 = 490 kHz and the modulation frequency fm = 21 kHz [2]. The probing wave is a mono-

harmonic wave with the frequency f2 = 85 kHz. A parametric study was performed to investigate the 

influence of the amplitude ratio on the manifested modulation transfer. The results presented in Fig.1 

correspond to the displacement excitation amplitudes of the pumping and probing waves both equal to 

1 µm for Coulomb friction model; and respectively 1 µm and 0.2 µm for the piecewise elastic crack 

model.  

 
Fig. 1. Numerical results obtained from SH-LISA in frequency domain for intact and damaged structures for 

Coulomb friction model (top) and nonclassical local elastic nonlinearity (bottom). 

Regardless of the chosen excitation amplitudes, for both models of the crack, in the frequency 

spectrum of results, it is possible to identify the modulation transfer sidebands (f2± fm), the odd higher 

harmonics (2n+1) f1 and (2n+1) f2, and the mixed terms responsible for the generation of sidebands 

around the frequency f1±2 f2. Also, for the classical friction model, the modulation transfer is always 

present. In contrast, for the assumed piecewise elastic model of the crack, the amplitude of the excited 

pumping wave had to be chosen as at least five times greater than the probing wave to observe a 

significant modulation transfer. 

3. Concluding Remarks  
In this work, the impact of the crack models and amplitude of the excitation on the frequency charac-

teristics of guided SH waves is investigated. The simulation results show that the modulation transfer 

from the high frequency pumping wave to the probing wave can be observed for both implemented 

crack models. However, the intensity of this phenomenon is amplitude dependent and requires further 

research.  
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Abstract: Presented paper investigates the modulation transfer observed for the propagating 
shear wave due to the interaction with the nonlinear frictional contact interfaces. The analyti-
cal results based on the Harmonic Balance expansion, are compared with a numerical ap-
proach based on the Local Interaction Simulation Approach (LISA). In the scrutinized case, 

two source shear wave excitations are considered. First referred as probing wave is a single 
frequency sine wave, and a second referred as pumping wave is a single frequency sine wave 
modulated by a sine wave of one-order lower frequency. The excited wave interacts with the 
nonlinear frictional interfaces, causing a modulation transfer. Interestingly, despite the sym-
metric characteristic of considered local source of nonlinearity, the transfer of all orders of 
sidebands is observed. 

Keywords: Nonlinear Shear wave, Friction, Modulation, LISA, Harmonic Balance 

1. Introduction  
The maintenance of engineering structures requires reliable methods for detection and assessment of 
structural damages and material degradation. Various methods based on elastic waves propagation in 

solids were proposed and implemented to detect fatigue cracks, delamination, debonding etc. Recent-
ly, nonlinear ultrasonic-based methods are of a particular interest, as they offer remarkable sensitivity 
to broad class of damage related phenomena, at early stages. Incipient defects can be investigated by 
virtue of classical nonlinear effects such as higher harmonic generation, or non-classical effects e.g. 
hysteresis, slow dynamics, stress-strain hysteresis, or modulation phenomenon. In particular, the 
modulation phenomenon draws our attention. First, due to the fact that its is not particular investigat-
ed for the shear wave propagation in the structure, and second, the possibility to observe the existence 
of the nonlinear phenomenon in the close proximity of the excited frequency in a form of side-bands. 
In this work, a particular case of modulation transfer phenomenon is investigated using a numerical 

tool based on LISA [1], and a theoretical approach based on Harmonic Balance method (HBM) [2].  
In the presented study, propagation of the Shear Horizontal (SH) waves in a linear medium 

with a local nonlinearity is considered. As a source of the nonlinear phenomenon, the shear stick-slip 
movement of fatigue crack surfaces is assumed. The faces of the crack interact mechanically by the 
friction force, which results from the contact between asperities under a normal force. This is imple-
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mented in the numerical model as Coulomb friction formulation of crack surfaces behaviour. To 

facilitate the comparison of LISA and HBM, the crack is modelled as a through-thickness crack local-
ized in the middle of the plate length. In order to observe the modulation transfer, pumping and prob-
ing waves are excited simultaneously in the structure by a displacement uniformly distributed over the 
thickness of the plate. 

2. Results and Discussion 
The results from two modelling approaches are presented in Fig 1. The pumping wave is a high fre-

quency amplitude modulated acoustic wave with f1 = 490 kHz and fm = 21 kHz and the probing wave 
is monoharmonic acoustic wave with f2 = 85 kHz.  

 

Fig. 1. Numerical results obtained from SH-LISA (top) and HB (bottom) in frequency domain for intact and 

damaged structures. 

In the results of both models, it is possible to distinguish the following terms: the modulation transfer 
sidebands (f2±fm), the odd higher harmonics – (2n+1)f1 and (2n+1)f2 –  and the mixed terms responsi-
ble for the generation of sidebands around the frequency f1±2f2.  

3. Concluding Remarks 
The results clearly indicate that the modulation transfer from the high frequency pumping wave to the 
probing wave is invariant/insensitive to the type of nonlinearity in the examined structure. Because 
Coulomb friction is a symmetric type of nonlinearity, in the higher-harmonic generation analysis only 
odd harmonic are expected. Similarly, in the cross-modulation– f2 signal modulating f1 – only even 
side-bands should appear. These phenomena are observed for the investigated models. In contrast, the 
fm modulation components have transferred in all orders, both for LISA and HBM models. This gives 

a new insight on the conditions of modulation transfer, which depends on the type of source of non-
linearity.  
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Abstract: This study presents the analysis of the effect of the concentrated mass on the reso-

nance frequencies of a vibrating thin circular plate. The eigenfunction expansion has been 

used to express the transverse displacement of the plate. The appropriate number of modes is 

determined approximately to achieve physically correct results. Then highly accurate results 

are obtained numerically. The mean square vibration velocity used to determine the resonance 

frequencies of the plate. The introducing of the concentrated mass is justified by modelling 

the added mass of the moving component of the exciter. 

Keywords: added mass, exciter, circular plate, resonance frequencies, modal expansion 

1. Introduction 

An accurate determination of the resonance frequencies of vibrating structures is of the utmost 

importance in diagnostics and design both in mechanical engineering and physical systems. So far, 

a number of studies dealt with such problems. Some examples are the results proposed by Osta-

chowicz et al. [1] who used a diagnostic method for localization of concentrated masses on 

a vibrating plate. They used the method of analysing the shifts in the resonance frequencies. Further, 

Cho et al. [2] examined dynamic responses of stiffened panels with added masses and openings. 

Wrona et al. [3] applied the added masses for shaping the dynamic responses of rectangular planar 

panels. 

One of the methods of examining the frequency responses of structures is using the electro-

magnetic exciters. The investigated structure is then excited within the desired frequency range and 

the normal vibration velocity is measured in selected points on the structure. The exciter needs to 

have sufficient force over the analyzed frequency interval. Usually the mass of the moving compo-

nent of the excited is significant compared to mass of the structure. In such cases the effect of the 

added mass of the exciter on the resonance frequencies of the structures should not be neglected. This 

paper focuses on this problem. The examined structures is a thin circular plate. The plate is free at its 

circumferences and mounted at its centre to the excited. This selection motivated by the simplicity of 

the structure and numerical analysis. The modal expansion of the plates vibrations is used along with 

the in-vacuo eigenfrequencies of the plate. Applying this expansion requires to carefully determine all 

the necessary modes of the plate to achieve physically correct results. Therefore the nondimensional-

ized added mass incrementals are determined to estimate roughly the resonance frequencies. Then 

some more modes will be taken for calculations to achieve desired numerical accuracy. The proper 

and accurate determination of the resonance frequencies of structures is an important practical prob-

lem. Therefore some sample results are presented herein. 

2. Results and Discussion 

The equation of motion of the excited plate can be presented as follows (e.g. Rao [4] Eq. (14.200) 

ora Ostachowicz et al. ) 
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 PWrrmWhWD c =−−−∇ )'(224 rrδωωρ , (1) 

where W is the transverse displacement of the plate, D is the plate’s stiffness, 4∇  is the biharmonic 

operator, ρ  is the plate’s density, h is its thickness, ω  is the angular frequency, cm  is the concen-

trated mass of the moving component of the exciter, δ  is the Dirac delta, r
r

 is the radius vector on 

the plate, 'r
r

is the radius vector of the concentrated mass, and P is the external excitation. In this 

particular study the external excitation is the point excitation at the same point as the concentrated 

mass of the exciter. 

3. Concluding Remarks 

The method of modal expansion can be successfully applied for analysis of dynamic responses 

of a vibrating circular plate given that the following requirements are satisfied. The resonance fre-

quencies are initially predicted using the approximated calculations for a single dominant mode. Then 

the appropriate number of modes can be determined to obtain physically correct results. Further, the 

accurate values of resonance frequencies can be determined by finding local maximums of the mean 

vibration velocity on the plate. As the main disadvantage of the point excitation is that it can point to 

a nodal line, the dynamic responses of the physical system should be averaged over a number of 

different excitation points. 
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Abstract:  

We will study the dynamics of a linear principal system, which is weakly coupled to a nonlin-

ear attachment. This nonlinearity of the accessory allows it to resonate with any of the linear-

ized modes of the principal system, allowing us to have a passive and irreversible energy 

transfer from the principal system to the NES.  

An interesting feature of linear systems with essentially nonlinear attachments is the possibil-

ity of resonance capture cascades, meaning that nonlinear attachments can be designed to res-

onate and extract energy from an a priori specified set of modes of a nonlinear structure. As a 

result, even when the forcing conditions are simple as periodic, the system response can be 

quasi-periodic. 

The objective of this study is to study the absorption of energy when uncertainties are consid-

ered in the coupling parameters between the principal system and the NES. Hence, we will 

propose and compare the accuracy and efficiency of different uncertainty quantification strat-

egies based on Polynomial Chaos and Proper Orthogonal Decomposition. While it is well 

known -and prove- that the use of Polynomial Chaos has severe shortcomings for dynamical 

systems, we will demonstrate that new proposals allow to obtain accurate results with good 

efficiency, even in the non-linear and particularly difficult context of NES. 

Keywords: dynamical system, nonlinear energy sink, uncertainty propagation, 

polynomial chaos, proper orthogonal decomposition. 
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Abstract: The system under consideration is a coherently coupled nonlinear Schrödinger 

equation consisting of temporally varying coherent and incoherent nonlinearities. We 

investigate the impact of nonlinearity modulation in the dynamics of doubly-localized optical 

rogue waves appearing in Kerr-type nonlinear optical media. We explore the possibility of 

controlling bright-dark and bright-bright rogue waves possessing different localized structures 

by adopting the constructed rogue wave solution and similarity transformation through 

appropriately choosing the modulated nonlinearities by elliptic functions. We demonstrate our 

arguments by choosing two types of nonlinearities that can expose the existence of single and 

multi-peak (with double or multi-dip) symmetric/asymmetric rogue waves appearing on the 

periodic background and tunnelling through a barrier/well with modulations in their profiles.  

Keywords: Rogue wave, Inhomogeneous optical media, Coherently coupled NLS equation  

1. Introduction  

The dynamics of localized nonlinear waves and their existence/interaction with other waves are 

attracting considerable in the past few decades. With the help of computational tools, it becomes 

relatively possible to investigate any theoretical model of either multicomponent or multi-dimensional 

nature possessing various categories of nonlinear waves. Much attention is being paid to localized 

waves such as solitons, breathers, and rogue waves, and so on. Considering the above intention and 

experimental observation, we aim to investigate the nature and evolution of rogue waves under a 

nonlinearity-managed optical fiber system. For this purpose, we consider the following two-component 

coherently coupled nonlinear Schrödinger equations describing the beam propagation in an optical fiber 

[1-3]:  
 

𝑖𝑄1𝑇 + 𝑄1𝑋𝑋 + 𝛾(𝑇)(|𝑄1|
2 + 2|𝑄2|

2)𝑄1 − 𝛾(𝑇)𝑄2
2𝑄1

∗ − 𝑉(𝑋, 𝑇)𝑄1 = 0, 
𝑖𝑄2𝑇 + 𝑄2𝑋𝑋 + 𝛾(𝑇)(2|𝑄1|

2 + |𝑄2|
2)𝑄1 − 𝛾(𝑇)𝑄1

2𝑄2
∗ − 𝑉(𝑋, 𝑇)𝑄2 = 0, 

 

where X and T are the normalized distance and retarded time, while V(X,T) denotes a graded refractive 

index profile. Further, the model consists of a constant second-order dispersion along with temporally 

varying incoherently-coupled (self-and cross-phase modulations) and coherently-coupled type four-

wave mixing nonlinearities. There exist a considerable number of works providing a detailed study on 

solitons, breathers, and rogue waves of Eq. (1) and similar versions, for which one can refer to [4-6] 

and references therein.  

2. Results and Discussion  

We identify a similarity transformation that can relate Eq. (1) with varying coefficients to that of a 

constant-coefficient coupled NLS equation along with a condition as Riccati equation and the form of 

542



 

modulated spatial and temporal parameters [7,8]. Using the known rogue wave [9], we construct an 

explicit form of rogue wave solution with temporally varying nonlinearity. The solution admits 

symmetric bright type doubly-localized rogue waves in both components as a simple case. Further, the 

rogue waves support bright, grey, and dark type asymmetric profiles having single or double peaks and 

two or multiple dips in amplitude, that can be altered by tuning the four arbitrary complex parameters 

apart from six real similarity constants used to manipulating them to appear on different background 

and undergo deformation/modulation of structure. To understand, we have demonstrated grey-bright 

and bright-dark rogue waves and their nonlinearity-controlled behaviour in Fig. 1. Here we can note 

that the rogue waves appear on the periodic background for (t)=h1+h2 sin(h3 t+h4) and tunnel through 

a localized barrier when (t)=h1+h2 sech2(h3 t+h4) with modulations in their profiles. 

 

 
Fig. 1 (a) Grey-bright and (d) bright-dark rogue waves with constant nonlinearity. (b & e) Modulated rogue  

waves on periodic type for (t)=1+0.5 sin(0.75 t+0.25). (c & f) Manipulated rogue waves due to a localized  

barrier backgrounds for (t)=1+1.5 sech2(0.75 t+0.25). Top panel: Q1 and bottom panel: Q2 

3. Conclusions  

Nonlinear waves (especially rogue waves) admitting different localized structures can be 

manipulated by appropriately choosing the temporally-varying nonlinearity in 

inhomogeneous optical fiber system.   
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Abstract: The current stage in the development of transportation in river ports is character-

ized by an increase in requirements for the timing of cargo delivery, quality of transportation, 

reduction of costs for transport and storage operations. In the transportation system, transport 

hubs are the central link, since cargo de-livery begins and ends in them, processes of tran-

shipment of cargo from one mode of transport to another take place. Should be noted that 

transhipment operations at the port are among the most time-consuming and difficult work on 

river and sea transport, the implementation of which is impossible without the use of modern 

information technologies and automated systems. Since the use of such systems can reduce 

the time and increase the quality of cargo handling. A mathematical model of a discharge 

point at the port is explicated, which describes the process of its functioning, is a state graph 

for a transport node. To calculate the probabilities of all possible states of this system, a sys-

tem of algebraic equations is used. This allows to simplify the calculation of the possibility of 

transition from one state to another, which are determined by the state of trucks, since the so-

lution of the resulting system of linear algebraic equations is not difficult and can be imple-

mented in any mathematical program package. The waiting and maintenance times of trucks 

A and B are determined, with calculated by the ratio of the probabilities of the system states, 

quantitative values can be considered as justification for deciding on determining the efficien-

cy of the transport system. 

Keywords: graph, states, transhipment point, freight autocar, transport system 

1. Introduction  

The transport industry is one of the basic elements of the state economy, which operates an extensive 

railway network, a developed network of roads, seaports and river terminals, airports and a wide 

network of air connections, cargo customs terminals. Transport is one of the basic elements of the 

state economy. 

Therefore, meeting the needs of the citizens regarding the provision of necessary transport services 

and business development is prioritized. 

2. Results  

Tables Transhipment of cargo is a complex technological process, which depends on the follow-

ing factors: uneven receipt of vehicles and goods, failure of loading and unloading mechanisms and 

points, interchangeable level of operational reliability, intra-terminal movement of goods, etc.   
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The incoming flow of actions is formed by machines that arrive at the transhipment point at ran-

dom times. According to the survey, it was revealed that the cargo point is a queuing system (waiting 

line), the functioning of which is a random process with discrete states and continuous time. In addi-

tion, the analysis of statistical data showed that this process is Markov [8-10].  

When developing a model, the following restrictions are used: 

1) 1 point is considered, which is served by 2 trucks (machine A and machine B) with an equal 

priority of unloading among machines (A = B); 

2) the conditions of the transport system are determined by the conditions of trucks A and B, 

which may be in the following states: 0 − absence of the machine at the unloading point; 1 − unload-

ing the machine at the point; 2 − waiting for the machine for maintenance; 

3) when developing a system state graph, due to the low probability of events, we exclude the 

simultaneous arrival and instant arrival of machine B after unloading machine A; 

4) the model is stochastic and the states of the vertices of the graph are independent of each other. 

If all possible transitions of the system from state to state according to the operating conditions of 

the unloading point are described graphically, we obtain a model of the point in the form of an orient-

ed state graph, which describes the "behaviour" of the transport system. 
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  (1) 

The resulting system of equations (1) forms the basis of the created mathematical model of a dis-

charge point in the port. The numerical values of λi of the system for equations can be determined 

experimentally or according to the standards [1–3]. The waiting and maintenance times of trucks A 

and B are determined, respectively, by the ratio of the probabilities of the states of the system P4/P1 

and P3/P2, the expectation is not more than a given number in % of their service time.The developed 

graph-model of transshipment processes will allow to describe the functioning of the port transshi-

pment point and effectively draw up routes for vehicles.  

The proposed methodology for assessing the risks of vehicle downtime.The proposed approach is 

universal, since it does not depend on the type of cargo and machine. This model, after some refine-

ment, can be used when servicing an item with many machines. The practical significance of the work 

lies in the application of its results to create new and improve existing processes for the transport of 

goods by road in the port, to evaluate the effectiveness of their work, to justify the cost of transporta-

tion of goods. The results can be used to justify production decisions. 

3. Concluding  

The approaches to the development of a mathematical model of a transport unit in the form of a 

graph-model considered in the article allow to solve the problem of the efficiency of cargo tranship-

ment in a transport unit. 
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Abstract:  

 An acoustic field inside a rectangular waveguide with one outlet closed by a transverse baf-

fle was theoretically investigated. The sound source is a clamped circular plate located on a 

longitudinal waveguide's wall at the boundary of two regions. The first region is the 

waveguide's interior and the second one is the half-space bounded by a perfectly rigid infinite 

baffle. The waveguide walls were considered as perfectly rigid. It was assumed that acoustic 

waves propagate in the air. The equation describing forced non-axisymmetric vibrations of the 

plate was solved. The influence of fluid on  both plate's surfaces was included. The linear vis-

coelastic Kelvin-Voigt plate model was employed. The Helmholtz equation was solved to find 

acoustic field. The sound pressure into the half-space was expressed with the use of the Fou-

rier series and the Hankel transform. To describe sound propagation inside the waveguide, the 

region was divided into two sub-regions and the continuity conditions were used. The coeffi-

cients describing the interaction between the surface of the sound source and the fluid inside 

the waveguide were calculated based on the series containing the Bessel functions. The ob-

tained solution was used to illustrate and analyze the acoustic field and to formulate some 

conclusions.   
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Abstract: The aim of the article is to present the analysis of dynamic changes in the water 

distribution system through the mathematical modeling process. An attempt was made to rec-
reate the actual operating conditions of the Juchnowiec water supply network on the basis of a 
numerical model. The calculations gave a picture of the functioning of the water distribution 
system and showed the possibility of working with the modeling computer program EPA-
NET, which allows periodic hydraulic simulations and insight into the preservation of water 

quality in a pressure pipeline network. In the process of creating the model, the results of field 
tests were used, which allowed to adjust the values and their parameters to real conditions. 
Pressure measurements were the basic part of these tests. The obtained data allowed for the 
calibration of the models made. 

Keywords: calibration, computer simulation, distribution systems, water supply network, water 
works. 

1. Introduction 

Managing the water distribution system is an extremely complicated and complex task. A num-
ber of highly specialized industry companies are appointed to handle the tasks related to this project. 
Keeping up with the constantly changing standards results in considerable expenditure on develop-

ment, and the consequences of wrong decisions force the network managers to search for tools for 
quick and effective planning. A good development strategy for a company means optimally used 
inputs[2]. The ability to model and predict the operation of the network is a valuable facility which, 
until recently, required a lot of resources and human resources. The possibility of immediate observa-
tion of the results makes it easier to visualize the situation without having to be guided by intuition 
[5]. The benefits of using mathematical modeling are invaluable, and taking into account the dynam-
ics of the model through the time factor is irreplaceable. 

2. Results and Discussion 

The model of water supply networks was made using the Epanet program [3]. In the first phase of 
model construction, a raster map was used. After processing the map of the water supply network, a 

file was created that served as the basis for the computer model. It contains the basic elements of the 
water supply - the main sections with marked diameters. The ordinates of these elements in the field 
were also introduced into the model [4]. In the process of creating the model, the results of field tests 
were used, which allowed to adjust the values and their parameters to real conditions. Pressure meas-
urements were the basic part of these tests.  

The obtained data allowed for the calibration of the models made [1]. The water distribution model 
mapped in the computer program consists of nodes and connections). Connections are represented by 
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pipes (Rys.1). The nodes are joints and reservoirs. The losses in the water flowing in the pipe due to 

friction against the walls were calculated using the Darcy-Weisbach formula [5]. In order to calculate 
the water consumption in individual nodes, a database of readings from water meters in the format of 
a spreadsheet was used, in which data on the average daily water consumption was compiled. Aver-
age daily consumption for individual water meters was calculated, and then - as a result of grouping 
by address - determination of the average daily consumption in a given network node [6]. 
 

 

Fig. 1. Model of the water network of the city of Juchnowiec commune taking into account the ordinates 

3. Concluding Remarks 

As a result of the model tests carried out in the field of the dynamics of the water supply net-
work, the results were obtained which influenced the quality of the better functioning of the system. 
Building a model that reflects real conditions, through correct mapping, has brought invaluable bene-
fits in the form of reliable results. Tests have shown that the water flow velocity in the water pipes is 

lower than the recommended 0,5 m/s. Places where water stagnation were found due to low water 
consumption were identified. The simulations of the adopted concepts became an indication to im-
prove the working conditions of the tested water distribution system. 

Acknowledgment: The research was accomplished at Bialystok University of Technology, 

as part of the grant WZ/WBIIS/2/2019 financed from subsidies of Polish Ministry of Sci-

ence and Higher Education. 
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Abstract: A mathematical model for the dynamics analysis of a mobile crane is presented in 

the paper. The proposed model of a mobile crane is in the form of a tree structure of a kine-

matic chain with closed-loop subchains. The carried load is treated in the two cases, as a 

lumped mass and a rigid body. The formulated model takes also into account the flexibility of 

supports, tires, rope(s), and drives. Dry friction in joints is also considered. The formalism of 

joint coordinates and homogeneous transformation matrices are used to describe the kinemat-

ics of the crane. The equations of motion are derived using the Lagrange equations of the sec-

ond kind. These equations are supplemented by the Lagrange multipliers and constraint equa-

tions formulated for each cut-joint. 

Keywords: mobile crane, dynamics, flexibility, friction, load modeling 

1. Introduction 

The proposed mathematical model of a mobile crane is presented in Fig.1. In this model, a main 

structure of the crane is 

modeled in the form of 

open-loop kinematic 

chain mounted on the 

body of a vehicle. The 

hydraulic cylinders are 

modeled in the form of 

closed-loop subchains. 

The load is modeled in 

the form a lumped mass 

with three degrees of 

freedom [1,2] and a 

rigid body six three 

degrees of freedom 

[3,4]. The formulated 

model takes into 

account the flexibility of 

supports, tires, rope(s), 

and drives. 

                                                                                  Fig. 1. Model of a mobile crane 
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The LuGre friction model is used to take into account dry friction in joints. The formalism of joint 

coordinates and homogeneous transformation matrices, based on the Denavit-Hartenberg notation, are 

used to describe the kinematics of the crane. Equations of motion are derived using the Lagrange 

equations of the second kind. These equations are supplemented by the Lagrange multipliers and 

constraints equations formulated for joints in which closed-loop kinematic chains are divided using 

the cut-joint technique. 

Vector of the generalized coordinates is defined as follows  
 

 1 2
( ) ( )( )( ) ( ) ,

T TTT T
c cc

T
s smb l 

  
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The state equations for the LuGre friction model (formulated for each joint with friction) together 

with the dynamics’ equations of motion can be written in the following general form 
 

 
 

 
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where: ( )
z

  is the vector of bristles’ deflections, ( )M q  is the mass matrix, ( , )C q q  is the constraints’ 

matrix, 
jf  is the vector of the reaction forces in the cut-joints,  ,e q q  is the vector of the Coriolis, 

gyroscopic and centrifugal forces,  ,s q q  is the vector of the spring and damping forces formulated 

for the supports and rope(s),  , ,td q q  is the vector of the driving forces and torques,  , ,tf q q  is the 

vector of the friction forces and torques, ( , )c q q  is the vector of the right side of constraints’ equa-

tions. 
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Abstract: Impulse responses are function that characterize linear systems uniquely. They can 

be used to predict the responses of a system once the applied excitation is known. With the 

input and output signals of vibration tests, the impulse responses of mechanical systems can 

be estimated using different methods. Once those functions have been correctly estimated, the 

modal parameters can be identified using time-domain methods, as for example, the eigensys-

tem realization algorithm (ERA). Problems can arise when the acquired data consist in only a 

few noisy samples. This paper analyses the benefits of the Observer/Kalman filter identifica-

tion (OKID) to estimate the impulse responses and how it interferes in the identification of 

modal parameters. Experimental data of a uniform beam is used to exemplify the benefits of 

OKID in the modal identification using the ERA. 

Keywords: Impulse response estimation, System realization, Experimental modal analysis, Observ-

er/Kalman filter identification 

1. Introduction 

Impulse responses are functions that characterize linear systems since they relate input (excitation) 

signals with the output signals (responses). For linear time-invariant systems, the output signals can 

be seen as a sum of convolutions between the inputs and the impulse response functions (IRF). Using 

modal analysis, it is possible to decompose the IRF in terms of modal parameters (natural frequen-

cies, damping factors and mode shapes). Hence, an estimation of this function becomes the main 

source of information about a structure in time-domain modal identification methods. 

A proper system identification only occurs when reliable data is used. Modal parameters can only 

be accurately identified (in time-domain methods) if the impulse responses have been correctly esti-

mated. Good experimental procedures and dedicated data processing are two main concerns when 

estimating the impulse responses. For the latter, the quality of the estimation usually depends on the 

number of samples recorded and in the signal-to-noise ratio of the measurements. When only a few 

noisy samples are recorded, the estimation process becomes challenging. The goal of this paper is to 

analyse the influence of the impulse response estimation in the identification of modal parameters, 

especially for tests with a low number of noisy samples.  

2. Methods 

Two impulse response estimators are compared in this paper: the inverse Fourier transform of the 

H1 estimator and the Observer/Kalman filter identification (OKID). The H1 estimator is a popular 

frequency response function (FRF) estimator that can be used to estimate the impulse responses using 
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the inverse Fourier transform. It is an indirect method since it requires first the estimation in the fre-

quency domain [1].  Differently, the OKID is a direct time-domain method that uses an observer to 

deal with noise and computational costs. Under certain noise assumption, the added observer can be 

related to the Kalman filter gain. The OKID method was first introduced in the literature by Phan et 

al. [2]. To evaluate the influence of the impulse response estimation in the identification of modal 

parameters, the eigensystem realization algorithm (ERA) is used here. This time-domain identifica-

tion method is part of a larger group, known as realization algorithms, which are based on the mini-

mum realization theory. The formal application of this theory in modal identification was first intro-

duced by Juang and Pappa [3]. 

3. Results and Conclusions 

A simple Experimental Modal Analysis (EMA) of a free-free uniform beam was conducted to 

demonstrate the quality of the IRF estimation. Since it is easier to visualize this function in the fre-

quency domain, Fig. 1 shows the respective transformed estimations (FRF). When only a few noisy 

samples were used and only one data block was used in the H1 estimator. Therefore, the noise was not 

averaged out and it is still present in the estimation. This led to a poor identification since a few 

modes were not identified. With the same number of samples, the estimation using the OKID led to a 

much better and smooth estimation. All modal parameters were correctly identified. By incising the 

number of samples and using more data blocks in the H1 estimation, the noise was partially removed, 

and the identification was improved. Nevertheless, the estimation with OKID is still superior. 

 

 

Fig. 1. FRF estimated using OKID and H1 method. Modal synthesis after identification with ERA. 
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Abstract: In this work, a model of a flexible hoisting system is presented. By applying Ham-

ilton’s principle, an initial-boundary value problem for a wave equation is derived on a time-

varying spatial interval with a small harmonic boundary disturbance at one end and a moving 

nonclassical boundary at the other end. Due to the small harmonic disturbance at one end, 

large resonance behavior of the system may occur. By applying an adapted version of the 

method of separation of variables, averaging and singular perturbation techniques, and a three 

time-scales perturbation method, resonances in the system are detected and accurate, analyti-

cal approximations of the solutions of the problem are constructed. It will turn out that small 

order  excitations can lead to order  responses. Finally, numerical simulations are pre-

sented, which are in full agreement with the obtained analytical results.  

Keywords: interior layer analysis, multiple-timescales perturbation method, resonance manifold. 

1. Introduction  

In elevator cables, large axial oscillations can occur when a cage subject to disturbances 

is lifted up and down. An example of these oscillations can be founded in the mining cables, 

which are used to transport the cargos in a cage between the working platform and the 

ground. External disturbances exerted on the cage, such as airflow, can induce large vibra-

tions and damage to the performance of the system can be caused. In order to prevent fail-

ures, it is important to understand the nature of the longitudinal vibrations of a cable with 

time-varying length and involving various boundary conditions. There is a lot of research 

on these types of problems. Gaiko and van Horssen in [1] discussed resonances and vibra-

tions in an elevator cable system due to boundary sway. Wang et al. in [2] established a 

coupled dynamic modelling of the flexible guiding hoisting system and computed the re-

sponse by using numerical simulations.  

In this paper, a hoisting system consists of a drum, a head sheave, a driving motor, a 

hoisting moving conveyance and a hoisting rope with time-varying length. The upper end 

of the hoisting rope is fixed on the drum driven by a driving motor, which leads to the fun-

damental excitation. And the flexible hoisting rope lets the hoisting conveyance run up and 

down (Fig.1).  
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Fig. 1. The longitudinal vibrating string with time-varying length. 

2. Formulation of the problem 

By using Hamilton’s principle, the system to describe the longitudinal vibration of a mov-

ing string as shown in Fig. 1 can be derived, and is given by: 

     (1.1) 

where u(x, t) is the longitudinal displacement,  is the length of the hoisting 

rope, v and a are the longitudinal velocity and acceleration of the hoisting rope, respective-

ly,   is the linear density of the hoisting rope, m is the mass of the hoisting conveyance, 

EA is the longitudinal stiffness, c is the viscous damping coefficient of the hoisting rope,  

is the viscous damping coefficient in the hoisting conveyance, and  is the 

longitudinal fundamental excitation along the axis of the hoisting rope. 

3. Methods 

Firstly, since l(t) changes slowly in time, by introducing an adapted version of the method 

of separation of variables, the original partial differential equation can be transformed into 

linear ordinary differential equations with slowly varying (prescribed) frequencies. Next, 

the slow variation leads to a singular perturbation problem. By applying an interior layer 

analysis in the averaging procedure a resonance manifold is found. By using a three time-

scales perturbation method, resonances in the problem are detected and accurate, analytical 

approximations of the solutions of the problem are constructed. It will turn out that small 

order  excitations can lead to order  responses.  
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Abstract: In the paper the method based on linear analysis was presented to estimate resonance 

frequency of systems with contact. Methods that are taking into account contact during vibra-
tions nowadays are in time domain, for general purpose problems, or base on nonlinear solu-
tions for specific problem. Both of them have high demand on solving resources. General 
method that is easy for application and cost effective with acceptable accuracy might be a help-
ful tool for quick prediction or for complicated models assessment. Equation that allows the 
prediction bases on two modal analysis with different constraints configurations is presented in 
the paper. The method was tested in a numerical way by nonlinear vibration simulations in time 
domain and in an experimental way for flat CFRP specimens with several contact lengths and 

additional masses attached to the moving end of the specimens. Additionally the estimation 
method was verified for ESEO satellite antenna as complex geometry. Detail description of 
preparing and validating the method is described in the paper as well as results and further 
possibilities of the research.  

Keywords: vibrations, contact, resonance frequency estimation 

1. Introduction 

Vibrations assessment for systems where contact appears is not clear and easy for engineers and 
researchers. There is possibility to analyse such a systems in time domain, but these numerical simula-
tions are very expensive in terms of resources. Application of the time domain methods is limited for 
simple cases only, because of the problem complexity. For specific geometries there were presented 

methods in frequency domain, like Multi-Harmonic Balance Method combined with Alternating Fre-
quency Time [1].  Other alternatives are system DOF reduction, that was described in [2] and energy 
conserving schemes described in [3]. 

During nonlinear dynamic simulations of vibrating CFRP flat beam, it was observed, that frequency 
response in specimen resonance is built out of two different frequencies across “half-cycles”. The half-
cycle with closed contact was characterized by higher resonance frequency and the half-cycle with open 
contact was characterized with lower resonance frequency. The idea appeared to verify these frequen-
cies of both half-cycles according to the model and look for equation that connects both resonance 

frequencies values with the resonance frequency of the specimen.  
 Nonlinear dynamics was used for the research on the specimen with several variables. Basing on the 
results, equation that combines resonance frequencies of both half-cycles was created. The equation 
allows to estimate resonance frequency of the system with contact, basing on two modal analysis - 
closed and open contact variant of boundary conditions. Validation was performed in both numerical 
and experimental way for different geometries, contact length and mass of the system. 
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2. Results and Discussion 

The equation that was created has form of: 

 𝑓𝑖 =
1

(
1

2∙𝑓0
)+

(

 1

2∙(𝑓𝑒−(
𝑓𝑒
𝑓0
)
2
)
)

 

 (1) 

where 𝑓 stands for resonance frequency and indexes 𝑖, 0, 𝑒 are responding to – specimen, with open 

contact, with closed contact. An example of convergence of input data and calculated values is shown 
in figure 1. 

 
Fig. 1. Convergence of calculated resonance frequencies and obtained with nonlinear dynamic simulation  

The numerical validation was done for 8 different shapes of the specimen. Experimental tests were 
done for 45 different cases, with 3 repeats for each. For all of the tests maximum registered error be-
tween estimated value and obtained by nonlinear dynamics or measured with barometer was 3,91%. 

3. Concluding Remarks 

The presented method of resonance frequency estimation based on modal analysis showed good 
correlation with real values of resonance frequency for studied specimens. The approach allows analy-
sis of resonance frequency of systems with contact with usage of linear simulations, what makes it 
applicable for very big models. Further work should be done in verification the method for more com-
plex geometries, where modal shape is not obvious for open and closed contact variant. 
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Abstract: Recently, traffic accidents caused by the drowsy driving are frequently featured by 

medias. One of the evaluation indexes of drowsy level is a RR interval variation which is 

deemed as an indicator that reflect the effects of autonomic nervous activity. However, physi-

cal meaning and mechanism how a RR interval variation is connected to the autonomic nerv-

ous activity is not yet well understood. 

The purpose of this research is to propose a mathematical model to construct a coupling mod-

el based on the thermoregulation model and the cardiovascular model. In this model, the ef-

fect of the cabin temperature on the circulatory system is mainly reflected by the change of 

peripheral resistance. 

Keywords: RR interval, Thermoregulation model, Cardiovascular model, Circulatory system, 

Drowsy driving countermeasure 

1. Introduction 

Among the cause of traffic accidents, fatigue driving including drowsy driving accounts for the top 

reason for traffic accidents. Therefore, fatigue driving countermeasures, especially drowsy driving 

countermeasures are highly required to reduce the cases of total traffic accidents. In the field of medi-

cal research, it is well known that the drowsy level can be evaluated by a RR interval variation which 

is an index extracted from the waveform of blood pressure time history. Recently, the relation be-

tween this drowsy level and the effect of the cabin thermal environment on circulatory system attracts 

attention. 

This research is aimed at constructing a coupling mathematical model used to estimate the blood 

pressure and a RR interval variation considering the cabin thermal environment based on the ther-

moregulation model and the cardiovascular model. In this research,〖 Gagge model〗^([2][3]) is 

used as the thermoregulation model capable of simulating the skin temperature and core temperature 

in terms of room temperature considering the effect of metabolic, blood flow, sweating and respira-

tion. In addition, 〖Kotani model〗^([4]) is used as the cardiovascular model which can simulate the 

blood pressure and a RR interval variation taking the central nerves activity, the autonomic nerves 

activity, respiration activity and peripheral resistance into consideration. 

In the current model, the effect of the cabin temperature on the circulatory system is mainly reflected 

by the change of peripheral resistance.   
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2. Results and Discussion 

We consider the coupling model with the information flow explaining the effect of the thermal 

environment on cardiovascular system as shown in Fig.1 

 
 

Fig. 1 Information flow of the effect of thermal environment on cardiovascular system. 

The simulation results of systolic blood pressure and RR interval at room temperature of 22℃, 26℃  

and 30℃ using the coupling mathematical model are shown in Fig.2 and Fig.3 respectively. 

  

Fig. 2 Comparison of systolic blood pressure at 

room temperature of (22℃ ,26℃, 30℃) 

Fig. 3 Comparison of RR interval at room tem-

perature of (22℃, 26℃, 30℃) 

3. Concluding Remarks  

This mathematical model succeeded in simulating the blood pressure and RR interval influenced 

by the change of diameter of vessels, especially the peripheral resistance caused by the fluctuation 

of room temperature. In the future, the accuracy of the model will be evaluated with experimental 

data of more subjects. The effect of other parameters such as illuminance, CO2 concentration, etc. 

can be added to the current model to optimize its versatility. 
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Abstract: An extended model for a variable-length pendulum’s mechanical application is be-

ing derived from the Swinging Atwood Machine (SAM). An electrical component consisting 

of an electromagnet and armature coil is attached on the link connected to the counterweight 

mass on the left-hand side of the modified SAM to provide an excitation force for the system 

when an electric current is induced. The extended SAM presents a novel SAM concept being 

derived from a variable-length double pendulum with a suspension between the two pendu-

lums. The equations of motion are simulated to see the trajectory of the two pendulums. The 

results of original numerical simulations show some compact regions of attraction at some re-

gimes. Therefore, the extended SAM’s nonlinear dynamics presented in the current work can 

be thoroughly studied, and more modifications can be achieved. The new technique can re-

duce residual vibrations through damping when the desired level of the crane is reached. It 

can also be used in simple mechatronic and robotic systems. 

Keywords: variable-length pendulum, swinging Atwood machine, suspension, vibration, damping 

1. Introduction 

    Mathematical concepts gives the ability to transfer knowledge from one setting to another, which 

will significantly be enhanced and easy modifications and application for the real-time implementa-

tion of engineering projects.  

    The variable-length pendulum is a physical concept associated with parametric oscillations gov-

erned by certain forms of differential equations and functional principles [1]. A parametric oscillator 

can be treated as a harmonic oscillator whose physical features change over time [2].  The presented 

mathematical model is derived from the SAM illustrated in [2]. 

 

2. System description 

 

Fig. 1. Schematic diagram of the proposed modification of the SAM model 
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    Figure  shows the modified SAM. A suspension system with a stiffness  and a damper  placed 

between the two pendulums with masses  and . Point  is fixed, while  is movable and can 

oscillate in the plane ( ), which allow the variation of the length  and the double pendulum 

couplings.  An electrical component consisting of an electromagnet and armature coil is attached on 

the link connected to the counterweight mass on the left-hand side of the modified SAM to provide an 

excitation force for the system when an electric current is induced. 

3. Results and Discussion 

Kinetic Energy: 

      (1) 

Potential Energy: 

   (2) 

With the Lagrange equation, , we find four degrees of freedom ( , , ,  and ). The 

following equations are obtained:  

        (3) 

where,  – voltage in the armature winding,  – excitation frequency. 

     (4) 

       (5) 

    (6) 

 

 

                 Fig. 2. An orbit of the Modified SAM ( , )         Fig. 3. An orbit of the Modified SAM ( , ) 

4. Concluding Remarks 

The presented results show the nonsingular orbit under swinging, with no physical contact between 

the swinging assemble and the fixed points. Interestingly, in some regimes, compact regions of attrac-

tion as can be seen in Figure 2 and 3 appear in the system. Therefore, the nonlinear dynamics of the 

presented modified SAM can be thoroughly studied, and more modification can be achieved. 

Acknowledgment: This research was funded by Narodowe Centrum Nauki grant number 2019/35/ 
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Abstract: the approach for analytical inversion of Laplace transform is proposed for some 
widely used in dynamic elasticity theory problems cases. The theorems are formulated and 

proved in the general form, and the proves for the series converges are done for two important 
cases, which frequently arise in applications.  

Keywords: Laplace transform, analytical inversion, series 

1. Introduction 

Laplace transform is widely used in many applications. It is worth noting dynamic problems of elas-
ticity, such as Lamb problem, problem for elastic semi-strip etc. The most difficult part is in inversion 
of Laplace transform [1]. As it is known, numerical inversion of Laplace transform is not correct 
problem, so the search for new formulae for analytical inversion of Laplace transform is extremely 
relevant. In this work, the new approach for the analytical inversion of Laplace transform of the form 
that is widely used in many problems is proposed. 

2. Results and Discussion 

The following transform is considered 
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The most difficulty in using of these two theorems is in the proving that the series in right-hand 
sides in (2) and (3) converges. Such proves were done for two most frequent cases of the functions 
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3. Concluding Remarks 

The new method that allows to derive analytical inversion of Laplace transform for some 

cases is proposed. The theorems are formulated and proved in general form, and two fre-

quently used cases are considered, for which the series convergence were proved. These 

formulae can be used in many applied problems, such as dynamic elasticity problem for a 

semi-strip. 
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Abstract: The last two decades’ social and economic events have proven the importance of 

feedback mechanisms for determining the income dynamics of countries of the world. The 

first feedback mechanism is the neglected endogenous population: the inverse relationship be-

tween income and population growth. The second feedback mechanism is – partly as a conse-

quence of the previous one – aging society: the simultaneous reduction of labour force and in-

creasing economic cost of the dependency ratio, additionally, the lower technological adapta-

bility of the aging society to new technological innovations. The third feedback mechanism is 

the rising functional income inequality: the increasing relative income share of the rich. The 

consequence of these mechanisms is a qualitatively new national and global income path in 

the 21st century compared to that of the 20th century. The results of these feedback mechanism 

question not only the stability of social and economic performance but the sustainably of 

these systems, as well. 

Keywords: economic growth, new stylized facts, endogenous population, functional in-

come inequality, aging society  

1. Introduction  

United Nations Sustainable Development Goals (SDGs) summarize the most important environmen-

tal, social, economic, and global challenges. In the 20th century the – investment based – technologi-

cal change driven economic growth was thought to be the solution for them. As the 2019 Nobel laure-

ates in Economics, Abhijit Banerjee and Esther Duflo describe, however, one of the biggest illusions 

of the last 40 years – that the savings of the rich stimulate economic growth more than the savings of 

the poor – has been refuted [1]. This illusion-led-policy has caused increasing inequality, environ-

mental degradation and unsustainable social and economic institutions. What did go wrong?  

A standard economic growth model (the Solow model) consists of a Cobb-Douglas type produc-

tion function and the standard capital-accumulation feedback loop. Macroeconomic income is the 

function of production factors: technological change A(t), capital K(t), and labour L(t):  

 . (1) 

The dynamics of per capita capital 

  (2) 

and thus per capita income 

 , (3) 
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are given by capital accumulation – investment – and a set of constants (saving rate s, population 

growth rate n, capital depreciation rate  and technological growth rate g): 

  (4) 

The mechanism of developed countries’ enrichment was characterised by stylized facts of the 20th 

century [2] which were enlarged and revisited at the beginning of the 21st century [3]. By the second 

decade of the 21st century, the long run results of – so far neglected – interactions of social and eco-

nomic factors have been proven. The two Nassim Taleb-type Grey Swan events (the financial crisis of 

2007–2009 and the present COVID-19 pandemic), the increasing income inequality elaborated by 

Thomas Piketty [4] and the rapidly aging societies of rich countries are revealed new stylized facts for 

the analysis of economics growth. We can conclude, what was wrong with the former models: they 

neglected important feedback mechanisms.   

2. Results and Discussion 

We present three new stylized facts published in the recent literature, that are essential to be consid-

ered for a better description of developed economies. These empirical facts can be determined with 

feedback mechanisms which are supported by econometric analysis. Thus, we integrate the following 

three terms into the standard growth model: 

1. Aging population: dependency ratio  is increasing tendentiously in developed countries.  

2. Endogenous population: the growth of the population is inversely proportional to the income 

per capita (gN(y), dgN/dy<0). 

3. Time-varying functional income distribution: the share of labour and capital in total output 

tends to vary over time. The presumed determining factor of the changes is income (α(y(t))) 

Considering these new stylized facts, we had run simulations. The qualitative changes of the expected 

income values compared to the original Solow model (red line) can be seen in Figure 1: recent chang-

es in society (new stylized facts) imply qualitative changes in GDP per capita predestination of the 

Solow model. Maintaining the current growth requires the replanning of current economic policies. 

 

   
Fig. 1. Forecasted time path scenarios of GDP per capita considering the new stylized facts. 
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Abstract: Vehicle modeling is often practiced on the concept of partial models created inde-

pendently to describe the dynamics of longitudinal movements (related to drive and braking pro-

cesses), the dynamics of lateral movements (related to the vehicle handling processes), the dy-

namics of vertical movements (related to the effects of road unevenness and suspension work). 

The paper presents a set of three innovative non-smooth dynamical models describing the interac-

tion of the pneumatic wheel with the road in terms of the longitudinal, lateral and vertical dynam-

ics of the vehicle motion. They are based on simple two-mass substitute physical model. The pre-

sented mathematical models use piecewise-linear luz(...) and tar(...) projections. Thanks to these 

projections and their mathematical apparatus, the developed models are useful for simplifier de-

scription and analysis of strong nonlinear non-smooth processes, including the most difficult ones 

related to wheel locking, wheel sudden slipping, or wheel detachment from the road surface. 

Keywords: Tire wheel - road interactions, dynamics, mathematical modeling, projections. 

1. Introduction 

Mathematical modeling of tire wheel - road interactions is still the subject of scientific research, 

despite the fact that in the literature on Vehicle System Dynamics there are mathematical models 

(physical based and experimental, static and dynamic) with an established reputation (e.g. Dugoff 

model, "Magic Formula" model, "LuGre "model, etc.) [2]. These models were designed to describe 

the wheel-road interactions in normal states (without sudden changes accompanying full skid or 

wheel detachment from the uneven road), and usually they have been parts of complex models ex-

pressing vehicle “smooth dynamics” (in standard situations). Note, that in many cases the vehicle 

dynamics is analyzed by partial models created independently for longitudinal movements (drive and 

braking processes), for lateral movements (handling processes) and for vertical movements (effects of 

road unevenness and suspension work) and therefore the models of tire wheel - road interactions have 

the same character of partial description. Despite a number of simplifying assumptions such models 

have rather sophisticate forms and require many parameters. 

2. Results and Discussion 

The paper presents a set of three dynamical models describing the tire wheel - road interactions in 

terms of longitudinal, lateral and vertical dynamics of the vehicle motion. These new models are 

intended to describe non-smooth effects (sudden changes accompanying full skid or wheel detach-

ment from the uneven road).  

The substitute physical model of a tire wheel (Fig.1) adopted in the study is a cylinder (wheel 

rim) with an applied ring (tire) treated as rigid body rolling elements. Both elements can be twisted 

relative to each other (in the plane of the wheel and transversely) according to linear torsion models, 

and they can also shift relative to each other (non-linear model, used in the description of drift). The 
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rigid cylinder represents the inner part of the wheel that is acted upon by driving torque (from differ-

ential driven wheels), braking torque (from brake) and rolling resistance torque (from the bearings). 

The ring represents the outer part of the wheel along with the tire tread. For description of vertical 

dynamics, it can be assumed that the ring is an elastic structure (rheological properties of the Kelvin-

Voight type). The outer side of the ring is a friction system with a road surface, with anisotropic 

properties specified for longitudinal, transverse and torsional movements. The road tire contact is 

treated pointwise without entering into the description of the force distribution in the actual contact 

area. The modeling of wheel dynamics did not take into account the geometry of wheel position in 

king-pin mechanism (it is "hidden" in parameters and disclosed in the description of the stabilization 

moments).  

 

Fig.1.  Idea of substitute physical model of a rubber wheel 

For description of friction effects the classic Coulomb theory is applied. So the models have to 

have variable-structure forms expressing kinetic and static friction. Due to the presence of two con-

nected elements in the wheel model, there is no fear that static indeterminacy problems appear. 

The models are built with using special piecewise-linear luz(...) and tar(...) projections (Fig.2) and 

their original mathematical apparatus [3]. Note, that luz(...) and tar(...) can be applied also for the 

friction characteristics expressing Stribeck effect, for characteristics with non-symmetry, etc.. The 

forms of models are “compact” and clear for analytical interpretation. Thanks to these, the developed 

tire wheel models are very useful for description and analysis of strong nonlinear non-smooth pro-

cesses, including the most difficult ones related to wheel locking, sudden slipping, or wheel detach-

ment from the road surface. An application of the method for suspension analysis shown in [1]. 

 

Fig.2. Geometric interpretations of the luz(…) and tar(…) projections  

3. Concluding Remarks 

The luz(…) and tar(…) projections seem to be very efficient for modeling non-smooth wheel-

road interactions and mechanical systems which are engaged in control of the car. Aggregations of 

partial models enables simplified describing of wheel-road dynamic interactions in 2D and 3D space. 
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Abstract: Mechanically coupled electric power steering systems of cars are expected to be 

replaced by steer-by-wire electrical systems. In general, steer-by-wire system is composed of 

two sub-systems: road wheel actuator and hand wheel actuator. Road wheel actuator is re-

sponsible to set wheels at correct angle and in consequence to steer the vehicle in correct di-

rection. Hand wheel actuator reads the driver’s commands (senses the external torque exerted 

by driver), provides the road feedback to the driver and sends commands to the road wheel ac-

tuator. Lack of mechanical coupling between steer-by-wire system components enforces em-

ployment of additional safety measures. In the paper dynamics of hand wheel actuator in 

steer-by-wire electric system of car is analysed. An existing model of a conventional electric 

power system is used to determine characteristic of the torque exerted at the steering wheel. 

This is followed by the creation of a hand wheel actuator model in order to examine and com-

pare its characteristics with the reference model. 
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Abstract: The study deals with the electro-hydraulic servo actuator (EHSA) for position con-

trol of the boom manipulator mounted on the jaw crusher. The manipulator is used to move a 

hydraulic rock hammer. The SHD is rigidly connected to the main boom and flexibly con-

nected to the inner boom via a spring damping device (SDD). The nonlinear dynamic model 

of a dynamic system with 2 degrees of freedom (DoF) has been presented. In the Simscape 

Fluid simulation tests, the dynamic responses of the dynamic system to cyclical excitations 

generated by the rock breaker were analysed. Based on the dynamic responses, the dynamic 

properties of EHSA rigidly and flexibly connected to the load mass excited by a constant 

force or a cyclic force generated by a rock breaker were compared. The EHSA dynamic sys-

tem based on the Hammerstein model using the third-order polynomial function for the non-

linear static subsystem and the ARX model for the dynamic linear subsystem was identified.  

Keywords: electro-hydraulic servo actuator, crusher manipulator, flexible connection 

1. Introduction 

The mechanical vibrations from the rock breaker to the crusher manipulator and the hydraulic system 

components are transmitted. The contributes significantly to trouble with the operation and mainte-

nance of hydraulic components and systems. The designer of the crusher manipulator and the hydrau-

lic system should foresee operational problems related to long-term mechanical vibrations. However, 

the most common practice is simple design solutions that provide short-term operational benefits. 

2. Results and Discussion 

The use of EHSA has been considered, in which the cylinder is rigidly mounted to the main boom 

and the piston rod is flexibly connected via an SDD to the inner boom of a hydraulic crusher manipu-

lator. The simulation results to select the SDD and the vibration exciter on the test stand were used. A 

spring with viscous damping devices enables effective damping of vibrations at high dynamic loads, 

such as a hydraulic rock breaker. The EHAS used consists of a differential hydraulic actuator, a 4/3 

proportional directional control valve with electrical position feedback, and integrated control elec-

tronics (ICE) so-called On-Board electronics (OBE). The purpose of the simulation tests is to assess 

the dynamic properties of an EHSA rigidly and flexibly connected to a load mass excited by a cyclic 

force.  The step response of an EHSA rigidly and flexibly connected to a load mass at constant force 

or cyclic force generated by the rock breaker was compared. The experimental test aims to select such 

a control system for the EHSA flexibly connected to the mass of the load, which will ensure the accu-

rate extension of the internal telescopic boom at the cyclic excitation force (impact force).  

Fig. 1 shows the model of a jaw crusher with a rock conveyor and a mounted boom manipulator. 
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Fig. 1. The boom manipulator mounted on a jaw crusher a) model of a jaw crusher, b) model of a boom manipula-

tor: 1 – hydraulic rock breaker, 2 – telescopic boom, 3 – clevis bracket, 4 – center trunnion, 5 – inner boom cylin-

der, 6 – rotation cylinder, 7 – lifting cylinder, SDD – spring damping device 

Fig. 2 compares the step response of an EHSA rigidly and flexibly connected to a payload mass at 

constant force or cyclic force generated by the rock breaker.  

 

 

Fig. 2. Comparison of dynamic responses of the displacement y(t), the speed vy(t) (a), and load pressure pL(t) (b) of 

an EHSA rigidly (green line) and flexibly (red line) connected to a payload mass mL = 250kg, for yset = 0.6m and 

excitation force F(t) at frequency fe = 21.8Hz 

The comparison of the EHSA step response shows a difference in the SHD dynamic properties for a 

rigid and flexible connection with a load mass at constant force or cyclic force, generated by the rock 

breaker.  

3. Concluding Remarks 

The paper analyses the difficult and complex problem of EHSA control flexibly connected to the 

load mass excited by the cyclic force generated by a rock breaker mounted on the boom of a jaw 

crusher manipulator. The EHSA control system on the test stand has been verified. This test stand will 

be used to carry out research projects of EHSA-SDD systems for constructors of hydraulic manipula-

tors of crushers, users of jaw crushers, and producers of aggregates for the cement industry. Simula-

tion and experimental studies of the EHSA-SDD system are of great importance in the design and 

operation of heavy hydraulic manipulators with large moving masses and mechanical structures sus-

ceptible to elastic deformation. These manipulators are used in construction mining machines. 
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Abstract: During machining of large-size details, the main cause of the problems are relative vibra-
tions "tool-workpiece" [1], which lead to deterioration of the quality of machined surfaces and in-
creased tool wear [2, 3]. The article presents considerations on the reduction of vibrations during 
milling with the use of an innovative method of adjusting the best stiffness for mounting large-size 
details. Contrary to another author's approach, concerning the minimization of the work of cutting 
forces in the direction of the layer width [4], the method in question is based on a selected mechatron-
ic design technique, i.e. Experiment-Aided Virtual Prototyping (E-AVP) [5]. As an example of the 

effectiveness of the proposed vibration reduction method, the results of simulation of the face milling 
process in industrial conditions of selected surfaces of a large-size object are illustrated. 

Keywords: clamping stiffness, face milling, vibration suppression, mechatronic design techniques 

1. Introduction – description of the method 

The proposed method has been modified and its application consists in: 
–  a one-time assessment of the compliance of the modal model parameters of the workpiece itself 

with the real object. Based on the results of the model parameters identification using the ERA 
(Eigenvalue Realization Algorithm) method, it was found that the parameters obtained from the 
experiment and the model using the Finite Element Method (FEM) were correctly defined; 

–  repetitive change in the values of the stiffness coefficients of supports that fasten the workpiece. 

The static characteristics of the supports, enabling the desired values of these coefficients to be 
set, were determined experimentally during research on the Zwick Roell testing machine; 

–  a one-time selection of parameter values describing the dynamic properties of the cutting process, 
based on the experience resulting from previous observations of analogous machining processes; 

– conducting a cycle of repetitive simulations for the above-accepted reliable process data. On the 
basis of the obtained results, the values of the dominant "peaks" in the amplitude spectra and the 
values of the Root Mean Square (RMS) of the displacements in the time domain are assessed. The 
minimum values of these quantities indicate the best configuration of the adopted workpiece 

mounting stiffness coefficients from the point of view of minimizing the level of "tool-
workpiece" vibrations. 
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Abstract: In the paper, the authors present the outcomes from the investigation on the thermal 

properties of a gas foil bearing. At the current stage of the conducted research a test stand has 

been constructed and experimentally tested. The temperature field on the bearing’s top foil 

has been considered as the object of the study. This physical quantity becomes important for 

maintaining the nominal working configuration in the bearing. In reference, numerical simula-

tions have been also performed employing finite element method. The conducted virtual tests 

are crucial as enabling for cost-effective, convenient and reliable inference on the bearing’s 

operational properties. In the paper the measurement instrumentation employed for tempera-

ture identification as well as a specialized sensing top foil are described. The work is conclud-

ed with the pointed directions for the planned future developments regarding more compre-

hensive characterization of the gas foil bearings’ properties. 

Keywords: gas foil bearing, temperature profile, thermocouple, numerical simulation, experimental 

identification 

1. Introduction 

Rotating machineries require bearing systems since they assure desired load capacities and rotational 

degree of freedom. Durability of the machineries depends on the condition of the bearings [1]. Hence, 

various algorithms developed for the assessment of their properties have been proposed. However, the 

specificity of a technical solution being considered requires dedicated methods to be used for the 

bearing characterization. In the current paper, the results of the investigation on the properties of a gas 

foil bearing (GFB) are reported. GFBs are fluid film bearings consisting of a set of thin foils mounted 

between the rotating shaft and solid bushing. They are especially dedicated to support lightly-loaded 

but high-speed rotors [2]. GFBs exhibit a unique capability since a gaseous medium directly taken 

from the surroundings is used for lubricating. It is however worth noting that stable operation of  

a GFB strictly depends on the thermally induced mechanical behaviour of the thin foils. In the worst 

case scenario, the required clearance between the shaft’s journal and the top foil may be suddenly lost 

due to unexpected thermal behaviour [3]. Excessive thermal elongations of the bearing’s components 

may lead to its break and machinery failure. Being motivated by the above presented challenges for 

the GFBs development, the authors of the current work constructed a prototype installation equipped 

with the specialised sensing top foil dedicated for temperature identification, as shown in Fig. 1. 

574



 

    

Fig. 1. GFB with integrated thermocouples: prototype (left), thermocouples locations (right). 

2. Results and Discussion 

Fig. 2 presents the temperature profiles identified in both experimental and numerical tests. The inte-

grated sensors show uneven temperature profile for the top foil which corresponds to the investiga-

tions reported in the literature [4]. 

     

Fig. 2. Temperature identified for: top foil during experiment (left), simulations (centre and right). 

3. Concluding Remarks 

The paper presents the proof of concept for the method of temperature characterization for a GFB. 

The proposed approach makes use of a dedicated specialised sensing foil with integrated thermocou-

ples. As of the future work, the authors plan to improve the developed numerical model via validation 

procedure. The authors’ ongoing work is focused on the enhancement of the set up with integrated 

strain gauges. The final goal is to characterize the thermomechanical coupling in a GFB. 
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Abstract: This paper proposes a novel approach of fusing inertial measurement unit (IMU) 

data and neural network (NN) models with the aim to provide IMU-based position/velocity 

estimation results with enhanced accuracy for mobile robots. First, a comprehensive database 

of random dynamic motions is generated based on low-cost quadcopter motions, where both 

raw IMU measurements and ground truth data of system states are recorded. This process is 

performed with a six degrees of freedom (6-DOF) test environment, which alters both the po-

sition and orientation (6D pose) of an IMU model and simultaneously builds the database. 

Then, a cascade forward NN is developed and trained to estimate the true acceleration of the 

dynamical system. Different input combinations of IMU measurements are evaluated in the 

training of the NN, moreover extended Kalman- (EKF) and gradient descent (GRD) orienta-

tion filters are also incorporated in the training process to further enhance the effectiveness of 

the NN model. It is shown that the NN-based external acceleration estimate significantly en-

hances the rotation matrix-based acceleration vector calculation accuracy, therefore it enables 

the obtainment of reliable velocity and position results in shorter time windows. 

Keywords: pose estimation, inertial measurement unit, neural network, Kalman filter, gradient filter 

1. Introduction 

     The 3D position estimation based on the double integration of acceleration signals is a challenging 

problem since the uncertainty of the IMU sensor measurements is significant due to both the noisy 

environment and limitations of the employed measurement system [1]-[3]. This paper investigates the 

sufficiently accurate IMU-based acceleration determination performance, which can be used to obtain 

reliable velocity and position estimates for shorter time windows. For this purpose, the true accelera-

tion is estimated with a trained cascade forward NN from solely the IMU sensor readings.  

2. Results and Discussion 

The first part of Table 1 is the reference-baseline group, which shows the baseline method estima-

tions without the application of NN. In the evaluated cases the orientation was estimated with EKF or 

GRD based on the raw IMU measurements. The second part is the applicable NN group, which repre-

sents the feasible solutions that can be applied in pose estimation problems of mobile robots. The 

third part is the reference NN group, which employs the ground truth instead of the estimated orienta-

tion, i.e., these results highlight the theoretical maximum performance in case of perfect orientation 

estimation. The achieved performances are shown with correlation measures between the true and 

estimated accelerations, where various NN models have been evaluated.  

576



 

Table 1. The performance comparison of NN models on different input channels 
 

Group Estimated Acceleration NN correlation with true acceleration 

Model Channels Inputs  X Y Z All 

Reference 

 - baseline 

Sensor acceleration (Acc) 3 0.42 0.20 0.89 0.264 

GRD on Acc+Gyr+Mag 9 0.18 0.35 0.78 0.491 

EKF on Acc+Gyr+Mag  9 0.55 0.48 0.93 0.725 

Applicable NN 

with estimated 

angles (Ekf or 

Grd) 

NN on Acc 3 0.65 0.40 0.94 0.674 

NN on Acc+Gyr 6 0.69 0.68 0.95 0.758 

NN on Acc+Ekf 6 0.75 0.71 0.96 0.783 

NN on Acc+Grd 6 0.68 0.54 0.95 0.721 

NN on Acc+Gyr+Ekf 9 0.77 0.77 0.96 0.808 

NN on Acc+Gyr+Grd 9 0.71 0.73 0.96 0.772 

NN on Acc+Mag 6 0.78 0.71 0.96 0.803 

NN on Acc+Gyr+Mag 9 0.80 0.78 0.97 0.830 

NN on Acc+Gyr+Mag+Ekf 12 0.82 0.80 0.97 0.836 

NN on Acc+Gyr+Mag+Grd 12 0.84 0.82 0.97 0.848 

Reference NN 

with truth angles 

(Ang) 

NN on Acc+Ang 6 0.98 0.98 0.97 0.957 

NN on Acc+Gyr+Ang 9 0.993 0.993 0.9767 0.9643 

NN on Acc+Gyr+Mag+Ang 12 0.993 0.993 0.9768 0.9642 
 

It is found that EKF gives the highest correlation results from the baseline groups (r=0.725). The 

best reference NN becomes the Acc+Gyr+Ang combination (r=0.965), however the version with an 

additional magnetometer is very similar. The best applicable NN is the Acc+Gyr+Mag+Grd combina-

tion (r=0.848), which is halfway between the baseline and theoretical perfect solution. The results 

prove that the most important factor is the accuracy of the estimated orientation for the NN-based 

acceleration estimation. NN, as a supervised method, is a powerful model for both aggregating the 

available measurements and estimating the external accelerations of mobile robots. Fig. 1 depicts an 

example of the estimated position and velocity values. This outcome was obtained by simple double 

integration of the obtained acceleration. NN-based accelerations yield reliable data for 10 seconds. 

 
Fig. 1. Position and velocity estimation results based on the estimated acceleration by the best NN model. 
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Abstract: The research involves application and research on a non-ideal forcing to modelling 

and identification of vibrating systems with friction. It is still an innovative approach in the 

numerical analysis of vibrations of mechatronic machines and devices. This will allow to 

make a much real numerical modelling and more efficient identification of nonlinear dynamic 

phenomena observed in vibrating systems with friction, and thus, a better modelling of such 

phenomena in computer programs. To obtain the goal, initial 3D model of the mechanical 

stand was made in the CAD software. Based on the 3D model, real stand will be built, and 

experiments will be held to obtain data that will be necessary to ensure correctness of the 

mathematical model, which also will be studied and developed.   

Keywords: friction, dynamics, oscillators, non-ideal power source, CAD software 

1. Introduction 

In order to obtain experimental data, that would be compared to a results from a mathematical model, 

real stand needs to be built. Main idea was to make it as much modular and universal as it is possible. 

Such a conception will allow to make even dozens of different experiments using only one machine, 

by doing only few changes in the construction. Because of using two different linear actuators, com-

parison of how they can affect the stick-slip motion of the investigating bodies will be able to ob-

serve. It was discovered that when the rotor speed of the motor was close to resonance, an increment 

of the input power produced only a very slight increase of the rotor speed, while the oscillation ampli-

tude increased considerably. It is one of the aspects of investigating the non-ideal forcing and it is also 

known as Sommerfeld effect [1], that may be observed during the experiments with proper parame-

ters. Also, stage of complicity of the mathematical model of the system including non-deal energy 

source coupled with additional element, sometimes can give much different results [2], so different 

ways of approach will be investigated to give as much similar results as it is possible in comparison to 

obtained experimental data. 

2. Results and Discussion 

Prepared 3D model of the stand consists of few key components. First one is a base (1), to which 

aluminium strut profiles will be used. They give a lot of possibilities to make the stand universal and 

modular, because of additional elements that give a chance to connect them mount additional compo-

nents in various ways and. Next components are linear actuators. One of them is lead screw (2) and 

the second is belt driven (3), but they could be easily changed into another one if necessary for some 

additional experiments. On top of the carriage of the actuators are placed handles for treadmills (4), 
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on which investigated bodies (5) are placed. They have one degree of freedom because of the guide 

roller (6). More than one body can be placed on each treadmill to make a chain of oscillators, between 

which springs (7) can be placed. First step will be to investigate the behaviour of the system with DC 

motors with low vibrations they generate and can transfer to the construction, but also investigation 

with stepper motors (8) will be able to do to check if the vibrations affect the friction coefficient 

between bodies and the treadmills. To make measurements, high speed camera will be used with 

proper postprocessing. 

 

Fig. 1. 3D CAD model of the stand.  

3. Concluding Remarks 

3D model of the stand was made. Current construction will provide possibility of carrying out various 

experiments concerning non-deal forcing and chain dynamics of self-excited oscillators with friction. 

Different degrees of freedom system, caused by number of investigated bodies, will be able to create 

with various stiffness of the springs, such as many materials of the bodies and treadmills. Creating 3D 

model is an iterative task, therefore still some improvements are applying. 
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Abstract: Abstract. 3D printed prototype a human hand which is controled by sEMG 

signal was created to simulate two types of fingers motions. The first one includes 

fingers flexion/extension and the second one is focused on opposing the thumb. These 

two types of motions are executed by one pair of biological muscles, by the meaning 

of sEMG signals. The recruting electrodes are attached to both biceps brachii. One of 

them is responsible for fingers flexion/thumb abduction, and the other is for fingers 

extension/thumb adduction. The simultaneous contraction of both muscles couses a 

change in the mode of movement ( fingers - thumb). Control is based on the Arduino 

microcontroller extended by two EMG Olimex shields and two servos. The main idea 

behind this project was to create an easy and cheap alternative to commercial prosthe-

tic solutions. 

Keywords: electromyography, bionic hand, 3D print, prosthetics 

1. Introduction 

The issue of upper limb amputation in Poland may seem to be a rare problem (in 2016, it 

was less than 1% of the population on the national scale [1], [2]). However, patients affec-

ted by this problem require specialized care, from the need of surgery and create a prosthe-

sis, through social services, to the help of a psychologist. This is a very complex problem, 

where a functional prosthesis will help a lot. This project of myoelectric hand prosthesis is 

devoted to transradial amputation or wrist disarticulation. The aim of the prototype will be 

to simulate the movement of the fingers. Various solutions can be observed among com-

mercial products. For example, the company Glaze Prosthetics specializes in printing co-

smetic artificial limb, BeBionic or iLimb create myoelectric ones, and an important repre-

sentative of mechanical ones is e-Nable - the open-source project, enabling volunteers to 

print their own prosthesis. 
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2. Results and Discussion 

The prosthesis model was designed in CAD enviroment and printed on a 3D printer. The 

construction of presented artifcial hand limits the range of the motion in joints between 

phalanxes. The entire system consists of printed model, servos, Arduino UNO extended by 

EMG Olimex shield with electrodes that reads the signals from both biceps brachii muscles 

of the arms. The whole set is presented in Figure 1. 

 

Fig.1. General view of the model with Arduino microcontroler and servos. 

The prosthesis performs two types of fingers movement: 

I mode - flexion and extension 

II mode - abduction and adduction of the thumb 

To switch the mode of motion the simultaneous contraction of the both muscles is needed. 

The estimations shown that the torque generated by servo to move fingers is approximately 

equal to 2.3% of torque of the weakest finger in the human body [3]. Despite this fact, the 

servo allows to move the prosthesis in full range of motion for demonstration purposes. 

3. Concluding Remarks  

The project uses an electromyographic signal to control two servos that drives the hand 

model. Despite its simple design, it has a full range of motion and the chosen solution al-

lows for an easy control. 
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Abstract: The article presents a hydraulic control system for the auto-levelling of a mobile 
bricklaying robot platform. To stabilize the position of the robotic bricklaying system, four 
extendable hydraulic supporting legs were used. For the correct operation of the robot, its 
horizontal position is important. To control the self-levelling process, the system uses a two-
axis tilt sensor and proportional directional control valves. After the target practical test, the 
results show that this method is a simple and reliable adjustment and perfectly realizes the 
precise and fast levelling of the hydraulic platform of the bricklaying robot. It can also be 
used for other multi-point automatic levelling systems. 

Keywords: self-levelling system, bricklaying robot, hydraulic control 

1. Introduction 

Masonry works are one of the very early human craftsmanship. However, this discipline has not 
achieved a high degree of automation. Several attempts were made to develop mobile construction 
works, the most advanced of which were the projects [1], [2], [3]. During capturing and laying bricks, 
the robot should avoid collisions with obstacles. For such a dynamic area as a construction site, obsta-
cles detection requires active motion planning techniques based on real-time sensory data. In addition, 
the bricklaying machine must be "aware" of the progress of wall evolution.  

2. Dynamic model  

Mobile Hydraulic Module (MHM) is a support platform for further development of devices used 
in cooperating construction works, such as: construction manipulator, material warehouse or lifting 
platform. Both of these tasks are significantly influenced by the dynamic behaviour of the mobile 
module itself and the mechanisms mounted on it. Fig. 1 shows the model of the Mobile Hydraulic 
Module (MHM). 

 
 

Fig. 1. Mobile Hydraulic Module (MHM) 
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3. Levelling 

To obtain the relationship between the slope and displacement angles of hydraulic cylinders, it 
was assumed that the angle p  (pitch) is measured from the X axis and the angle r  (roll) from the 

Y axis in the direction of the Z axis. The purpose of levelling is to set the surface of the robot plat-
form so that these angles are zero. The determined coordinate system is shown in Fig. 2. 

 
Fig.2. The coordinate system for the mobile hydraulic module 

For this coordinate system, we can write rotation matrices: 
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In fact, during the levelling process, the deviation in the platform level is small. With this assump-
tion, we can determine the following relationships: 1coscos  pr   and rr  sin , pp  sin . 

3. Concluding Remarks  

A technical solution was presented to the lifting and levelling system of the mobile hydraulic mod-
ule (MHM) unit, where electro-hydraulic control and drive systems were used. A model of platform 
MHM dynamics was presented along with a model of hydraulic drives. A control system diagram was 
developed. Simulation tests were carried out to test the accepted scheme of the bricklaying robot. The 
presented MHM control system uses feedback from platform bracket position errors, synchronization 
errors and tilt angles. 
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Dynamics of Railway Wheelsets with a Nonsmooth Contact  

Force Model 
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Abstract: The dynamics of a railway wheelset is investigated, focusing on the effect of the contact 

force models. For large values of creep velocities, the Coulomb model can be used as an asymptotic 

approximation of wheel-rail contact forces. Then, we get a nonsmooth dynamical system with 

codimension–2 discontinuities. At the discontinuity of the phase space, the so-called limit direc-

tions can be found, which correspond to the possible transitions between slipping and rolling. By 

this analysis, the nonsmooth model can complement the usual linear creep force model from the 

opposite approach, and we can explore more details about the qualitative behaviour of the wheelset.  

Keywords: railway wheelset, Coulomb friction, nonsmooth dynamics 

1. Introduction 

Consider a wheelset of a vehicle running with a constant speed . In the literature (see, e.g. [1] and 

[2]), the oscillating motion of the wheelset is often described by the lateral displacement  and the 

yaw angle  (see Fig. 1). Then, the so-called creep velocities  and  can be defined from the line-

arised kinematics,  

  (1) 

where the conicity  of the wheelset is assumed to be small.  

 

Fig. 1. Front view (left panel) and top view (right panel) of the mechanical model. 

Assume that the centre point  of the wheelset is rigidly connected to the vehicle in the longitudinal 

direction, while the lateral and yaw motions are supported by linear springs. Then, the equations of 

motion of this two–degree–of–freedom model become  

  (2) 

where  are the mass and mass moment of inertia of the wheelset;  are resultant stiffnesses 

with respect to the lateral and yaw directions; and  denote the components of the tangential 
(creep) forces at the contact points . 
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2. Nonsmooth contact model as a limit case of saturation 

The empirical models of creep forces  shows the tendency of sigmoid functions con-

taining a nearly linear region at the origin with a slope reciprocal to the vehicle speed , and the satu-

rating region of the creep forces for large creep velocities (see Fig. 2). By including these two effects, 

we can consider the nonlinear creep model in the form 

  (3) 

where  are the linear creep coefficients and  is the saturation value of the creep forces.  

 

Fig. 2. The nonlinear creep characteristics (continuous line) and its approximate models. 

In the limit case of small creep velocities in the sense , the  model 

(3) tends to the classical linear creep model  and , 

which can be used for stability analysis as a leading–order approximation. 

In the limit case of large creep velocities in the sense , the nonline-

ar creep model (3) becomes 

  (4) 

The model (4) has the form of the Coulomb friction model, and it is discontinuous at . 

Now, we investigate the nonsmooth contact model (4) as an asymptotic approximation of the creep 

force curve to explore the qualitative behaviour of the wheelset at the saturation of the creep force 

curve. For that, we apply the recently developed methods of codimension–2 discontinuities [3], and 

determine the possible directions of trajectories at slipping–rolling transitions. A similar method was 

earlier applied to the vibrations of towed wheels of road vehicles [4]. 
A further research direction is to insert the possibility of creep associated with the rotation of the 

wheelset about its symmetry axis. Then, the condition  is not valid any more, and we get a 

nonsmooth vector field with discontinuities at the surfaces  and . In this case, 

a careful analysis is required at the intersection of these discontinuities in the of the vector field. 
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Abstract: We present a problem regarding the mathematical modelling of a bouncing golf ball. 

Experimental data shows a significantly different behaviour of the ball during the bounce de-

pending on whether it slips throughout the whole time is in contact with a bouncing surface or 

if it enters rolling (grips the surface) at any stage of the bounce. We present a simple piecewise-

smooth linear model of the compliant ground based on Kelvin-Voigt mechanism and analyse 

its dynamics. Assuming Coulomb friction between the ball and the ground a discontinuity arises 

in the equations of motions and thus one evaluates the dynamics of the mechanism treating it 

as a Filippov system. We recognise numerous behaviours that can arise from such model which 

agree with the commonly known outcomes in the game of golf.  

Keywords: piecewise-smooth dynamics, Coulomb friction, Filippov systems 

1. Introduction  

The bounce of a ball in sports such as ten-

nis, cricket or football has been studied exten-

sively with many experimental data available 

to support the analysis. The common denomi-

nator for these models is an impact of a com-

pliant ball off a rigid ground. A bounce of a 

golf ball is a very different problem, where the 

analysis focuses on the impact of a rigid body 

off a compliant surface. Previous studies have 

either focused heavily on obtaining and inter-

preting specific data [1] or presented models 

for the bounce but with little experimental val-

idation [3] leaving a large gap between scien-

tific models and data. In this project we aim at developing the fundamental understanding behind the 

science of the golf ball bounce by presenting an appropriate model for the behaviour of a compliant 

golf turf which we will aim to support by experimental validation.  

We consider a setting in which a rigid sphere of unit radius impacts a compliant surface based on 

Kelvin-Voigt mechanism – see Fig. 1. for the illustration of the mechanism. Denoting the centre of 

mass of the ball with (𝒙, 𝒚) and its spin with 𝝎 the equations or motion are 

      𝒙̈ +
𝟐𝒅𝒙

𝜺𝒙
 𝒙̇ +

𝟏

𝜺𝒙
𝒙 = 𝝀𝑻,    𝒚̈ +

𝟐𝒅𝒚

𝜺𝒚
 𝒚̇ +

𝟏

𝜺𝒚
𝒚 = −𝒈,     𝝎̇ =

𝟓

𝟐
𝝀𝑻,           (1) 

 

Fig. 1. Illustration of the compliant ground model 
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where 𝝀𝑻 is the tangential force governed by the Coulomb friction law. We introduce the vector of state 

variables 𝒑 = [𝒙, 𝒙̇, 𝒚, 𝒚̇, 𝝎]⊤, and thus the equations of motion are rewritten as 

     𝒑̇ = {

𝑭𝟏𝒑 + 𝒈    if   𝑯(𝒑) > 𝟎,

𝑭𝑹𝒑 + 𝒈    if   𝑯(𝒑) = 𝟎,

𝑭𝟐𝒑 + 𝒈    if   𝑯(𝒑) < 𝟎,

           (2) 

where 𝑭𝟏, 𝑭𝑹, 𝑭𝟐 ∈ ℝ𝟓×𝟓, 𝒈 = [𝟎, 𝟎, 𝟎, −𝒈, 𝟎]⊤ and 𝑯(𝒑) =  𝒙̇ + 𝝎. This gives us three discontinu-

ous, piecewise-smooth differential equations, where the switching condition is the velocity of the point 

of contact of the ball. Situations where 𝑯(𝒑) > 𝟎 and 𝑯(𝒑) < 𝟎 correspond to slipping with positive 

and negative tangential velocities at the point of contact respectively, whereas the ball is rolling when 

𝑯(𝒑) = 𝟎.  

Such system with a discontinuous first derivative is known as a Filippov system. In the analysis of this 

system we focus on the possible dynamics of the ball after it enters rolling, with a particular focus on 

whether the ball can enter slip again. 

2. Results and Discussion  

For a golf turf we select 𝜀𝑦 ≪ 𝜀𝑥, which means that the ground is a significantly more compliant in 

the normal direction than it is in the horizontal one. Alternative choices will lead to unphysical results, 

a particular example of which is 𝜀𝑥 ≈ 𝜀𝑦, in which both directions behave similarly and thus the lift off 

trajectories follow the inbound ones. In the physical setting the ball will enter the bounce slipping and 

may either change the direction from positive to negative slip without entering rolling, may slip 

throughout the impact or will enter rolling at some point. If the ball enters rolling it may then enter 

slipping again, but only with a negative tangential velocity of the contact point. It is also possible for 

the ball to remain rolling for the remaining part of impact, in which case an appropriate modelling 

framework, such as Utkin equivalent control law, must be applied to understand how the ball can remain 

on the boundary between the rolling surface and the negative slip region [2]. 

3. Concluding Remarks  

The model of a compliant ground we propose presents a number of relevant behaviours that can be 

observed in the game of golf. Experimental campaign carried out in a controlled environment showed 

these to be applicable, however the data set is soon to be expanded by data from regular golf turf.  

A problem that remains is the one of fitting parameters to the data. This proves to be difficult due to 

the discontinuities in the model which depend on the parameters themselves. We are in process of 

developing a structured approach which will see the use methods from finite element analysis and linear 

complementarity problems. 
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Abstract: Modeling and simulation of systems with friction is still one of the most sophisti-

cated problems of mechanics science, even it concerns “macroscopic” descriptions of friction 

actions in discrete MBS-type systems (Multi-Body Systems). Due to dry friction, such systems 

must function as systems with a variable structure resulting from stick-slip processes. The ap-

plication of the Gauss principle enables to "circumvent" the problems of indeterminate forces 

of static friction in the states of total stiction. The use of luz(...) and tar(...) projections facilitates 

the synthesis of models in possibly compact forms. The article presents a "library" of ready-to-

use mathematical models of several important elementary structures of MBS systems with fric-

tion that can be used in modeling of more complex mechanical systems. The created non-

smooth models have no entangled forms, and are easy to use in computer programs with stand-

ard numerical procedures. The developed method can be used in the analysis of stick-slip phe-

nomena in complex mechanical structures even in cases of static friction forces undetermined 

distribution. The article presents representative examples of the application of the method. 

Keywords: systems with friction, stick-slip, modeling, simulation, projections. 

1. Introduction 

Two main categories of friction problems are noticed [3]: The first one concerns “microscopic” 

friction models and is representative for the tribology and contact theory. The second one concerns 

“macroscopic” descriptions of friction actions (stick-slip phenomena) in discrete systems and is repre-

sentative for the MBS theory. Even though the macroscopic descriptions of the systems with friction 

based on Coulomb friction laws have a simplified character, a synthesis and analysis of such MBS 

models is usually very sophisticated [1]. Note, that even in 1D or 2D structures we can find peculiar 

problems (static friction force indeterminacy, Painleve paradoxes, etc.). In complex 3D MBS-type sys-

tems such problems are even more complicated. Modeling of discrete mechanical systems with friction 

must be supported by the mathematical theory relating to non-smooth dynamic systems, variable struc-

ture differential equations and inclusions [2]. Therefore in many cases simulation methods use iterative 

algorithms or heuristic procedures.  

2. Results and Discussion 

Meanwhile, as shown in the authorial works [4], [5], [6] a number of difficult problems of model-

ing friction systems can be resolved in a strict manner with using luz(…) and tar(…) piecewise linear 

projections (fig.1) and their mathematical apparatus. 

Several friction systems discussed in that works have the variable structure analytical form of 

model (without algebraic constraints), ready to use in simulation programs with standard numerical 

procedures. Note that among these systems are the systems (for example two-mass system with three 

friction actions) with the problem of static friction indeterminacy resolved. Resolution of static friction 
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indeterminacy and synthesis of variable structure differential equations of motions has been here pos-

sible thank to application of the Gauss rule (minimization of acceleration energy in total stiction).  

 

Fig. 1. Geometric interpretations of the luz(…) and tar(…) projections  

The method of modeling and simulation friction processes with application luz(…) and tar(…) 

projections will be shown on the model of the system being activated on a special test stand. This stand 

is intended for very sophisticated experiments. It will be an instrument for verification elaborated mod-

els of elementary systems acting with friction in different mechanical configurations (fig.2). 

 

Fig. 2. Example configuration of the stand for testing friction processes   

3. Concluding Remarks 

The piecewise linear description basing on the luz(…) and tar(…) projections can be applied also 

for the friction characteristics expressing Stribeck effect, for characteristics with non-symmetry, etc.. 

Although the stick-slip models have been derived here for simplest friction characteristics, their final 

forms can be easy adapted to the other more complicate characteristics.  

The luz(…) and tar(…) projections seem to be very efficient for modeling non-smooth mechanical 

systems.  
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Abstract: A nonlinear dry friction oscillator to combined harmonic and stochastic excitation 

is considered. The discontinuous oscillator is modelled as a Filippov system. The oscillator 

exhibits discontinuity induced bifurcations (DIB) such as adding sliding bifurcations under 

harmonic excitation. The influence of noise on DIB is investigated by numerically integrating 

the equation of motion by an adaptive variable time stepping method (ATSM) combined with 

a bisection approach to accurately determine the discontinuity point. A Brownian tree ap-

proach is used for the solution to follow the correct Brownian path. 

Keywords: Filippov model, Brownian tree, Discontinuity induced bifurcations 

1. Introduction  

Fig.1 shows  a single degree of freedom nonlinear oscillator consisting of a mass, linear Spring, linear 

dashpot, nonlinear spring and nonlinear damper  on a belt with dry friction moving with velocity V 

subjected to harmonic excitation and additive white noise. The equation of motion is given by[1] 

( ) ( ) ( )
3

3

1 2 0sgn cos ( )X X X g X V g X V g X V f t W t      + + + − + − + − = +  

where 1 2 1 2
1 2 ,

, ,
k k c c

m m mg mg
   = = = = and 0

0

F
f

m
=  and ( )W t  is the 

white noise with intensity  . 

  
Fig. 1 Schematic diagram of dry friction oscillator with a moving belt. 
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(a) (b)  

Fig. 2 phase space plot for  0 =  (a) 1.95 =  (b) 2.44 = . 

Santhosh et al[1] analysed the oscillator by modelling it as a Fillipov system in which the dynamics in 

the smooth regions are described by two smooth vector fields F1 and F2 and in the discontinuous 

region by a convex combination of F1 and F2. It is seen that there is relative motion between mass 

and belt in the sticking phase, which was not observed when the sgn function was approximated by 

arc tangent function. This is indicative of adding sliding bifurcation which belongs to a class of DIBs. 

Figs 2(a) and 2(b) show respectively the phase plane diagrams for 1.95 = and 

2.44 = obtained by using the Filippov model and event space numerical integration method. 

These are also verified by the ATSM, The other parameters adopted are 
2 2

0 1 210 / , 10 , 0.05 / , 0, 1 / , 0.6f m s s s m V m s    −= = = = = = = . 

2. Results and Discussion  

The system is now investigated with the same set of parameters with noise included and using the 

Filippov convex combination model. The equation of motion was integrated using the ATSM [2] in 

combination with bisection method to determine accurately the discontinuity point. A Brownian tree 

approach is adopted so that the solution follows the correct Brownian path at each integration time 

step. It is observed that by proper tuning of the noise intensity the sliding region in the sticking phase 

can be altered. The phase planes for 0.25 = and 0.75 =  are shown in Figs 3 (a) and (b) 

respectively for 1.95 =  which show chaos like behaviour modifying the motion in the sticking 

phase. 

       (b)  

Fig. 3. phase space plot using ATSP for (a) 0.25 =  (b) 0.75 = . 

3. Concluding Remarks  

The dynamics of a dry friction nonlinear oscillator subjected to combied harmoinc eccitation and 

white noise is investigated by using Filippov model. The inclusion of noise alters the motion in the 

sticking phase considerably. The dynamics is further investigated by solution of corresponding 

Fokker-Planck equation and computing the largest Lyapunov exponent which  are indicative of P and 

D bifurcations. These will be reported in the full paper.  
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Abstract: This work analyzes an electromechanical system with dry-friction forces. The sys-

tem is composed of two coupled subsystems, a mechanical and an electromagnetic (a DC mo-

tor). The mechanical subsystem is subject to two dry-friction forces, modeled as Coulomb 

friction. Due to these two dry-friction forces, the resulting motion of the mechanical subsys-

tem can be characterized by two qualitatively different and alternate modes, the stick- and 

slip-modes, with a non-smooth transition between them. The dry-friction forces acting on the 

mechanical subsystem are orthogonal and interdependent. In this paper, we construct the ini-

tial value problem that governs the system dynamics and we define the necessary conditions 

for the occurrence of the stick- and slip-modes. Numerical simulations are performed and the 

system response is analyzed for different combinations of mechanical and electromagnetic pa-

rameter values. One of the objectives is to quantify the stick-duration. 

Keywords: electromechanical systems, dry-friction, stick-slip oscillations, stick-duration 

1. Introduction 

The presence of dry-friction in mechanical systems may induce stick-slip oscillations, a type of 

non-smooth dynamics [1,2]. When stick-slip occurs, the system response is characterized by two 

qualitatively different modes, the stick- and slip-modes [3-5]. The occurrence of stick-slip oscilla-

tions in mechanical systems is usually related to the existence of a force that saturates, i.e., a force 

whose magnitude is bounded, that is, the norm of the force is bounded, in certain conditions. The 

end of a stick-mode is related to the saturation of this force.  

In this paper, we analyze stick-slip oscillations in a system with two orthogonal and interdepend-

ent dry-friction forces. Besides that, the system analysed is composed of two subsystems that 

interact, a mechanical and an electromagnetic (DC motor). Traditionally, stick-slip is analysed as 

the interplay of a friction force and an elastic one. In our case, there is no elastic force, it is substi-

tuted by a force generated by the motor. Then, we analyze stick-slip as the interplay of three 

forces: two dry-friction forces and one electromagnetic force (generated by the motor). The cou-

pling between the two subsystems means mutual influence, i.e., the dynamics of the mechanical 

subsystem influences and is influenced by the dynamics of the electromagnetic subsystem [6-9]. 

Consequently, the dry-friction forces present in the mechanical subsystem affect and is affected 

by the interaction. Furthermore, the sick-slip oscillations affect and are affected by the electrome-

chanical coupling. This paper is a continuation of our previous work [10] in which we analyze a 

simpler electromechanical system than the studied here. In [10] the electromechanical system was 
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subjected to just one dry-friction force. The presence of two orthogonal and interdependent dry-

friction forces turns the system dynamics richer. 

2. Results and Discussion 

The system analyzed is a simple electromechanical system. It has just one mechanical and one elec-

tromagnetic degree of freedom. Due to the dry-friction forces, the system mode at each instant (stick 

or slip) depends on the state of the whole system, i.e., depends on mechanical and electromagnetic 

variables. Besides, during the stick mode, the motor rules the system dynamics. This is described by 

an initial value problem involving the current in the electric circuit of the motor. We consider that the 

construction of the dynamics (the initial value problem) that governs the dynamics of an electrome-

chanical system with stick-slip is the major contribution of our work. Another contribution is the 

definition of the necessary conditions for the occurrence of the stick- and slip-modes. Depending on 

the values of the electromagnetic and mechanical parameter variables, the system response can be 

composed by: only slip mode (stick does not happen); sequence of alternate slip and stick modes 

(stick-slip oscillations); a slip followed by  only a stick; only stick mode (the stick lasts forever). 

Numerical simulations are performed and it is shown the stick- and slip-modes parts in the response 

of the mechanical and electromagnetic subsystems.  

3. Concluding Remarks 

We analyze stick-slip oscillations without an elastic force (the most usual configuration in the litera-

ture). Instead of the elastic force, one has the force generated by a DC motor. Besides, we analyze 

stick-slip in a system subjected to two orthogonal and interdependent dry-friction forces. After the 

construction and analysis of the system dynamics, we quantify the stick-duration, one of the variables 

of great interest in systems with stick-slip dynamics. 
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References 

[1] LIMA, R., SAMPAIO, R.: Stick-mode duration of a dry-friction oscillator with an uncertain model. J. Sound 
Vib. 2015, 353:259-271. 

[2] LIMA, R., SAMPAIO, R.: Two parametric excited nonlinear systems due to electromechanical coupling. 

Journal of the Brazilian Society of Mechanical Sciences and Engineering 2016, 38:931-943. 

[3] AWREJCEWICZ, J., OLEJNIK, P.: Occurrence of stick-slip phenomenon. J. Theor. Appl. Mech. 2007, 

175(1):33-40. 

[4] THOMSEN, J., FIDLIN, A.: Analytical approximations for stick-slip vibration amplitudes. Int. J. Non Linear 

Mech. 2003, 38:389-403. 

[5] GALVANETTO, U., BISHOP, S.:  Dynamics of a simple damped oscillator under going stick-slip vibrations. 

Meccanica 1999, 34:337-347. 

[6] LIMA, R., SAMPAIO, R.: Construction of a statistical model for the dynamics of a base-driven stick-slip 

oscillator. Mech. Syst. Signal Process 2017, 91:157-166. 

[7] LIMA, R., SAMPAIO, R.: Parametric analysis of the statistical model of the stick-slip process. J. Sound Vib. 
2017, 397:141-151. 

[8] LIMA, R., SAMPAIO, R., HAGEDORN, P.: One alone makes no coupling. Mec. Comput. 2018 36(20):931-944. 

[9] LIMA, R., SAMPAIO, R., HAGEDORN, P., DEÜ, J-F.: Lima, R., Sampaio, R., Hagedorn, P., Deü, J.: Comments 

on the paper “on nonlinear dynamics behavior of an electromechanical pendulum excited by a nonideal mo-
tor and a chaos control taking into account parametric errors” published in this journal. Journal of the Bra-

zilian Society of Mechanical Sciences and Engineering 2019 41:552. 

[10] LIMA, R., SAMPAIO, R.: Stick–slip oscillations in a multiphysics system. Nonlinear Dyn. 2020, 100:2215-
2224. 

596



 

 

 

A vibro-impact oscillator based energy harvester 

SHUBHANSHU MAHESHWARI1, ARAVINDAN MURALIDHARAN1, SHAIKH FARUQUE ALI1, 

GRZEGORZ LITAK2* 

1. Department of Applied Mechanics, Indian Institute of Technology Madras, India 
2. Department of Applied Mechanics, Lublin University of Technology, Poland 

* Presenting Author 

Abstract A piezoelectric energy harvesting system based on vibro-impact is investigated in 

the present study. The harvesting configuration comprises a primary unimorph beam which 

undergoes impact with two other unimorph beams on its either side. The governing equations 

of the piecewise-smooth linear dynamical system are developed using Hamilton’s principle of 

least action. The dynamics and harvesting performance of the system under study are charac-

terized through numerical simulations. The effect of parameters such as the clearance between 

the harvesters, frequency and amplitude of excitation on the magnitude of power and band-

width are discussed in this study. 

Keywords: vibro-impact, unimorph, energy harvesting, piezoelectric 

 

1. Introduction 

Wireless sensor systems are highly desirable in areas such as structural health monitoring as they 

reduce the maintenance requirements and this can only be accomplished by using batteries and/or 

harvested energy. Several works in the literature demonstrate that the power density obtained through 

piezoelectric vibration energy harvesters are comparable to thermoelectric generators and lithium-ion 

batteries. The common configuration of  piezoelectric cantilever with a tip mass works well for har-

monic excitation and exploits the linear resonance of the system [1]. Vibro-impacts are known to be a 

source of high kinetic energy. Recently, few of the works on energy harvesting have briefly outlined 

the importance of vibro-impacts in improving the power output [2]. Along these lines, a new harvest-

ing system undergoing vibro-impacts is studied in this paper for its role in harnessing sizeable magni-

tude of power.  

2. Harvester model and solution  

The configuration of the system is inspired from the work done by Krishna and Padmanabhan [3] on 

investigation of second mode response of impacting cantilever beam and is shown in Fig. 1(a). The 

system includes a primary cantilevered unimorph in the middle separated from the secondary cantile-

vered unimorphs by a clearance. The mathematical model of the system is derived based on Euler 

Bernoulli’s assumptions. Euler-Lagrange method is used to develop the governing electromechanical 

equations of the system. Since there is a time dependent contact between the unimorphs during vibro-

impacts, the system is idealised as piecewise-smooth linear oscillators. The primary unimorph is 

given a harmonic base excitation, which is then transferred to the secondary unimorphs due to vibro-

impacts. The governing equations the system are given by, 

                                        0
T

p
l

Mx Cx Kx v F

v
C v x

R





   

                                             (1) 
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where M is the mass matrix, C is the damping matrix, K is the stiffness matrix, θ is coupling coeffi-

cient vector, x is the displacement vector, F is the vector of forces due to base displacement and v is 

the voltage vector. The stiffness matrix includes the terms accounted for both the stiffness of the 

system as well as the contact stiffness arising during impacts. The solutions of the governing equa-

tions are obtained through numerical simulations. 

3. Results and Discussion 

The natural frequencies of the primary (10.42 Hz) and secondary beams (14.75 Hz) are kept to be 

constant for all the studies carried out in this work. The effect of two different types of impacts name-

ly the soft and hard impacts (classified depending upon the magnitude of contact stiffness relative to 

the stiffness of beams) for a given amplitude of excitation (2 mm) and clearance (1.2 mm) on the total 

power output are captured in the frequency responses shown in Fig 1(b). The magnitude of power 

harvested during hard impacts is observed to be significantly higher than during soft impacts. Hard 

impacts are also observed to enable the harvester to operate over a broader bandwidth as opposed to 

soft impacts. Time series analysis conducted in the study also showed that hard impacts predominant-

ly involve chaotic responses than the soft impacts the effect of which on the magnitude of power 

averaged over time has been discussed in this work. Parametric studies are also conducted to study 

the influence of bifurcations arising due to the variation of amplitudes of excitation and clearance on 

the total output power.   

 

 

 

 

 

 

 

 

 

 

                                           (a)                                                                 (b) 
 

Fig. 1. (a) Schematic representation of  the harvesting system (a) Frequency response of total power during soft 

and hard impacts 

4. Concluding Remarks  
The present study explores the possibility of exploiting vibro-impacts for improving the power output 

of a piezoelectric energy harvesting system. Results presented in the study show that vibro-impacts 

positively influence the magnitude and bandwidth of the harvested power for a given set of system 

parameters. The operating parametric regimes for enhanced energy harvesting are also identified from 

the bifurcation plots presented in the study.    
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Abstract: Dry friction is one of the most complex nonlinear phenomena occurring in general 

machine dynamics. This work deals with the analysis of mass in motion on a moving belt 

which is undergoes stick slip oscillations due to dry friction between the contact surfaces. The 

mass attached to a spring damper system and placed on a conveyor belt with a specified ve-

locity is subjected to a periodic excitation. This work generalises a Cluster Based Algorithm 

(CBA) developed by the authors for design optimisation of nonlinear systems to multi-

harmonic excitations. The focus of the work is in the evaluation of parameters of spring and 

viscous damper in order to obtain a pure slipping condition when the mass is subjected to sin-

gle and multi-frequency excitations. A cluster based analysis technique based on force and 

energy balance is used here for parameter evaluation and for finding the parameter regimes 

which yield pure-slip dynamics. 

Keywords:  Dry friction, Pure slip, Parameter estimation, Cluster analysis 

1. Introduction 

Frictional forces arising from sliding relative motion between surfaces are a well-known form of energy dissipa-

tion. The initial work dealing with modelling of friction in mechanical systems was done by Den Hartog [1] and 

well-studied by many authors [2-4]. In this section, a Cluster Based Algorithm as discussed in [5] is implement-
ed in design of mass on moving belt systems subjected to multi-harmonic excitation with friction induced vibra-

tions, to arrive at periodic solutions of pure slip type. The system parameters are the sliding mass (m), Damping 

coefficient (c), spring stiffness (k) and the friction force ( fr). The system is schematically shown in Fig. 1 and 
modelled as Eq(1). 

)1()()(  tFvxfrsignkxxcxm b


 

 

Fig. 1 
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In this work   we consider two excitations (i)  F(t)=F cos ωt,  (ii) F(t)=F1 cos ω1t + F2 cos ω2t   and  arrive  at  
system parameters  (k and c) to  arrive  at periodic solutions using the  cluster based algorithm.   

2. Results and Discussion  

It is seen that the parameter sets yielding pure slip periodic solutions will converge to a cluster for single harmonic 

as well as multi-harmonic excitations. Any parametric point from the cluster will yield to a periodic pure slip orbit 
as evident from the phase plane plots, which are plotted using the design parameter values obtained from the 

cluster. 

  

(a) (b) 

  

(c) (d) 

Fig. 2 (a) Phase plane  plot for  single frequency excitation (b) Optimal  parameter  cluster for  single  frequency 

excitation (c) Phase plane plot for  multi-frequency  excitation (d) Optimal parameter cluster  for multi-frequency 

excitation 

3. Concluding Remarks 

In this work the cluster based algorithm is applied to mass on moving belt systems subjected to single and multi-

harmonic excitation to arrive at design parameters (k ,c) yielding pure-slip periodic response. It is seen that the 

algorithm   can be applied to evaluate design parameters of nonlinear systems subjected to multi-harmonic excita-
tion as well.  
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Abstract: In engineering practice we often come across the analysis of beams under moving loads, 

the beam design is largely and commonly used in modeling bridges, piles columns, railway track, and 

so on. Moreover, the design of beams based on elastic analysis is extremely likely to be conservative 

due to the unaccounted of geometric or material nonlinearities. As the common beam model which is 

highly used is the Euler-Bernoulli model, Bishop and Drucker [1] becoming the early study of the 

geometric nonlinearity in the E-B model, where an analytical solution was derived. Numerical 

schemes were also proposed to dealing with the problem can be viewed [2-4]. 

Especially in the field of dynamics of railway Bridge, as the beam deflections become larger, the 

generated geometric nonlinearities result in consequences that are not detected in linear systems. 

Concerning the corresponding nonlinear problem, very few papers have been published on this topic. 

In this paper the dynamic response of an elastically supported E-B beam constant cross-section un-

dergoing moderate large deflections, traversed by moving loads is analyzed, the effects of the load 

speed, elastic stiffness on the dynamic response of the studied system is also investigated.      
   

Keywords: nonlinearity, dynamic response, moving load, support elastic, resonance, bridge. 
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Abstract:  

The “brute force” time simulation approach for understanding the wide range of nonlin-

ear phenomena linked to rotating machinery is inefficient because of the requirement for 

the transients to die out for every case, the need to examine multiple initial conditions, 

and the inability to trace unstable responses. With rotor-to-stator contact in the definition 

of the model, the accurate location of the contact places yet more computational load on 

the time simulations. Instead, a more standardised approach is used here by employing nu-

merical continuation. Smooth nonlinearities such as cubic stiffness can give similar patterns 

of bouncing cycles to those seen with discontinuous stiffness rotor-stator contact models. 

Therefore, a 2-dof overhung rotor with cubic stiffness nonlinearity replacing the snubber 

contact is investigated in the rotating frame, which is used as a base to find the response of a 

smooth-contact definition using a hyperbolic tangent function. This work not only provides 

more insight into such responses, but also demonstrates numerical continuation as a potential 

tool to explore the nonlinear rotating system’s response in a more structured way. 

Keywords: Rotor-stator contact, nonlinearity, internal resonance, numerical continuation  

1. Introduction  

Understanding the sustained intermittent rotor-to-stator contact response in rotating machinery 

is important as it might be dangerous in operating conditions. Zilli et al. [1] interpreted the inter-

nal resonance on a 2-dof overhung rotor with phasors. Shaw et al. [2] defined this relation as an 

internal resonance condition and generalised the idea to multi-dof models. Some authors mod-

elled the contact with an impact definition [3]. An ongoing study has revealed the similarity of 

bouncing cycles between cubic and discontinuous stiffness models [4]. In the present study of 

the nonlinear overhung rotor shown in the left of Fig. 1, the rotor-stator contact interaction is 

initially replaced by an isotropic cubic stiffness. Once the solution branches are known, a ho-

motopy to a hyperbolic tangent function approximating a contact nonlinearity is applied, to ex-

plore the characteristics of the system with contact and gain new insights.  

2. Models and methods 

Equation (1) shows the nondimensionalised nonlinear equations of motion of the 2-dof overhung 

rotor in rotating coordinate frame (Fig. 1).  

𝑈′′ + (−𝛺̂𝐽(𝐼𝑝̂ − 2) + 2𝜁)𝑈′ + (𝛺̂2(𝐼𝑝̂ − 1) + 1 + 2𝜁𝛺̂𝐽)𝑈 + 

𝜅 𝑓𝑠𝑛𝑢𝑏 + (𝜅 − 1)𝑓𝑐𝑢𝑏𝑖𝑐 = 𝑚̂𝑒̂𝛺̂2 {
1
0

} , 𝐽 = [
0 −1
1 0

] 
(1) 
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where, 𝑈 is the position vector in the rotating frame, ζ is damping ratio, 𝑓𝑠𝑛𝑢𝑏 = 0.5 tanh(𝐾(𝑟̂ − 1) +
1) 𝛽(𝑟̂ − 1) and 𝑓𝑐𝑢𝑏𝑖𝑐 = 𝛾𝑟̂2𝑈 are the smooth contact and cubic stiffness restoring forces, respec-

tively; 𝐾 is the steepness of the tanh function, 𝛽 is the measure of snubber-ring stiffness, and 𝛾 is the 

measure of cubic stiffness.  

3. Results and Discussion 

A converged 2:1 and 3:1 internal resonance response from the cubic stiffness simulations is used as a 

starting point for the numerical continuation scheme, which yields an entire solution branch. An orbit 

on this branch is used to start continuation of the homotopy parameter switching to the contact defini-

tion. The results are shown in the right of Fig. 1. The smooth-contact case shows period doubling, which 

would in a “brute force” analysis, cause difficulty in obtaining the whole branch. Period doubling bi-

furcations can be seen on the smooth-contact model, towards lower amplitudes. Note that the lowest 

amplitude level for the 3:1 cubic branch (bold green) is below the contact level; after the nonlinearity 

switch (thin green), the lowest point moves upward above the contact level. Although close to contact 

amplitude the response is mostly unstable, in the small region between nondimensional rotor speeds of 

4.4 – 5.0, the unstable periodic orbits of 3:1 might push the transitional responses to the 2:1 stable 

periodic orbits. 

  
Fig. 1. Left: Schematic representation of the cubic stiffness model. Right: Bifurcation diagram with the cubic (bold 
lines) and with tanh nonlinearity (thin lines). Purple branches show period doubling response. Dashed lines show 

unstable responses. Blue line shows the contact amplitude.  

This method enables one to start from an easier nonlinearity and explore the response in a more complex 

one without the expensive of brute force simulations, which does not guarantee even to find all stable 

solution responses, while completely diverging from the unstable periodic orbits.   
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Abstract: The vibration-induced fatigue damage is a critical issue for both the structural safe-
ty and the producibility of the wind turbine. However, the conventional fatigue assessment 
based on computational mechanics is usually time-consuming. To overcome this drawback, a 
surrogate model based on the deep neural network is proposed in this work. The numerical re-
sults validate both the effectiveness and the accuracy of the proposed model. 

Keywords: Fatigue damage, Residual neural network, Wind turbine tower, Numerical method 

1. Introduction 
 The random nature of the wind actions could cause unexpected fatigue damage and thus reduce 
the wind turbine’s operating lifetime. With the increasing size of wind turbine towers, the fatigue 
damage induced by the vibrations and cyclic loads becomes more and more crucial. Therefore, a 
reliable mechanical design is essential for high-rise wind turbines to ensure their operating lifetime. 
To assess the fatigue damage on wind turbine towers, a probabilistic framework was newly proposed 
[1]. The concept is based on a combination of deterministic fatigue analysis and probabilistic 
approach. Therefore, a large number of numerical simulations is required to prepare a dataset for 
fatigue estimation which is a heavily time-consuming task. To overcome this drawback, we propose a 
surrogate model for the proposed framework using a deep neural network in this paper. 
 The model is based on residual multilayer perceptrons (ResMLP) [2] that the skip connections 
are introduced to an ordinary neural network. The proposed surrogate model is compared to the direct 
numerical solutions for NREL 5MW reference wind turbine [3] using the simulation tool FAST [4]. 

2. Results and Discussion 
 Firstly, the trained model is used to predict the fatigue response of the reference wind turbine 

under wind conditions with turbulence. The neural network was trained by using the fatigue damage 
calculated for mean wind speed from [3.0 m/s, 4.0 m/s, …, 25.0 m/s]. The test set was to predict the 
fatigue damage in the same wind condition except that the mean wind speeds are drawn from [3.5 
m/s, 4.5 m/s, …, 24.5 m/s]. These cases of mean wind speed have never appeared in the training 
dataset nor the validation dataset. Likewise, the number of simulations per mean wind speed is also 
fixed to 10 000 runs which implies a total of 220 000 numerical simulations in FAST codes. The 10-
min cumulative fatigue damages acquired in these numerical simulations are compared to those ob-
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tained from the trained neural network. To keep this paper to be brief, only the comparison near cut-in 
speed (i.e., 3.0 m/s) and cut-out speed (i.e., 25.0 m/s) are graphed in Fig. 1. 

 The correlation between the predicted damages and the simulated damages proves that the pre-
dicted values are mostly conformed to the simulated values of the fatigue damage. Among 10 000 
points at each mean wind speed, only tens of points are away from the linearly correlated line (red 
line). 

  
Cut-in speed: Vmean = 3.5 m/s Cut-out speed: Vmean = 24.5 m/s 

Fig. 1. Comparison between the predicted values and the simulated values for 10-min cumulative fatigue dam-
age at (a) cut-in speed and (b) cut-out speed 

 The good accuracy of the trained residual neural network in predicting 10-min cumulative fa-
tigue damage for untested mean wind speeds encourages the author to use it in predicting the fatigue 
response of the wind turbine tower under stochastic mean wind speeds. 

3. Concluding Remarks 
 In this paper, a surrogate model using a deep neural network with residual learning is developed 

for assessing the fatigue damage induced by the vibrations. The model implements a 13-hidden-layers 
neural network with 300 perceptrons on each layer to predict the 10-min cumulative fatigue damage 
of the NREL 5MW reference wind turbine under wind with turbulence. The reference wind turbine is 
assumed to generate electrical power normally during a fixed simulated time of 10 minutes. 

 A sample including 23 000 observations for the training dataset and 5750 observations for the 
validation dataset is used to train the ResMLP. The accuracy of the predictions from the trained mod-
el is assessed by comparing with the numerical results computed directly from FAST simulator. It is 
demonstrated that the surrogate models can accurately and economically predict the distribution of 
10-min cumulative fatigue damage for any mean wind speed in the operating range, i.e., between cut-
in speed and cut-out speed. This advantage opens the opportunity to implement the proposed proba-
bilistic framework for fatigue assessment in the wind energy industry in which a quick-response 
design process is usually required. 
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 Models of Beams Using Additional Masses 
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Abstract: The paper presents the possibilities of developing a damage localization method 

that is not based on a reference model. The work presents examples of stiffness changes local-

ization in numerical models of beam based on changes in natural frequency in combination 

with the Laplacian differential operator. The changes were caused by two additional masses 

moving on the nodes of the cantilever beam model. 

Keywords: damage localization, eigenfrequencies, Laplacian differential operator 

1. Introduction 

Damage detection using modal analysis has been developed in civil engineering since the 1970s. 

Most modal diagnostics is based on changes in the natural frequency or the mode of natural vibra-

tions. Most of the methods are based on a reference model for which the values of the dynamic pa-

rameters of an undamaged structure are known. In the work [1], for the location of the damage, a 

comparison of vibration curves with the use of a differential operator was used. Currently, methods 

without a reference model are also used [2]. In the article [3] was taking into account an additional 

parameter (mass, support), which made it possible to locate damage by analysing changes in the 

natural frequency with respect to its position. 
The paper proposes the use of the Laplacian differential operator to evaluate the change in dynam-

ic parameters caused by two masses in order to determine the position of stiffness changes in the 

beam model. 

2. Results and Discussion 

The numerical model of the considered cantilever beam (Fig.1) was built in the Matlab environment 
with FEM libraries from the Calfem package. 

 

 

Fig. 1. Numerical model. 

609



 

The simple model was constructed of 24 elements and contained of 25 nodes. During the analyzes, 

the eigenfrequencies i were calculated for the selected locations of stiffness changes (lc) and for the 

selected range of stiffness changes (hc) with the masses (M1, M2) added at the nodes (lm1, lm2). 

The obtained results include changes in the eigenfrequencies i performed using discrete Laplaci-

an approximation: 

      (1) 

The results on Fig. 2a shows changes in second eigenfrequency 2 with stiffness reduction (40%) 

of the 14th element. The most significant changes of L(2) were observed near location of stiffness 

changes (Fig. 2b). 
 

 

Fig. 2. Localization of change in stiffness in the 14th element: a) 2; b) L(2). 

3. Concluding Remarks 

The main advantage of the presented approach is the possibility of stiffness changes localization 

without a reference model using two addition masses. The use of Laplacian operator improved the 

ability to identify the position of changes in stiffness. 
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Abstract: A flexible rotor supported by fluid-film bearings is investigated in the case of light, 
intermediate and heavy blade loss. In this first study, the rotor is supported by circular fluid-
film bearings. The resulting rotor orbits at the bearing locations are determined for different 
levels of blade loss unbalance and support flexibility. This is a critical scenario for industrial 
rotors and usually leads to convergence problems for high unbalance forces at which the rotor 
approaches or even hits the bearing housing. Strategies for improving convergence as well as 
reducing calculation time are explored for this demanding numerical solution. The industrial 
rotor dynamics tool MADYN/NOLIN is chosen for modelling the fluid-film dynamics and 
unbalance response in case of small unbalance forces. Add-on code is developed for enabling 
convergence for large unbalance forces. The results are benchmarked against investigations in 
literature. The impact of a heavy blade loss is outlined and the resulting bearing orbits are 
evaluated. 

Keywords: rotor dynamics, nonlinear dynamics, flexible rotor, fluid-film bearing 

1. Introduction 
Blade loss in a rotor is a severe condition that causes a sudden change in unbalance, which results in 
general to an increase of the dynamic load. An industrial rotor and its support structure need to be 
designed for a safe run-down in case of blade loss. For large values of unbalance, the dynamic forces 
are no longer negligible compared to the static load [1-3]. At this extreme condition, the linearized 
bearing characteristics are no longer valid and the nonlinear behaviour of the fluid-film and the bear-
ing support become dominant. 
 

2. Results and Discussion 
We investigate the rotor deflection at the bearing locations for the simple multi-disk rotor as visual-
ised in Fig. 1. This rotor is physically available in the lab and fully instrumented and allows for an 
experimental verification at a later stage. In our study, we develop a calculation procedure for achiev-
ing the numerical convergence for intermediate and heavy dynamic loads. Typical orbits for a light 
and intermediate dynamic load are shown in Fig. 2. These results are based on the simplified short 
bearing theory 

 

(1) 
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Fig. 1. Flexible, multi-disk rotor supported by two bearings. 

 
Fig. 2. Rotor orbits of a point mass in a short circular fluid-film bearing for light and intermediate unbalance. 

This simplified estimation is benchmarked against a full nonlinear rotordynamic calculation 
using MADYN/NOLIN with improved convergence. 
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Abstract: The simplest way for the elimination of earthquake-induced pounding that occurs 
between two adjacent structures is to have a proper gap between the two structures. However, 
this method is not applicable in all cases, and we should search for methods that can reduce 
the pounding effects. Linking the two adjacent structures with different elements like friction 
dampers (FDs) is one of the applicable strategies that can be studied. A friction damper (FD) 
absorbs energy by friction, and the slip force is the most important factor in these dampers. In 
this study, the effect of pounding on adjacent frames with different heights and also the effect 
of considering friction dampers with optimum slip force that are distributed uniformly in the 
stories, have been discussed. It is concluded that the pounding results in decreasing the re-
sponses of the low-rise frame and in increasing the responses of the high-rise frame. It is re-
vealed that linking dampers does not reduce pounding effects in all cases, and their perfor-
mance in reducing or increasing the responses of the frames belongs to the characteristics of 
the adjacent frames and the acceleration time history. 

Keywords: impact, friction damper, damage index, non-linear dynamic analysis, adjacent frames  

1. Introduction 

An earthquake has always endangered human life and property as one of the most dangerous natural 
disasters. By observing the past seismic events, it can be known that one of the phenomena caused by 
earthquakes and which intensifies the damage is the impact phenomenon. Impact refers to the colli-
sion of two structures that have different dynamic properties and therefore vibrate non-
simultaneously. Lack of sufficient gap between the two structures is another condition that is neces-
sary to create a collision. This phenomenon has been observed in recent decades with the increase in 
the value of urban lands and cost of buildings, and in several earthquakes has caused various damag-
es, including the destruction of walls, failure of collided columns, and complete collapse of buildings. 
Researchers have always been looking for a way to eliminate or reduce the damage caused by this 
phenomenon. The simplest way to eliminate impact is to create enough gap between the two struc-
tures so that they do not collide with each other due to non-phase vibration. But this method is not 
always applicable and is also an uneconomical method. Therefore, a solution must be provided to 
reduce the effects of this phenomenon. Among these, methods such as filling the space between two 
structures with shock-absorbing materials or connecting two buildings with high-strength beams in 
the form of two pin ends were proposed [1]. Another method proposed by the researchers is to use 
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dampers between two structures that are subjected to impact [2]. Since a few research has been done 
on how friction dampers affect impact responses in adjacent tall and short buildings under an earth-
quake, more research is needed. In this study, the effects of friction dampers (FDs) on the seismic 
behavior of steel buildings are investigated. 

2. Results and Discussion 

In this study, the pounding effect on two adjacent 9-story and 12-story frames is investigated under 
the Landers earthquake (component ABY090 seismic record). The displacement of the floors in the 
case of the gap distance is zero, sometimes increased and sometimes decreased compared to the single 
case, with a maximum change of 4%, which is not a considerable value. In the distance of 72 mm and 
144 mm, the response due to impact is severely reduced by 45%. A 31% reduction in displacement at 
a distance of 288 mm indicates that the effect of the impact has decreased with increasing the distance 
between two frames. By connecting the two frames per each floor level with friction dampers at a 
distance of 72 mm, an increase in displacement can be seen compared to the case where there is no 
damper between the two frames, which in the maximum case increases by 24%. At a distance of 144 
mm, the displacement of the floors with the dampers sometimes decreased and sometimes increased, 
which can be reduced by 38.9% and increased by 25%. Placing the dampers at a distance of 288 mm 
causes the displacement to be significantly reduced under the seismic record with a maximum value 
of 47%. At a distance of 144 mm, in most cases, there was an increase in response, which averaged 
8.2%. By increasing the distance to 288 mm, the damage index decreases by an average of 0.4%.   

  
(a) 9-story (b) 12-story 

Fig. 1. Distribution of floor lateral displacements with and without friction dampers under the Landers earthquake 
in (a) 9-story and (b) 12-story frames  

3. Concluding Remarks 

By increasing the distance between the two frames, the friction dampers are able to absorb more 
energy by being able to displace more and have a better performance at reducing the responses. When 
the distance between the two frames is zero, the responses are always close to the single state, and a 
little change is observed in them. By examining the effect of impact, it was concluded that the impact 
between buildings with a different number of floors reduces all responses in the shorter building and 
increases them in the taller building. 
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Abstract: Today, strengthening of concrete structures in order to withstand excessive loads 
and increase the ductility of the structure, etc., using high-performance fiber-reinforced ce-
mentitious composite (HPFRCC) and fiber-reinforced polymer composite (FRP) is very 
common. In this study, a reinforced concrete (RC) slab under vertical load with different 
strengthening methods is investigated using the finite element method (FEM). If the quality of 
the slab is poor and 60% of the concrete strength is lower than the standard design status, the 
flexural stiffness of the slab is reduced by 75%, and the need for reinforcement is felt. By 
changing the width of the FRP layer with a strip arrangement from 50 to 100 cm and changing 
the thickness from 2 to 7 mm per slab with a width of 4 m, the maximum stiffness and bearing 
capacity are experienced with an increase of 23% and 10%. Also, by changing the width of 
the FRP layers in the checkered arrangement from 50 to 100 cm and changing the thickness 
from 2 to 7 mm, the maximum hardness and bearing capacity are experienced with an in-
crease of 22% and 25%. It can be concluded that the use of the checkered arrangement is 
more effective in increasing the bearing capacity.  

Keywords: concrete slab, strengthening method, FRP layer, HPFRCC, crack  

1. Introduction 

At present, various methods are used to repair and strengthen the members and connection of rein-
forced concrete (RC) structures. The new fiber reinforced polymer (FRP) material, in addition to 
being resistant to corrosive environments and having a tensile stiffness equal to or even higher than 
steel, is lightweight and easy to apply. For this reason, strengthening RC members with FRP sheets is 
an important issue. In recent years, the use of FRP sheets in the strengthening of the existing struc-
tures has received much attention, and therefore scientific studies on this issue seem necessary. Also, 
the weakness of concrete in the tensile zone and its replacement with HPFRCC concrete can eliminate 
the tensile weakness of concrete. Despite the fact that this method can be very effective in various 
fields such as repair and reinforcement of concrete members, but the study and finite element analysis 
on the strengthening of RC slabs compared to other concrete members is less investigated. One of the 
applications of FRP is to place the layers on the replacement part of ordinary concrete with HPFRCC 
concrete to strengthen the flexibility of concrete slabs in long openings. In these cases, if the initial 
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design of the member is unsuitable, its stiffness and flexural strength can be increased by using FRP 
sheets. Therefore, in this study, the effect of FRP sheets located on HPFRCC concrete on the flexural 
strength of reinforced concrete slabs is investigated. For this purpose, the deficient RC slab of a 
bridge with two reduced levels of compressive strength of concrete is strengthened with the use of 
carbon fiber reinforced polymer (CFRP) sheets, and the validity of numerical studies is checked using 
the available test results. 

2. Results and Discussion 

Loading is done in the case of a slab with a span of 4 m according to the passage of the 700 kN 
tank and a slab with a span of 5 m according to the loading pattern of the train. The compressive 
strength of concrete in the initial state is 30 MPa. Initially, a 4 m concrete slab is placed under the 
tank load by reducing the compressive strength by 30% (the compressive strength of concrete, in this 
case, is equal to 21 MPa), and then with a further drop, the compressive strength of 30 MPa is de-
creased to 12 MPa to evaluate the behaviour of the system and simulate the state of damage or weak-
ness in the concrete mix at the time of construction. Based on the result, it is determined that with a 
30% decrease in concrete strength, the flexural stiffness of the slab by 89%, and with a 60% decrease 
in concrete strength, the initial flexural stiffness of the model is only 9% compared to the damaged 
model. By reducing the strength by 30% of the initial strength of concrete, tensile cracks were not 
observed in the model despite the displacement of 5 mm. However, with a further reduction of the 
resistance from 21 to 12 MPa, it was observed that the system underwent nonlinear behaviour, and 
tensile cracks were observed in the edges of the slab and the lower surface of the slab. If three layers 
of CFRP are used as a strip next to each other with a distance of half the width of each layer and 
different thicknesses, it is observed that by increasing the width from 50 to 100 cm in a fixed thick-
ness (2 mm), the flexural stiffness increases by only 5%. By changing the thickness from 2 to 7 mm 
by keeping the width of the CFRP constant, it is observed that the bending stiffness is increased by 
15% and the bearing capacity is increased by up to 8%. By changing the width from 50 to 100 cm and 
changing the thickness from 2 to 7 mm, the maximum stiffness and bearing capacity are experienced 
with an increase of 23% and 10%, respectively. In the case of using three layers of CFRP layers in a 
checkered pattern next to each other with a distance of half the width of each CFRP layer and differ-
ent thicknesses, it is observed that by increasing the width from 50 to 100 cm in constant thickness (2 
mm), bending stiffness increases by only 4% and bearing capacity increases by more than strip model 
(8%). By changing the thickness from 2 to 7 mm by keeping the width of the CFRP constant, it is 
observed that the bending stiffness has increased by 17% and the bearing capacity has increased by 
21%. By changing the width from 50 to 100 cm and changing the thickness from 2 to 7 mm, the 
maximum hardness and bearing capacity are experienced with an increase of 22% and 25%. It can be 
concluded that the use of the checkered pattern is more effective in increasing the bearing capacity. 

3. Concluding Remarks 

Based on the results, it is determined that with a 30% decrease in concrete strength, the flexural stiff-
ness of the slab decreased by 89%, and with a 60% decrease in concrete strength, the initial flexural 
stiffness of the specimen is only 9% compared to the damaged specimen. By reducing the strength by 
30% of the initial strength of concrete, tensile cracks were not observed in the model in the displace-
ment of 5 mm. 
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Abstract: The paper presents the elements of new mathematical formalism to computational 

modelling complex dynamical systems, in particular, such as planetary balance of angular 

momentum of the Earth. The approach provides a correct treatment of global mechanisms in 

the balance of the angular momentum of the Earth, macroturbulent atmospheric low-

frequency processes, including processes of heat-mass transfer at spatial and temporal macro 

scales, teleconnection effects etc. The methods of a plane complex geophysical field and 

spectral expansion algorithms are applied to describe the circulation processes. The detailed 

description of the computational algorithm with accounting for the macro turbulent, circula-

tion low-frequency processes is presented. The results of the PC simulation experiments on 

calculating a balance of planetary angular momentum (including an atmospheric part) are   

presented for a whole Pacific ocean region.   

Keywords: nonlinear dynamics, planetary balance of angular momentum, numerical modelling 

1. Introduction. Nonlinear Dynamics of Atmospheric Ventilation 

The mathematical modelling nonlinear chaotic (macroturbulent) large scaled low-frequency processes 

in different complex dynamical system attracts a great interest because of a principal importance of 

such studies. From the other side, as a rule, such modeling encounters colossal computational difficul-

ties, and sometimes the only way out is to find optimal mathematical approaches and to create effec-

tive computing algorithms for analyzing and modeling of complex dynamical systems.  One of the 

most complex problem in theory of planetary dynamical systems is modelling planetary balance of 

angular momentum of the Earth as well as large scaled macroturbulent atmospheric processes.  In our 

work starting from the key positions of a dynamical systems theory and nonlinear computational 

hydrodynamics the fundamentals of a new mathematical formalism to computational modelling com-

plex dynamical systems, in particular, balance of angular momentum of the Earth are presented.  

2. Model, Results and Discussion 

An advanced non-stationary angular momentum balance equation can be written as follows [1,2]: 
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where М = а2cos + uacos - angular momentum;  - the angular velocity of rotation of the Earth; 

a - radius of the Earth;  - Latitude (1 - 2 - separated latitudinal belt between the Arctic and polar 

fronts);   - longitude; u, v - - zonal and meridional components of the wind speed;  - air density; V - 

the entire volume of the atmosphere in this latitude belt from sea level to the average height of the 

elevated troposphere waveguide - H; p pE

i

W

i

−  - the pressure difference between the eastern and west-

ern slopes of the i-th mountains; z - height above sea level; 0 - the shear stress on the surface. From 

the point of view of physics, the cycle of balance of angular momentum in the contact zones with the 

hydrosphere and lithosphere becomes a singularity. This singularity can be detected through the 

occurrence of zones of fronts and soliton-type front. Then the kernel of equation (1) can be defined in 

the density functional ensemble of complex velocity potential [1,3] 
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and the complex velocity, respectively, will be 
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where w − complex potential; v − complex velocity general circulation background (mainly zonal 

circulation);bk − coordinates of vortex sources in the area of singularity; сk − coordinates of the di-

poles in the area of singularity; ak − coordinates of the vortex points in areas of singularity; Mk − 

values of momenta of these dipoles;k − orientation of the axes of the dipoles; Гk, qk − values of 

circulation in the vortex sources and vortex points, respectively. Besides, it is necessary to have a 

effective method for modelling macroturbulent atmospheric processes [3-5]. It is used an advanced 

version of the standard tensor equations of turbulent tensions. As usually, it is convenient to partition 

velocity u(vx,vy,w)=(U,V,W), pressure p, temperature    into equilibrium and departures from equilib-

rium values (for example: p=po+p’etc). The total system includes equations for the Reynolds ten-

sions, moments of connection of the velocity pulsations with entropy ones and the corresponding 

closure equations.  The technique of using Reynolds tension  tensors of the second rank is well known 

(for example, in the form of an analytical representation). The results of calculating the balance of 

angular momentum, atmospheric circulation in link with continuity of atmospheric circulation forms 

are presented for a whole region of Pacific ocean. The numerical data for the a current function and a 

complex velocity potential are listed.  
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Abstract: Mechanical models for non-linear dynamic systems are defined by differential equations of 
second order where also first order differential equations are present frequently. Differential equations 
of first order are present if some degrees of freedom have no corresponding mass, if the stiffness pa-
rameters vanish in a part of the equations or if a controller is implemented in the system. For linear 
systems of first and second order various numerical procedures for solving the differential equations 
are available. A semi-analytical method is presented which is exact for the linear dynamic and decou-
pled systems of first and second order. A modal transformation of the partitioned system equations is 
necessary for each part. After a discretization in the time-domain the relevant equations for a suitable 
and effective time-integration algorithm are defined taking the non-linearity into account. The resulting 
procedure is derived and it turns out that the formulation is analogous to a BEM-formulation in time as 
Green’s functions are used. The method is extended to the coupled non-linear differential equations of 
first and second order and is applied to a system with two degrees of freedom.  

Keywords: first and second order systems, time-integration, non-linear dynamics  

1. Introduction to dynamic systems of first and second order 
The differential equations of motion for non-linear dynamic system are given in the form 

 𝑴𝑿̈ +𝑫𝑿̇ +𝑲𝑿+ 𝑭! = 𝑭(𝑡). (1) 

The non-linear equations of motion with the mass matrix M, the damping matrix D, the stiffness matrix 
K, the vector of non-linear reaction force 𝑭!, the vector of excitation force 𝑭(𝑡) and the vector of 
degrees of freedom 𝑿(t) with n components. For mechatronic system the equations for dynamic systems 
frequently include first and second order differential equations. Examples for such systems are the tem-
perature in a body with heat exchange, the balance of mass with inflow and outflow and control of 
dynamic systems. For such systems the solution is computed frequently after a transformation into a 
system of differential equations of first order. For linear systems of first and second order a variety of 
solutions is presented in [1] and [2] and various numerical procedures for solving the differential equa-
tions in [3] and [4]. Due to the high effort of this method specially for Finite Element models a semi-
analytic method is presented. The equations of motion can be partitioned and with the assumptions 
that	𝑴"# = 𝐎"#, 𝑴#" = 𝐎#", 𝑴## = 𝐎## after additional manipulations it follows  

/𝑴"" 𝟎"#
𝟎#" 𝟎##

1 2𝑿̈"
𝑿̈#
3 + /𝑫"" 𝟎"#

𝟎#" 𝑫##
1 2𝑿̇"
𝑿̇#
3 + /𝑲"" 𝟎"#

𝟎#" 𝑲##
1 4𝑿"𝑿#

5 = 4𝑭"𝑭#
5 − 4𝑭$"𝑭$#

5 

−/𝟎"" 𝑫"#
𝑫#" 𝟎##

1 2𝑿̇"
𝑿̇#
3 − /𝟎"" 𝑲"#

𝑲#" 𝟎##
1 4𝑿"𝑿#

5 (2) 
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For the first part of a differential equation of second order a modal analysis and transformation is per-
formed to get diagonal matrices of the first partition. For the second part of a differential equation of 
first order an eigenvalue computation is done and decoupled equations follow after the corresponding 
transformation. The coupling forces of this modified equations are considered in the convolution inte-
gral. With a linear interpolation of the generalized coordinates an implicit procedure results. The non-
linear force within the time step are assumed to be a linear function of time. After a reformulation to an 
incremental and iterative Newton-Raphson-procedure results. The formulation of the derived procedure 
is analogous to the BEM-formulation in time, described in [5] for a system of second order, where the 
formulation of the system of first order and the coupling of the sub-systems is considered. 

2. Results and Discussion 
The computation is demonstrated for a dynamic system with two degrees of freedom. In this special 
case the eigenvalue analysis is very simple and the results can be studied for different parameters rep-
resented in three different models. The non-linearity of the springs for the mechanical model of Fig. 1a 
are given by 𝐹%" =	𝑐"(𝑞" − 𝑞#) + 𝑐&(𝑞" − 𝑞#)& and 𝐹%# =	𝑐#𝑞# + 𝑐&𝑞#&. The parameters for the lin-
ear Model 1 are	𝑚" = 𝑚# = 1	kg, 𝑑" = 𝑑# = 0.1	Ns/m, 𝑐" = 𝑐# = 1	N/m, 𝑐& = 𝑐' = 0	N/𝑚& and 
𝐹" = 𝐹# = 	1	N. The non-linear Model 2 differs from Model 1 by 𝑐& = 𝑐' = 0.5	N/𝑚&and the non-
linear Model 3 differs from Model 2 by the mass 𝑚# = 0	kg. In Fig. 1b and 1c the computed solution 
is shown for the three models. A comparison to conventional time integration algorithms shows a better 
performance of the present method. Analogous to the analysis of the semi-analytic time-integration 
method for variable mass non-symmetric and non-linear systems in [4] the present method is analyzed 
with respect to the numerical behavior. The numerical behavior of the algorithm is analyzed for a de-
fined non-linearity and additionally the stability and accuracy of the algorithm are studied. The resulting 
algorithm shows a high efficiency when compared with well-known numerical methods.  

  
a             b            c 

Fig. 1. Mechanical Model and solution of the mechanical system with homogeneous initial conditions 
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Abstract: An advanced numerical approach to modelling nonlinear processes of chaotic sys-

tems is presented and based on the combined chaos theory methods, including generalized 

concept of compact geometric attractors (CGA), and a neural networks (NNW) simulation al-

gorithm. The use of the fundamental data on a phase space evolution of the nonlinear process 

in time and the neural networks computational simulation can be considered as one of the 

novel approaches in the construction of global nonlinear prediction models for evolutionary 

dynamics of the complex chaotic systems. The approach provides an accurate description of 

the structure of the corresponding strange attractors for significantly chaotic dynamical sys-

tems. As the illustrative examples, the approach is applied to analysis, modelling, and con-

struction of prediction model for a few chaotic dynamical systems (geophysical and quantum 

electronics, laser systems). The corresponding topological and dynamical invariants for the 

dynamic time series are computed and analysed.  

Keywords: complex chaotic system, dynamics, attractors, neural networks 

1. Introduction. Universal Chaos-Geometric Approach to Complex System Dynamics 

Multiple physical, chemical, biological, technical, and other systems (devices) demonstrate the 

typical complex chaotic behaviour.  In many important applications a typical dynamic of these sys-

tems is the world of strong nonlinearity and chaos. In principle, the most conventional direct approach 

to dynamics treating problem consists in building an explanatory model using an initial data and 

parameterizing sources and interactions between process properties. Unfortunately, such that kind of 

approach is realized with difficulties, and its outcomes are insufficiently correct. In this paper we go  

on our work on development of a novel, effective approach to modelling nonlinear processes in the  

significantly chaotic systems. This approach should be based on the combined using of a generalized 

CGA concept, chaos theory methods and NNW algorithms. Combined using information on the phase 

space evolution of the nonlinear process in time and the NNW simulation techniques can be consid-

ered as one of the fundamentally new approaches in the construction of global nonlinear models. Moe 

over it is waited that such an approach could provide the most effective and accurate description of 

the structure of the corresponding strange attractors for significantly chaotic dynamic systems.  

 Figure 1 presents the flowchart of our combined chaos-geometric and NNW computational 

approach to nonlinear analysis and prediction of dynamics of a complex system (e.g. [1-5]). As usual-

ly one should consider some scalar measurements s(n) = s(t0 + nt) = s(n), where t0 is the start time, 

t is the time step, and n is the number of the measurements.  The principal tasks are to reconstruct 

phase space using as well as possible information contained in s(n) as well as to build the correspond-

ing prediction model and define how predictable is a nonlinear dynamic of the studied system. The 

new element is using the NNW algorithm in forecasting nonlinear dynamics of chaotic systems [4].   

621



 

I. General analysis of the dynamical problem, processing dynamical variable series for studied 
complex system (general analysis of dynamics, evolutionary differential equations treating,…) 

 

II. Chaos-geometric method: assessment of the presence of chaos: 

1. The Gottwald-Melbourne test:  K → 1 – chaos; 
2. Fourier decompositions, irregular nature of change – chaos; 

3. Spectral analysis, Energy spectra statistics, the Wigner distribution, the spectrum of power, 

"Spectral rigidity"; 

 

III. The geometry of the phase space. Fractal Geometry: 
4. Computation time delay τ using autocorrelation function or mutual information; 

5. Determining embedding dimension dE by method of correlation dimension or algorithm of false 

nearest neighbouring points; 
6. Calculation multi-fractal spectra. Wavelet analysis; 

 

IV. Prediction model: 

7. Computing global LE:  ; KYD dL, average predictability measure Prmax; 

8. Determining the number of FNN points for the best prediction results; 

9. Methods of nonlinear prediction: nonlinear parameterized function; NNW; optimized trajecto-

ries (propagators) algorithms, ...; 

Figure 1. Flowchart of the combined chaos-geometric approach and NNW to nonlinear analysis and prediction of 

chaotic dynamics of the complex systems (structures, devices) 

2. Results and Concluding Remarks 

The approach presented is tested by means of numerical analysis, modelling and forecasting non-

linear temporal dynamics for a number of different in nature dynamic systems (quantum electronics 

systems: semiconductor GaAs/GaAlAs laser device with delayed feedback; atmospheric and hydro-

logic systems with chemical pollutants). The key topological and dynamical invariants (embedding 

and correlation dimensions, the Lyapunov’s exponents, Kaplan-Yorke dimension, Kolmogorov entro-

py, average limit of predictability etc) for the corresponding time series are computed and analysed. 

To conclude, an advanced numerical approach to modelling nonlinear processes of chaotic systems is 

presented and based on the combined chaos theory methods, CGA concept and NNW simulation 

algorithms. It is shown that low-dimensional chaos exists in the time series under investigation and 

quite sufficient predictability is obtained in the forecasting a temporal dynamic of studied systems. 

The approach can be considered as an effective computational tool for analysis and processing the 

data of chaotic quantum and laser systems and quantum devices (sensors).   
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Abstract: In continuation of construction of the general concept of automatic investigation of 

dynamic systems [1], the general scheme and computer system of the analysis of behaviour of 

nonlinear dynamic system in real-time are developed. The computer system of multi-agents 

are implementing functions of an interface with user, an processing of data, a scheduling  and 

a control of calculation, a control of time and  special functions of recognition. The specifica-

tion of the multi-agent system, its agents and database, the structure, functions and operation 

of the system are presented and are discussed. 

Keywords: The dynamical systems, the periodic and quasi-periodic orbits, the regular behaviour 

system, multi-agent computer system 

1. Introduction  

The task of building a multi-agent system (MAS) for automation research and  detection of the  

behaviour of dynamic systems is a modern  and difficult task. It is necessary to investigate and predict 

the behaviour of a nonlinear autonomous multi-parametric dynamic system based on graphical infor-

mation, which is obtained in real time. The difficulty of solving this problem is that, it is poorly for-

malized and can be attributed to the problems of artificial intelligence. For example, conducting 

separate studies of Poincare sections is not enough to solve the initial problem. Also for the construc-

tion of  Poincaré sections, an unfixed time is required to calculate the cross-sections. Short time - does 

not allow you to build adequate cross-sections, long time - allows you to accumulate errors. The 

problem is complicated by the fact that the dynamic system is very parametric. Depending on the 

parameters, it may have opposite properties: be well predicted or not. To solve these problems, it is 

proposed to use multi-agent-oriented technology and develop an appropriate multi-agent system for 

predicting the behaviour of a nonlinear dynamic system in real-time [2]. 

As is known, in modern research of artificial intelligence systems, agent-oriented technologies are 

increasingly used. These technologies can be considered as a new paradigm for the analysis, design, 

development and implementation of complex software systems in the intellectual direction. In agent-

oriented technologies, agents are complex computer programs that can act autonomously to solve 

tasks according to the chosen behaviour strategy. However, more and more tasks require the use of 

several different strategies, as well as several agents. In multi-agent systems, agents must interact 

cooperatively with each other and produce more adequate cooperative solutions. Multi-agent intelli-

gent systems have more significant advantages over classical artificial intelligence systems and are 

able to solve more complex problems, such as search, recognition and prediction. 
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2. Results and Discussion 

So, the aim of this work is to develop a multi-agent system based on the use of the method of dis-

tributed artificial intelligence and designed to predict the behaviour of a nonlinear dynamic system in 

real-time.  For this, we have done the following: describe the general scheme of solving the problem; 

design system agents, describe their roles and functions; develop the structure of the system database;  

describe the general architecture and technical aspects of the implementation of the developed multi-

agent system. 

The multi-agent system had the following requirements:  autonomy; operation in real-time; recog-

nition of different types of trajectories on graphical representations of the model under study; regula-

tion of the calculation time of each individual trajectory; determination of starting points for calculat-

ing trajectories; optimization of the recognition process by adjusting the number of components of the 

system involved in it; minimization of recognition errors by using many autonomous recognizers;  

maintaining a database that contains a description of the detected trajectories of the dynamic system. 

The developed scheme of the multi-agent intelligent system is  implemented as part of the applica-

tion software. This software solution is used to increase the efficiency and automation of certain 

activities related to the study of models of dynamic systems. 

The obtained program has the following advantages: full automation of the process of finding tra-

jectories; high efficiency of trajectory recognition due to the use of many recognizers of statistical 

data accumulated during the study; availability of self-regulation mechanisms to minimize the error in 

calculating trajectories and optimize the consumption of system resources. 
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1. Introduction 

There is a great interest towards the examination of dynamic contact and impact problems [1] due to 

their widespread applicability. The proper solution of these kinds of problems can be especially mo-

mentous in such fields like cogwheel drives and cutting metalwork. Contact and impact problems are 

hard to handle as a substantial nonlinearity occurs in the displacement field. The main problem is that 

due to the spatial discretization a spurious high frequency oscillation emerges in the resulting functions, 

which can easily cause divergence in the contact algorithm. Thus, in our study we focused on the best 

possible elimination of these oscillations by which the choice of the proper numerical method has a 

great importance. 

2. Results and Discussion 

When assessing the developed method, a simple one-dimensional problem is reviewed (see  

Fig. 1) which contains an elastic rod moving towards a rigid wall with a constant 𝑣0 velocity. In the 

literature, this 1D example is regarded as a standard test problem in which the exact solution have not 

been accurately reproduced yet using numerical methods. It emerges in many recent publications such 

as in the paper by Kim [2] showing that it is still actual to deal with this problem. 

 

Fig. 1. The mechanical model of the examined 1D problem 

After the spatial discretization using the finite element method [3], the equation of motion can be written 

in the form of 

 Mü + Cu̇ + Ku + GTλ = f (1) 

where M is the mass matrix, C is the damping matrix, K is the stiffness matrix, G is the contact 

constraint matrix, f is the load vector, u is the nodal displacement vector and λ denotes the contact 

pressure. In the solution of the contact problem, the Lagrange multiplier technique was applied using 

the method published by Carpenter et al. [4]. The time integration of equation (1) was performed 
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applying our newly developed forward increment method. In order to obtain the effectiveness of the 

proposed method, other solutions are also considered using well-known time integration methods like 

the backward Euler method, the Newmark method [5] and the HHT-α method [6] (see Fig. 2). Further 

details will be provided in the presentation. 

 

Fig. 2. Time evolution of contact pressure 

3. Concluding Remarks 

Compared to other widely used methods, our novel approach yields a significantly better solution for 

the examined model. The considered 1D contact problem is very simplistic, but the phenomena 

observed here have similar characteristics in higher dimension cases. Thereby, the proposed method 

must be applicable for more complex problems. 
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Abstract: Free vibrations of sandwich shallow shells resting on elastic foundations are investigated. It is 
assumed that shell consists of three layers of the different thickness. Different schemes of arrangement of 
layers are considered. Namely, the core is made of ceramics or metals , and the upper and lower 
layers are made of FGM. The volume fractions of metal and ceramic are described by the power law. 

Shear deformation shell theory of the first (FSDT) that includes interaction with elastic foundations is 
applied. To study shells with an arbitrary plan form the R-functions theory combined with the variational 
Ritz method are used. Validation of the proposed method and developed software has been examined 
on test problems for FG shell with rectangular plan form. New results for shallow shells with complex 
plan form were obtained. Effects of the power law index, boundary conditions, thickness of core and 
face sheet layers, elastic foundations on fundamental frequencies are studied in this work. 

Keywords: FGM shell, R-functions, Ritz’s method, elastic foundation. 

1. Introduction  

Functionally graded materials (FGM) are one of advanced inhomogeneous composite materials. 
Usually they are fabricated from a mixture of metal and ceramics. This combination of material 

constituents makes the design lighter, provide heat resistant and strength of a construction very well 
[1, 2]. Among the different types of functionally graded (FG) structures FG sandwich structures 
resting on elastic foundation have shown its advantages in mechanical strength, thermal high-gradient 
insulation, and lightweight demands. By literature review we conclude that numerical of studies 
devoted to FG sandwich shallow shells resting on elastic foundation is very limited. As for shells with 
a complex plan shape, the authors are not aware of such works. In this paper functionally graded 
sandwich shallow shells supported by elastic foundations are considered by application RFM [3, 4] 
appoach. 

 

2. Formulation of the problem  
 
We will consider the sandwich shallow shells with FGM face –sheets and ceramic core (model A) or 

metal core (model B). Denote the total thickness of the shells by h, thicknees of face–sheet by hf, and 
thickness of core (central layers) by hc (Fig. 1, Fig. 2).  

627



 

 
Fig. 1. (Model A)      Fig. 2. (Model B) 

 

The effective material properties: elastic modulus E, Poisson's ratio  , and the density   of the 

FGM are defined by the following relations 

      , , .c m c m c m c m c m c mE E E V E V E V               
  (1) 

Indexes c and m correspond to characteristics of ceramics and metal relatively. Fraction of ceramic 

cV  and metal phases mV  are related by formula 1c mV V  . For considered problems the 

corresponding expressions cV  are:  
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In formula (2) index p denotes the volume fraction exponent (gradient index). Influence of the 

foundation is taken into account through relation 
2

0 w Pp K w K w   . Where ,w pK K are the Win-

kler and Pasternak parameters relatively for elastic foundation.  

  
Mathematical statement of the problem is carried out within the first and higher order shear 

deformation theory of shallow shells: FSDT and HSDT. To solve this problem we apply variational 

Ritz’s method combined with the R-functions theory (RFM method) [3]. In order to illustrate the 
possibilities of the proposed approach we have considered the shallow shells with cutout of the 
complex form. Influence of the different parameters on fundamental frequencies are studied in this 
work. 
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 Abstract: This paper presents application of the R-functions method for investigation of free 

vibrations of shallow shells with an arbitrary planform. It is assumed that shell is fabricated of 

functionally graded materials with porosities. Two types of porosity is considered: evenly and 

unevenly distributed porosities. The volume fractions of metal and ceramic are described by the 

power law. The first order shear deformation theory is applied to describe mathematical 

formulation of the problem. Solution of the problem is carried out by the variational Ritz method 

and the R-functions theory. Very good agreement with available results is shown for FG shell 

with rectangular planform. Detailed numerical study for shallow shell with complex planform is 

fulfilled to show effectiveness of the proposed approach. In particular, effects of porosity 

coefficient, the power law index, boundary conditions on fundamental frequencies are examined. 

 

Keywords: Porous, shallow shell, arbitrary planform, FGM, variational method, R-functions. 

 

1. Introduction  

As known functionally graded materials (FGM) are widely used in the various field idustry: 

aerospace, nuclear , biomedical engineering and other ones. Usually FGMs have been fabricated from 

a mixture of metal and ceramics by sintering. During this process micro-porosities or voids can occur 

in the materials. Therefore, recently many scientists [1, 2, 3] have paid a great attention to 

investigation of static and dynamic behavior of porous FG plates and shell. From author review it 

follows that number of studies devoted to porous FG shallow shells with complex plan form is limited 

enough.  

The present paper focuses on the free vibration analysis of FG shallow shells with complex 

planform for evenly and unevenly porosity distribution. This problem can be solved by application of 

the R-functions theory and variational Ritz method [4]. 
 

2. Formulation of the problem  
 

Thin shallow shell of an arbitrary planform and constant thickness h made of FGM is considered. It is 

assumed that porosities appear during the sintering process of metal and ceramics. Suppose that the 

volume fraction of metal mV  and ceramics phases cV  change by power law distribution  

1
, 1.

2

p

m m c

z
V V V

h

 
    
      (1) 
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  Fig. 1a. Evently distribution of porosity               Fig. 1b. Enevently distribution of porosity 

 

In formula (1) index p denotes the volume fraction exponent (gradient index). 

We study evenly (Fig.1a) and unevenly (Fig.1b) distribubutions of porosities in material. The 

effective material properties: elastic modulus E, Poisson's, and density   of FGMs (general 

disignations as P) are defined for evenly distribution of porosities by the following relations [1]: 

       
1

.
2

m c m c m cP z P P V P P P    
   (2) 

For unevenly distribution of porosities the expression (1) takes the form 

     
1

1 2 .
2

m c m c m c

z
P z P P V P P P

h

 

      
     (3)

 

Indexes c and m correspond to characteristics of ceramics and metal relatively, and  .characterizes 

volume fraction of porosities. Values ,m cP P
 
depend on temperature of the environment [2]. 

Mathematical statement of the problem is carried out within the first order shear deformation 

theory of shallow shells (FSDT). The variational Ritz method is applied to solving given problem. 

The validation of the proposed approach and created software is confirmed by comparison of the 

obtained results with known. A good agreement allowed to investigate the shells with complex 

planform.  
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Abstract: The paper is devoted to development of an uncomplicated, flexible and controllable 

damping model for structurally complex materials such as composites and nanomaterials. The 

model is applicable for the computer dynamic analysis of composite structures. The Newmark 

method modification, which is used for the finite element dynamic structural analysis, is con-

sidered. This modification allows one to consider both external and internal damping when 

studying the dynamic response of a structure. For internal damping simulation in an implicit 

Newmark scheme the matrix FE nonlocal in time model is used. This model is further called 

“damping with memory”. The model is controlled by its key parameters. Damping with 

memory model is calibrated on the data of composite beam dynamic analysis. The characteris-

tics of beam material were determined experimentally. In this paper the numerical simulation 

results obtained in Simulia Abaqus software are used as the base for nonlocal model calibration. 

In the numerical simulation the reasonably detailed 3D FE beam model is used. The composite 

material of the beam is considered as orthotropic. The results of 1D modelling of beam vibra-

tions considering damping with memory coincide with those via the 3D FE modelling with 

sufficient accuracy. 

Keywords: structural dynamics, nonlocal damping, computer simulation, composite materials 

1. Introduction  

The problem of damping process simulation for structural elements made of composite materials is 

significantly complicated. Generally, detailed 3D finite element models are used to simulate numeri-

cally the dynamic behaviour of composite structures. In cases when such approach is inefficient, the 

models that are flexible and controllable are needed, such as fractional hereditary models [1,2] or non-

local damping models [3-6]. The present paper is devoted to the damping model nonlocal in time. 

2. Results and Discussion  

Within the nonlocal in time model, damping of a structure at current time 𝑡 is assumed to be depend-

ent not only on instant value of motion velocity at this point 𝑣̇(𝑡), but also on the values of motion 

velocity in the previous time history. The more the gap between the two time points, the lower influence 

that one of them has on the other. Such damping model is further called “damping with memory”. 

Since the finite element method is the dominant method of engineering calculations, the damping 

with memory is integrated to its algorithm.  

In the algorithm of the finite element analysis, the equilibrium equation of a structure deformed in 

motion is represented in the matrix form [7, 8]: 

𝑀 ∙ 𝑉̈̅(𝑡) + 𝐷𝑖𝑛𝑡 ∙ 𝑉̇̅(𝑡) + 𝐷𝑒𝑥𝑡 ∙ 𝑉̇̅(𝑡) + 𝐾 ∙ 𝑉̅(𝑡) = 𝐹̅(𝑡).    (1) 
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Here 𝑉̅(𝑡) is the displacement vector, 𝐾 is the stiffness matrix of the finite element model, 𝐷𝑖𝑛𝑡 and 

𝐷𝑒𝑥𝑡 are the matrices of internal and external damping, respectively, 𝑀 is the mass matrix, and 𝐹̅(𝑡) is 

the load vector. As well as matrices 𝑀 and 𝐾, matrices 𝐷𝑖𝑛𝑡 and 𝐷𝑒𝑥𝑡 are derived according to the 

stationary requirement of the full energy of moving deformable structure change.  

The Newmark implicit scheme is used for the numerical integration of the equation, and it is more 

stable than the method of central differences. To modify the Newmark scheme for the damping with 

memory model, the part which is responsible for the internal damping is supplemented with the discrete 

analogue of the integral of normalized kernel function, that describes the diminishing of the influence 

of the time points on one another.  

After modified Newmark method application, equation (1) transforms to 

𝑀 ∙ [
2

∆𝑡2
(𝑉̅𝑖+1 − 𝑉̅𝑖 − 𝑉̇̅𝑖∆𝑡) − 𝑉̈̅𝑖] + 𝐷𝑖𝑛𝑡 ∙∑ 𝐺̅(𝑖, 𝑗)

𝑖

𝑗=0

𝑉̇̅𝑗 + 𝐷𝑒𝑥𝑡

1

∆𝑡
(𝑉̅𝑖+1 − 𝑉̅𝑖) + 𝐾 ∙ 𝑉̅𝑖+1 = 𝐹̅𝑖+1(𝑡). (2) 

The key parameters of the model were determined on the base of 3D composite [9,10] beam vibra-

tion numerical simulation data. The root mean square error for calibrated nonlocal model is four times 

less than that for the classical Kelvin-Voight damping model. 
 

3. Concluding Remarks 

In comparison to classic local models, the model presented in this paper allows one to manage the 

main characteristics of the simulated vibration process in more reliable and flexible way. Increased 

flexibility makes it possible to use one-dimensional models of beam elements in the dynamic analysis 

of structures which are made of modern composite materials with orthotropic properties. 
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Abstract: This paper explores the usage of artificial neural networks to evaluate forces acting 

in dynamically loaded finite-length journal bearings. This practice can significantly accelerate 

transient simulations of systems that employ such bearings without compromising their non-

linear properties. The proposed method utilizes a feedforward neural network, which uses a 

precomputed database of nondimensional forces for training. This database is supplemented 

with corresponding relative displacements and velocities of a rotating journal to a stationary 

bearing shell. The trained network can evaluate the acting forces from the relative displace-

ment and velocities and can be directly implemented to various computational models. 

Keywords: feedforward neural networks, submodeling, hydrodynamic lubrication 

1. Introduction 

Hydrodynamic (HD) forces acting in a dynamically loaded finite-length journal bearing cannot be 

evaluated analytically. This fact hinders the efficiency of simulation of dynamics in many rotating 

and flexible multi-body systems because the numerical computation of the HD forces is relatively 

time-consuming. Some techniques can reduce the computational time at the cost of accuracy. These 

include database methods based on interpolation of precomputed forces [1], various approximative 

analytical solutions, and best-fit methods [2]. 

2. Summary of the Proposed Method 

The proposed method vaguely resembles the method introduced in [3]. First, the configuration 

space of the bearing (CS), i.e., all possible positions and velocities, is generated. Then, nondimen-

sional hydrodynamic forces  are numerically computed in a finite number of equidistant interior 

points of the CS. These nondimensional forces are further transformed using the relation 
 

 , (1) 
 

which helps to maintain the same relative accuracy across scales, see Fig. 1a. The database of the 

transformed forces, together with the CS, serves as a training dataset for feedforward neural networks 

with a structure shown in Fig. 1b. Hidden layers consist of neurons with a sigmoid transfer function 
 

 , (2) 
 

which ensures that the relation between input .and output  is smooth. 

The networks are trained in a parallel pool using Bayesian regularisation.  
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Fig. 1. (a) Transformed dimensionless radial force acting in the journal bearing with length-to-diameter ratio 0.625 

and (b) scheme of a feedforward neural network with two hidden layers. 

   

Fig. 2. Mean square errors and effective number of parameters of some trained two-layer networks. 

3. Results and concluding remarks 

Some results of the training with 132 651 configuration points and 27 000 random validation points 

are shown in Fig. 2. The networks with as low as 40 neurons have the same accuracy as the regression 

method introduced in [2]. The higher number of neurons secure even more accurate estimates of the 

HD forces. Interestingly, the composition of the hidden layers significantly influences the accuracy. 
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Abstract: Each element has its own natural vibration frequencies, which are of great impor-

tance for the operation of the device, , it is important for the comfort of work, e.g. noise,  for 

the safety of the machine or operators. Detection of disturbances and damage occurring and 

developing in a dynamic system in many  cases, it uses the effect of modulating carrier frequ-

encies as a phenomenon of generating information about degradation process occurring in the 

system. Particular importance is attached to the detection of qualitative changes, including the 

detection of disturbances in the assumed cycle of the production process [1], [2]. In this work, 

the authors present a method that uses the generalized Hilbert transform [3], [4] that have be-

en processed as a result of monitoring the operation of a flash furnace and are aimed at deter-

mining the conditions leading to a non-stationary course of the process . 

Keywords: Generalised Hilbert transform, fractional Hilbert transform, spectral moments 
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Abstract: One of the main obstacles in chemotherapy planning is acquired drug resistance. It 

causes that even though the initial response to a drug may show promising results, re-

administration of the drug may have no effect. Based on the Hahnfeldt et al. model, we for-

mulate a new model of tumour growth under angiogenic signalling that is adapted to hetero-

geneous tumours and accounts for the Norton-Simon hypothesis. Using mathematical model-

ling and applying optimal control framework we show that lower doses of chemotherapy may 

be beneficial for patients by reducing resistance. Our analysis offers insights into the effects 

of combined anti-angiogenic agent and chemotherapy. By numerical simulations we show the 

longest survival time is achieved for intermediate doses. It supports the concept of metro-

nomic therapy. 

Keywords: tumour growth, resistance, chemotherapy, anti-angiogenic treatment, optimal control 

1. Introduction 

The most frequently used therapy strategy in cancer treatment is chemotherapy. However, chemother-

apy is not selective and affects not only tumour cells but also healthy cells. Genetic instability of 

tumour cells, coupled with high proliferation rates may lead to acquired drug resistance (ADR), which 

is one of the biggest obstacles in chemotherapy scheduling. Using mathematical modelling we would 

like to make insights into the hypothesis: delaying the onset of drug resistance by appropriate chemo-

therapy scheduling may maintain tumour size at low level and prolong patient survival time. 

In 1999 Hahnfeldt et al. proposed a model of tumour growth under angiogenic signalling as-

suming that the tumour population is homogeneous. In order to model ADR, we propose an extension 

of the Hahnfeldt et al. model, which takes into account heterogeneity of tumour cells in the context of 

resistance. In [1] we proposed another version of such model accounting for log-kill hypothesis. 

Minimizing tumour volume together with some constraints on the drug dosage is the standard 

therapeutic goal. However, it does not ensure that tumour does not switch to the resistant phenotype. 

Such tumours do not respond properly to treatment, which may result in therapy failure. In [2] we 

formulated a new objective functional that penalizes drug resistance and presented mathematical 

analysis of the relevant optimal control problem. Optimization of chemotherapy scheduling using a 

three-dimensional model with varying carrying capacity can be found in [3]. Here our aim is to find 

optimal chemotherapy scheduling when a small constant supply of anti-angiogenic agent is applied 

during the therapy. We assume that the tumour population is divided into two sub-populations: sensi-

tive and resistant to chemotherapy. We include constant flow between compartments caused by muta-

tions and assume that sensitive cells are killed by the drug according to the Norton-Simon hypothesis, 

i.e. the rate of cancer cell death in response to treatment is proportional to the tumour growth rate.  
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2. Results and Discussion 

Under the above assumptions, we consider the following system of differential equations 

   (1) 

where  and  denote sizes of sensitive and resistant sub-populations,  is the carrying capacity 

related to the size of the vasculature,  and  are proliferation rates,  and  are mutation rates,  

is natural death rate of endothelial cells,  is vascular growth rate stimulated by cancer cells,  is 

vascular inhibition rate by cancer cells,  is sensitivity rate of sensitive cells to the chemotherapy 

agent,  and  are sensitivity rates of the vasculature to the chemotherapy and anti-angiogenic agent, 

respectively, while  and  are concentration of chemotherapy and anti-angiogenic agent, 

respectively.  

 We formulate the optimal control problem for System (1) as follows: find a measurable func-

tion  for a given fixed terminal time , which minimizes the functional 

 

Here, ,  and  are non-negative weights, while  is positive parameter. Terms involving  and  

penalize the size of the whole cell population at the end and during therapy, respectively, while the 

term  minimizes side-effects. We include the term   in order to penal-

ize time period during which the tumour is resistant (i.e. consists of more resistant than sensitive 

cells).  

We consider two therapeutic protocols. First one is a long-time horizon protocol, where our aim 

is to prolong the patient survival time the most. We show that the longest survival time occurs for 

intermediate chemotherapy doses. The second protocol consists of two 14-day therapy windows. We 

show that the optimal therapy scheduling is consisted of two short MTD protocols at the beginning 

and at the end of therapy and a singular dosage in between. To solve the optimal control problem we 

choose the numerical approach “First Discretize then Optimize”. To examine how the solution de-

pends on the model parameters, we perform a sensitivity analysis with respect to those parameters. 

3. Concluding Remarks 

We consider a mathematical model of tumour growth that encompass heterogeneity of cell population 

and incorporates for the Norton-Simon hypothesis. Using optimal control theory, we obtain numeri-

cally optimal combined chemotherapy and anti-angiogenic protocols. As optimal dosages are time-

varying, they may not be practically realizable. We provide a tool that can be used to design piece-

wise-constant intermediate or average-optimal dose protocols and precisely indicate switching points. 

Derivation of such suboptimal protocols without theoretical analysis would be extremely difficult. 
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Abstract: The paper considers the inverse problem of determining the thermal conductivity 

coefficient of a porous material. The two-dimensional anomalous diffusion equation with Rie-

mann-Liouville fractional derivative is adopted as the model of the direct problem. Presented 

model (equations and initial-boundary conditions) can be used to describe anomalous diffusion, 

for example the heat conductivity in porous materials. To solve the direct problem, the finite 

differences method supplemented by the scheme based on the alternating direction implicit 

method (ADIM) is used. The input data for the inverse problem are temperature measurements 

at selected points in the area. Using the input data and the solution of the direct problem, a 

functional describing the error of the approximate solution is built. Two artificial intelligence 

algorithms, the ant colony optimization (ACO) and artificial bee colony (ABC), are used to 

minimize this functional. In the presented numerical example, these algorithms are compared 

in terms of accuracy, stability and speed of operation. 

Keywords: inverse problem, fractional derivative, parameter identification, anomalous diffusion,  

optimization, artificial intelligence 

 

1. Introduction 

The article is divided into three main parts. The first part presents the model and formu-

lates the inverse problem. In this case, the inverse problem consists in selection the ther-

mal conductivity coefficient in such a way that the model output matches the input data 

for the output problem (values of the state function at selected points in the domain). The 

second part presents the methods of solving the direct and inverse problems. To solve 

the direct problem, the differential scheme with alternating direction implicit method 

was used and the inverse problem is reduced to the search for the minima of the objective 

function (using swarming algorithms). The last part is devoted to examples and discus-

sion of the results. 
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In the paper we consider the following model, which is a differential equation with a 

fractional derivative: 

 

𝑐𝜌
𝜕𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑡
=  

𝜕

𝜕𝑥
(𝜆𝑥1(𝑥, 𝑦)

𝜕𝛼𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑥𝛼
 −  𝜆𝑥2(𝑥, 𝑦)

𝜕𝛼𝑢(𝑥, 𝑦, 𝑡)

𝜕(−𝑥)𝛼
)

+ 
𝜕

𝜕𝑦
(𝜆𝑦1(𝑥, 𝑦)

𝜕𝛽𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑦𝛽
 −  𝜆𝑦2(𝑥, 𝑦)

𝜕𝛽𝑢(𝑥, 𝑦, 𝑡)

𝜕(−𝑦)𝛽
) + 𝑓(𝑥, 𝑦, 𝑡), (1)

 

 

where (𝑥, 𝑦, 𝑡) ∈ Ω × [0, 𝑇], 𝜆𝑥1, 𝜆𝑥2, 𝜆𝑦1, 𝜆𝑦2 >  0,  and 𝛼, 𝛽 ∈ (0,1) are orders of 

fractional derivatives. To the Equation (1) the initial-boundary conditions are added: 

𝑢(𝑥, 𝑦, 𝑡)|𝜕Ω = 0,    𝑡 ∈ (0, 𝑇] 

𝑢(𝑥, 𝑦, 𝑡)|𝑡=0 =  𝜑(𝑥, 𝑦),    (𝑥, 𝑦) ∈ Ω 

Derivatives in the Equation (1) were defined as Riemann-Liouville fractional deriva-

tives: 

𝜕𝛼𝑢(𝑥, 𝑦, 𝑡)

𝜕𝑥𝛼
=  

1

Γ(1 − 𝛼)
 

𝜕

𝜕𝑥
∫(𝑥 − 𝑠)−𝛼

𝑥

0

𝑢(𝑠, 𝑦, 𝑡)𝑑𝑠, 

𝜕𝛼𝑢(𝑥, 𝑦, 𝑡)

𝜕(−𝑥)𝛼
=  

−1

Γ(1 − 𝛼)
 

𝜕

𝜕𝑥
∫ (𝑠 − 𝑥)−𝛼

𝐿𝑥

𝑥

𝑢(𝑠, 𝑦, 𝑡)𝑑𝑠. 
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Abstract: This paper develops a dynamic elastic linear curved rod theory consistent 

with three-dimensional Hamilton’s principle under general loadings with a second-

order error. An asymptotic reduction method is introduced to construct a curved rod 

theory for a general anisotropic linearized elastic material. For the sake of simplicity, 

the cross section is assumed to be circular. The starting point is Taylor expansions 

about the mean-line in curvilinear coordinates, and the goal is to eliminate the two 

spatial variables in the cross section in a pointwise manner in order to obtain a closed 

system for the displacement coefficients. We achieve this by using a Fourier series for 

the lateral traction condition together with the use of polar coordinates in the cross 

section and by considering exact tridimensional equilibrium equation. We get a closed 

differential system of ten vector unknowns, and after a reduction process we obtain a 

differential system of the vector of the mean line displacement and twist angle. Six 

boundary conditions at each edge are obtained from the edge term in the tridimen-

sional virtual work principle, and a unidimensional virtual work principle is also de-

duced from the weak forms of the rod equations.  

Keywords: curved rod theory, reduction method, anisotropic linearized elasticity, rod variational 

formulation, Fourier series  

1. Introduction  

Rods are very important engineering structures. For straight or curved rods, the dimension of the 

cross section is much smaller than the third one, its length. Due to this relative smallness, one may 

model the behaviours of these thin structures by one-dimensional rod theory through certain dimen-

sional reduction processes. The most popular approach is to introduce some kinematic assumptions 

which leads to classical rod theories, such as Euler-Bernoulli rod theory, Timoshenko rod theory and 

well known Reddy’s third-order rod theory. In this work we propose a new optimised approach. For 

plate and shell, a novel method of dimension reduction, deduced from  tridimensional equilibrium 

equation and boundary condition on the upper and lower faces of the plate or the shell, is introduced 

in [1], [2], [3], [4]. This approach was used in [5] to obtain a plane-stress rod model for a linearized 

isotropic elastic material with pointwise error estimates. In this way [6] obtains a unidimensional 

model for a rod with rectangular cross section.  Obtention of a rod theory is more complicated than 

plate or shell ones. For rod with circular cross section, we present a one dimensional model as already 

done in a previous work for straight rod [7] and curved rod [8]. In this paper we extend the work [8] 

to dynamical curved rod. 
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2. Results  
By using the 3-D Hamilton’s principle and the differential system, we can derive the dynamic linear 

curved elastic rod theory which is consistent with the 3-D weak formulation (as it is made for plate in 

[2] and shell in [3]). We can easily obtain this model by replacement in [8], the vector coefficients of 

the asymptotic expansion of the body force 

f(k, n-k)  by f(k, n-k)     for n = 0, 5 and k = 0, n.                 (1) 

in which r is the mass density of the rod material and is the second time derivative of the 

coefficient of asymptotic expansion of the displacement field (see equation (24) in [8]).  

By considering remark (1), we obtain the differential system of equations (59)-(62) in [8] (with the 

use of recursive relations (39) and (54)). The Neumann type boundary conditions are given by (73)-

(76) in [8] and the Dirichlet one by (77) in [8]. So we obtain the weak variational formulation  (78) in 

[8] which provides a framework for implementing finite-element schemes.  

3. Conclusion and discussion 

The main purpose of this work is to provide a new asymptotic reduction method for constructing a 

consistent curved rod dynamic theory for linearized anisotropic elastic material. The starting point of 

our derivation is a Taylor–Young expansion of the displacement field. Then we consider the corre-

sponding expansion of the deformation gradient and the stress tensor and make some development 

which are needed for the success of our procedure. More precisely we summarize the main idea. To 

write lateral boundary condition we use polar coordinates in cross section together with Fourier series 

expansion. This leads to seven equations with fifteen unknown coefficients of the displacement field. 

Equilibrium equations give supplementary relations between stress coefficients and we show that it is 

possible to obtain a closed system of ten equations with ten unknows. The linear dependence with 

respect to three second order displacement coefficients is used to eliminate them. Elaborated calcula-

tions furnish bending and torsion terms and also lead to asymptotically-consistent closed three vector 

equations with three unknwons. Then we formulate the unidimensional rod virtual work principle. 

Now, we have a working paper for the case of linear elastic rod with double symmetric cross section 

and it would be applicable to other rod problems : geometric and/or material nonlineari-

ty/incompressible material, multilayered rod. 
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Abstract: The Target-Attacker-Defender problem is considered. Assumed that all participants 

move in a horizontal plane with velocities of constant modulus. The Attacker uses the pure 

chase method to pursue the Target. The Defender launched from the Target's wingman and 

the role of Defender is to minimize the distance to the Attacker when the Attacker approaches 

the Target at a given distance. The Defender's strategy is also a method of pure pursuit. The 

angular velocity of rotation of the Target velocity vector considered as a control. The structure 

of the dynamic system allows to reduce it to a system of less dimension. In the reduced sys-

tem, the angle between velocity vector and line-of-sight Target-Attacker is considered as a 

new control variable. Pontryagin maximum principle procedure allows to reduce the optimal 

control problem a boundary-value problem (BVP) for a system of nonlinear differential equa-

tions of the fourth order. The system of the BVP consists from the initial variables and does 

not includes co-state variables. For solving the BVP, the shooting method is applied. The re-

sults of solving the BVP for various values of parameters demonstrated. 

Keywords: Target-Attacker-Defender problem, Pure pursuit, Optimal control 

1. Introduction  

Traditionally, two approaches are used to investigate the Target-Attacker pursuit-evasion problem. 

The first one is based on the application of methods of the theory of differential games. The second 

approach assumes that the strategy of the pursuer is known and fixed, and the task is to build an opti-

mal strategy for the evader [1]. One of the advantages of the second approach is the ability to use 

more realistic models of the dynamics of participants. In the pursuit-evasion problems for three ob-

jects, the Target-Attacker-Defender (TAD), in the differential game, both independent actions of all 

participants and cooperation between the target and the defender are possible [2]. TAD problem with 

three participants is also investigated in the case when the strategy of one of them is fixed [3]. In this 

paper, we consider the case when the strategy of both the Attacker and the Defender is fixed. As a 

prescribed strategy, the method of pure pursuit is adopted, in which the velocity vector of the pursuer 

is directed exactly along the line of sight of the pursuer-target. In this formulation, the trajectories of 

the other participants are determined by Target motion. Therefore, the problem is to find the optimal 

strategy of the Target. The goal function is the distance between the Defender and the Attacker, when 

the distance between the Attacker and the Target becomes equal to a given value. Thus, the duration 

of the process is free. It is assumed that all objects move in a horizontal plane with velocities of con-

stant modulus.  

2. Problem Formulation 
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Equations of motion are as follows: 
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(1) 

 

where   is the angle between LOS Target-Attacker and the velocity vector of Target,   is the 

angle between the velocity vector of Attacker and Defender, R  – normalized distance between 

Attacker and Target, r  – normalized distance between Defender and Attacker, u  is the control 

variable, a  is the ratio of Target velocity modulus to Attacker velocity modulus, b  is the ratio of 

Defender velocity modulus to Attacker velocity modulus.  

Boundary conditions are as follows: 

 

0 0 0(0) , (0) , (0) , (0) is free, ( ) TR R r r R T R       (2) 

 

The goal function is: 

 

( ) min
u

J r T   (3) 

where T  is free. 

The problem (1) - (3) is Mayer optimal control problem. 
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Abstract: The problem of maximizing the horizontal coordinate of a point mass moving in a 

vertical plane under the action of gravity forces, viscous friction, support reaction of the curve 

and thrust is considered, as well as the interrelated Brachistochrone problem. Two cases are 

addressed. The first is when the thrust applied is constant. The second is when the penalty for 

the control expenditures is included in the goal function. Assumed that inequality-type con-

straints are imposed on the slope angle of the trajectory. The system of equation belongs to a 

certain type that allows reduce the optimal control problem with state constraints to the opti-

mal problem with control constraints. The maximum Principle procedure is applied, and the 

qualitative analysis of the boundary-value problem is presented. As a result, the sequence and 

the number of the arcs with motion along the phase constraints are determined and the synthe-

sis of the optimal control is designed. The results of numerical simulation for the case of 

quadratic resistance are presented to illustrate the theoretical conclusions. It is shown that op-

timal trajectory of the Brachistochrone problem with viscous friction contains no more than 

one section of motion along the lower constraint and no more than two sections of motion 

along the upper one. For the frictionless Brachistochrone the extremal trajectory reaches for 

each constraint no more than once. 

Keywords: brachistochrone problem, state constraints, viscous friction, qualitative analysis 

1. Introduction 

The presence of state constraints significantly complicates the study of optimal control problems. 

An effective solution can be designed if the structure of the optimal trajectory, the number of arcs 

with motion along the constraints and their sequence are determined. In this paper, the approach that 

allows one to construct an optimal synthesis for state constraints of a certain type is demonstrated 

using Brachistochrone problems with thrust. 

Consider the motion of a material point in a vertical plane in a homogeneous field of gravity forces 

and in a homogeneous resisting medium. The problem is to determine the shape of the trajectory that 

maximizes the horizontal coordinate of a point when it is transferred from a given initial state to a 

given height in a fixed time interval. Along with the problem of maximizing the range, the minimum-

time problem is considered: the problem of choosing the shape of the trajectory connecting two given 

points of the vertical plane, the travel time along which will be minimal. 

The minimum-time problem in the considered formulation is called the Brachistochrone problem 

[1]. The frictionless brachistochrone with state constraints in the form of a linear function imposed on 

the coordinates of a point was considered in [2-3]. In [2], an analytical solution is proposed under the 

assumption that the solution contains single arc with motion along the state constraint. In [3] the 

Brachistochrone problem serves as an example of the efficiency of numerical methods for solving 
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problems with state constraints. In [4], the problem of optimal maneuver over the lunar surface is 

reduced to the Brachistochrone problem with a constraint on the trajectory inclination angle. 

       The purpose of this article is the qualitative analysis of the range maximization problem in a 

given time in the presence of viscous resistance, thrust and state constraints on the trajectory 

inclination angle. As a result of this analysis, it is possible to construct an optimal synthesis, to 

determine the number and sequence of the arcs with motion along the state constraints.  

2. Problem Formulation 

Equations of motion in dimensional variables are as follows: 
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(1) 

 

Here ,x y  are horizontal distance and vertical altitude, respectively, v  is the module of the ve-

locity, p  is the thrust, subjected to inequality p p p   , where p is a positive constant,   is the 

slope angle.   and p are considered as control variables. 

Boundary conditions have the form: 

 

0 0 0(0) , (0) , (0) , ( ) Tx x y y v v y T y     (2) 

 

where T  is final time (is considered as given). The cost function has the following form  

 

2

0

( ) min

T

J x T p dt     
(3) 

 

 

State constraints are as follows:  

 

1 2( ) [ , ]t    (4) 

 

where 1 , 2  are constants. The problem (1) - (4) is Mayer optimal control problem. 
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Abstract: The paper presents the algorithm for solving the inverse fractional Stefan problem. 

The considered inverse problem consists in determining the heat transfer coefficient on one of 

the boundaries of the considered region. The additional information necessary for solving the 

inverse problem is the set of temperature values in selected points of the region. The fraction-

al derivative with respect to time used in the considered Stefan problem is of the Caputo type. 

The direct problem was solved by using the alternating phase truncation method adapted to 

the model with the fractional derivative. Using the given temperature values and the values 

computed by solving the direct problem for the chosen value of the heat transfer coefficient 

the functional representing the error of the approximate solution was constructed. The sought 

solution of the considered inverse problem was the argument for which the functional gained 

its minimum. The functional was minimized by the use of the ant colony algorithm. It is the 

probabilistic artificial intelligence algorithm inspired by the behaviour of the ants swarm. The 

paper contains an example illustrating the accuracy and the stability of the presented algo-

rithm.   

Keywords: optimization, artificial intelligence, inverse problem, fractional derivative, solidification 
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Laser scanners with rotational polygon mirrors: A multi-parameter 

optomechanical analysis and optimization 
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Abstract: We analyse laser scanning heads with rotational polygonal mirrors (PMs) [1]. A 

comparison to the most common galvanometer scanners (GSs) is performed from the point of 

view of their non-linear scanning functions and variable scanning speeds [2-4]. The novel 

theory we developed for PM scanners is used [5]. A multi-parameter analysis of PMs is car-

ried out, considering all their constructive and functional parameters, including the PM apo-

them, their number of facets, the eccentricity of the incident laser beam on the PM, the dis-

tance from this beam to the objective lens, and the rotational speed. The impact of these pa-

rameters on the non-linearity of the scanning function is studied, for applications that range 

from industrial measurements to high-end imaging systems [6,7]. Solutions are explored to 

decrease this non-linearity, including by employing supplemental mirrors. A Finite Element 

Analysis (FEA) of polygons is performed, and conclusions are drawn on their maximum rota-

tional speed from the condition to preserve their structural integrity; this analysis considers 

both material characteristics and all PM and assembly dimensions. An optimized designing 

scheme that incorporates both optical and mechanical aspects concludes the study. 

Keywords: laser scanners, optomechanics, mechatronics, polygon mirror, galvanometer scanners, 

scanning function, multi-parameter analysis, Finite Element Analysis (FEA), optimization. 
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Abstract: In the considered two-mass oscillator, the excitation force is acting on one mass (small mass) 

and the reception of the energy occurs on the second mass (bigger mass). The two-mass oscillator will 

be optimized regarding the maximal energy accumulation of the second mass. The values of the stiffness 

of particular connecting spring elements, mass values, and amplitude of excitation force will be used 

as parameters of the optimization process. The continuously delivered energy to the oscillator will be 

compared with the energy impulses received from the second mass. 

 
Keywords: Mechanical resonance, vibration, energy accumulation , oscillator 
 
1. Introduction  

 In this article, the task of optimizing the parameters for a dual mass oscillator was undertaken. In 

the example considered (Fig. 1), the masses are connected by means of 3 springs. The harmonic forcing 

F = F0 sin wt acts on the smaller mass m1, which vibrates with amplitude A1. The second mass vibrates 

freely with amplitude A2. 

 

 
Fig. 1. The schematic view of the investigated two-mass oscillator 

 Based on known relationships, the amplitudes of A1 and A2 vibrations of both masses during 

resonance can be determined. From the point of view of a certain application, it becomes important to 

optimize the oscillator parameters such as the stiffness coefficients k1, k2 and k3 from the point of 

view of maximizing the amplitude of vibrations A2 at the assumed masses m1 and m2 and at the 

given amplitude of the exciting force. This type of topic has not been discussed so far. 

2. Results and Discussion 

 For optimization purposes Strength Pareto Evolutionary Algorithm was used. As multi-criteria 

and pareto algorithm, SPEA satisfied need of both minimalization of A1 amplitude and maximaliza-

tion of A2, and possibility of choice of realizable solution (not only optimal one). Using mathematical 
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formulas for A1 and A2 amplitude, algorithm is searching for close to optimal solutions and present-

ing them in form of pareto front. 

 

Fig. 2 Exemplary pareto front graph  

Algorithm is working with fixed values of c1 and c2 damping and the amplitude of the external force 

F0, while stiffnesses k1, k2, k3 and masses m1 and m2 are changeable. Except minimalization and 

maximalization of goal functions solutions are also limited by natural frequency of system. 

 

Fig. 3 Exemplary amplitude dependency on frequency graph 

The results of optimization have been confirmed experimentally.   

3. Concluding Remarks 

Based on the optimization, the configuration of the stiffness coefficients of individual 

spring elements at which the maximum amplitude A2 of the mass m2 occurs. The influence 

of the masses m1 and m2 as well as the damping coefficients c1 and c2 on the maximiza-

tion of the objective function was also determined. 
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Optimal parameters: 

k1= 200N/m, 
k2= 1509N/m, 
k3= 1261N/m, 
m1= 0.73kg 
m2= 5 kg, 
A1= 5.35m, 
A2= 5.47m. 

 

Damping coefficient c1= 0.1 Ns / m, 
Damping coefficient c2= 1 Ns / m, 
Force amplitude F0= 100N, 
Mass m2= 5 kg. 
Spring stiffness withdrawn from 1 to 1800 N / m 
The mass m1 was generated in the range of 0.1 to 1 kg. 
Test startup parameters: 
Number of generations: 50 
Population size: 2500 
Pareto set size: 1250 
Crossover probability: 0 
Mutation probability: 0.9 
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Abstract: We present an optimal control problem related to the task of controlling a growth of 

two competing sub-populations in the context of chemical control. One of the considered sub-

populations is sensitive to the chemical and the other is resistant. We use a non-standard objec-

tive functional to prevent domination of the resistant sub-population. We show that optimal 

control can consist of: (1) full dose, (2) no dose, (3) singular arc. We numerically check that 

small doses of chemicals applied according to singular control are optimal in the main part of 

time interval we consider. 

Keywords: competition model, resistant population, optimal control problem 

1. Introduction 

In the real world, there is often a situation where the use of chemicals produces resistance. This 

is the case with bacterial populations becoming drug resistant, tumour cell populations no longer re-

sponding to chemotherapy, or pest insect populations in various habitats that become resistant to pesti-

cides used. Over the years, the same mistake has been made in trying to use maximum doses of drugs 

or pesticides to wipe out the “bad” population we are fighting. However, it often did not bring the 

expected results. In general, when using chemicals, it is expected that the entire population will be 

subdivided into sub-populations with varying levels of sensitivity, from full sensitivity to full resistance. 

It is therefore inevitable that there appears a competition between these sub-populations. We consider 

two sub-populations, for simplicity and due to the fact that analysing models with more sub-populations 

we have got the results very similar to those for the simplified case. We expect that without external 

interference in the system the sensitive sub-population outcompete the resistant one. However, with 

prolonged usage of chemicals, the resistant sub-population wins the competition.  
In our previous works related to the chemotherapy of tumours, we used optimal control trying to 

reconcile the two goals: minimizing the overall population size and maintaining the dominance of the 

sensitive sub-population over the resistant one. Preliminary results can be found in [1], while the anal-

ysis of the relevant optimal control problem is presented in [2] for the model of competing cellular sub-

populations and in [3] for the three-dimensional model with varying carrying capacity.  
Here we would like to study in more details the same problem for a minimal model describing 

competing sub-populations. In general, for short-time optimization we expect that mutation terms in-

cluded into the models considered in [2,3] are less important than competition between sub-populations. 

Therefore, in the following we present the results of optimization for such model. 
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2. Results and Discussion 

We consider the following non-dimensional competition model with an external interference 
 

𝑑𝑛1

𝑑𝑡
= γ1𝑛1(1 − 𝑛1 − 𝑛1𝑛2) − 𝑛1𝑢(𝑡),  

𝑑𝑛2

𝑑𝑡
= γ2𝑛2(1 − 𝑛2 − 𝑏2𝑛1), 

 

where 𝑛1 and 𝑛2 are non-dimensional sizes of sub-populations, sensitive and resistant, respectively,  
γ𝑖  is a growth rate, 𝑏𝑖 is a competition coefficient, while 𝑢(𝑡) reflects the control (dose of chemicals).  

Because of the general properties of the competition model we assume 𝑏1 < 1 < 𝑏2. 

The dynamics of this system is studied in the optimal control problem in which we minimize  
 

𝐽(𝑢) = ω(𝑛1(𝑇) + 𝑛2(𝑇))  + ∫ 𝑀(𝑛1(𝑡), 𝑛2(𝑡), 𝑢(𝑡))𝑑𝑡
𝑇

0

, 

 

where the first term reflects the overall population size at the end of control action and 𝑀 accounts for 

both overall population size during the control and penalization of the population to become resistant 

(we call the population resistant whenever 𝑛2 > 𝑛1), as well as the cost of external interference, that is 
 

𝑀(𝑛1, 𝑛2, 𝑢) = η(𝑛1 + 𝑛2) + ξ𝐺 (
𝑛2 − 𝑛1

ϵ
) + θ𝑢, 

 

with positive coefficients. Note that as 𝐺 we use the function tanh for numerical purposes, while in 

mathematical analysis it is enough to assume that this function has the same properties as tanh.  

In the analysis of the presented control problem we use the Pontriagin Minimum Principle, for-

mulate the adjoint system and appropriate Hamiltonian. We prove that singular control is of order 1 and 

satisfies the Legendre-Clebsch condition of optimality only for 𝑛1 > 𝑛2. In this case we are able to 

express the singular control as a function of state variables. Although we know the structure of singular 

control, we are not able to prove that it is optimal. Hence, we complete our theoretical analysis with 

numerical analysis performed, as before [2,3] in the context of tumours chemotherapy. In numerical 

analysis we look for 15-day treatment protocol optimal in the context described above. It occurs that 

numerically optimal scenario consists of two (at the beginning and the end of the therapy) short periods 

of maximal tolerated dose (MTD) treatment, while in between small doses of the drug (around 10% of 

MTD) are applied, in which singular arc is followed. This again confirms our previous findings that in 

general it is not good to apply MTD and smaller doses could lead to better final results. 

3. Concluding Remarks 

 Our analytical results are obtained with reference to a general control problem and can be applied 

to various populations. However, in numerical simulations we focus on the response of the heterogene-

ous tumour to the therapy. We consider the tumour consisting of sensitive and resistant cells and find 

optimal control for drug-resistant tumour growth that penalizes the resistant population. The model 

suggests that it is desirable to leave a certain number of sensitive cells to limit the growth of resistant 

ones by cell competition, which is provided by singular (intermediate) chemotherapy dose. 
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Abstract: 

Structures undergo some mechanical impacts during their life phase, which may create high vibration 

levels that induce damage and failure of the system itself. However, the mechanical characteristics of 

the shock are often not well known and inverse methods are generally used to estimate these complex 

sources. Among all the existing methods, Kalman filtering provides a lightweight and elegant solution 

to solve force reconstruction problems in time domain. In the literature, several Kalman-like filters have 

been proposed. We demonstrate in this contribution that all these formulations can be unified by 

expressing them from a Bayesian perspective. 

Keywords: Inverse problem, Force reconstruction, Kalman Filter, Structural dynamics. 

1. Introduction  

Kalman-like filtering is an attractive way of solving joint input-state estimation problems in the time 

domain. Over the last 20 years, various Kalman-based techniques have been proposed. From an 

algorithmic standpoint, each method exhibits some clear differences. From a theoretical perspective, 

however, it can be shown that all these methods can be derived from a unique Bayesian formulation of 

the problem. 

2. Results and Discussion  

The space-state representation of problem that is intended to solve, is given by: 

{
𝒙𝒌+𝟏 = 𝑨 𝒙𝒌 + 𝑩 𝒖𝒌 + 𝒘𝒌 

𝒚𝒌 = 𝑪 𝒙𝒌 + 𝑫 𝒖𝒌 + 𝒗𝒌

 (1) 

where 𝒙𝒌, 𝒖𝒌 and 𝒚𝒌 are the state, input and output vectors at sample k, while 𝑨, 𝑩, 𝑪 and 𝑫 are the 

system matrices. Here, 𝒘𝒌  (resp. 𝒗𝒌) denotes the Gaussian process noise (resp. measurement noise) 

with zero mean and covariance matrix 𝑸𝒌
𝒙 (resp. 𝑹𝒌). 

From a Bayesian perspective, 𝒙𝒌 and 𝒚𝒌 are considered as random variables defined such that 

𝒙𝒌 ~ 𝑝(𝒙𝒌|𝒙𝒌−𝟏, 𝒖𝒌−𝟏) and 𝒚𝒌 ~ 𝑝(𝒚𝑘|𝒙𝑘 , 𝒖𝒌). In the context of joint input-state estimation problems, 

additional assumptions must be made on the input vector 𝒖𝒌.  

A first idea consists in including in the state-space representation (1) the fictive state equation 𝒖𝒌+𝟏 =
𝒖𝒌 + 𝒘𝒌

𝒖 (𝒘𝒌
𝒖 is a Gaussian noise with zero mean and covariance matrix 𝑸𝒌

𝒖) to define an augmented 

state vector and performing the input-state estimation from a standard Kalman filter. This approach, 

known as AKF (for Augmented Kalman Filter), provides accurate estimates of the mean of the state 

and input vectors, but with large uncertainties on these estimated quantities [1]. Another option consists 

in making an assumption on the input vector 𝒖𝒌 predicted from all the data measured until the previous 

time step 𝑘 − 1, namely 𝒚𝟏:𝒌−𝟏. A careful analysis of the existing literature shows that the state-of-art 
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Kalman-like filters are all based on the assumption that 𝒖𝒌 given 𝒚𝟏:𝒌−𝟏 follows a Gaussian distribution 

with mean 𝒎𝒌 and covariance matrix 𝑷𝒌, that is: 

𝑝(𝒖𝒌|𝒚𝟏:𝒌−𝟏) = 𝑁(𝒖𝒌|𝒎𝒌,  𝑷𝒌) (2) 

For instance, Sedehi considers 𝒎𝒌 = 𝟎 and 𝑷𝒌 =  𝑷𝒌−𝟏
𝒖 , corresponding to the covariance matrix of the 

excitation estimated at 𝑘 − 1 [2], whereas Gillijns and de Moor (GDM) considers an excitation 

uniformly distributed over the structure (equivalent to a Gaussian distribution with zero mean and 

infinite covariance matrix) [3]. Finally, the Dual Kalman Filter (DKF) is composed of two classic 

Kalman filters running sequentially: prediction/estimation of the input vector followed by 

prediction/estimation of the state vector [4]. In this case, the authors consider 𝒎𝒌 = 𝒖𝒌−𝟏 and 𝑷𝒌 =
𝑸𝒌−𝟏

𝒖 + 𝑷𝒌−𝟏
𝒖 . 

 

All the previously estimation methods allow properly identifying both the location and the time history 

of the excitation, as shown in figure 1, presenting the estimation of a hammer impact exerted on a 

simply supported beam from a set of acceleration measurements. 

 

 
Fig. 1. Force identification for AKF, DKF, GDM and Sedehi methods. 

 

3. Concluding Remarks 

In this contribution, the Bayesian paradigm has been adopted to derive a unified vision of the state-of-

the-art joint input-state estimation methods, classically used in structural mechanics. This unified 

Bayesian formulation points out the main differences between these identification strategies, which 

allows to explore some new assumptions and consequently propose original methods. 
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Abstract: The paper is devoted to presentation of an effective approach to numerical analysis, 

modelling and forecasting a populations dynamics of atomic ensembles in a field of laser 

pulse of different shape and quantitative studying the dynamical bi-stability (optical hystere-

sis) effects The results of computing kinetics of resonant levels for atoms in the laser pulse of 

different shape (sinusoidal, rectangular, etc) on the basis of the modified Bloch equations are 

presented. Cited equations describe an interaction between two-level atoms ensemble and res-

onant radiation with an account of the atomic dipole-dipole interaction. It has been found for a 

case of ch−1t laser pulse a strengthen possibility of manifestation of the internal optical bi-

stability effect in the temporal dynamics of populations for the atomic resonant levels under 

adiabatic slow changing the acting field intensity.   

Keywords: oprocessing and prediction, atomic dynamics, laser puls, bistability 

1. Introduction. Dynamics of atomic Systems in a Laser Field and Bi-stability   

Present paper has for an object (i) to simulate numerically a temporal dynamics of popula-

tions’ differences at the resonant levels of atoms in a large-density medium in a nonrectangular 

form laser pulse and (ii) to determine possibilities that features of the effect of internal optical 

bistability at the adiabatically slow modification of effective filed intensity appear in the sought 

dynamics. It is known that the dipole-dipole interaction of atoms in dense resonant mediums 

causes the internal optical bistability at the adiabatically slow modification of radiation intensity 

[1-4]. The modified Bloch equations, which describes the interaction of resonance radiation with 

the ensemble of two-layer atoms subject to dipole-dipole interaction of atoms, are as:   
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                                               (1)   

where n = N1 − N2 are the populations’ differences at the resonant levels, P is the amplitude of 

atom’s resonance polarization, E is the amplitude of effective field, b = 42N0T2/2h is the con-

stant of dipole-dipole interaction, T1 is the longitudinal relaxation time,  = T2( − 21) is the 

offset of the frequency  of effective field from the frequency of resonance transition 21, N0 is 

the density of resonance atoms,  is the dipole moment of transition,  = t/T1.  
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2. Results and Discussion 

There are obtained the results on atomic dynamics for different shapes of laser pulse, includ-

ing the following one:   

                                                                   

2

112

0 ||)(
T

T
chEE


= − .                                               (2) 

In the numerical experiment  varies within 0    Tp/T1 and Tp is equal to 10Т1. On the assump-

tion of b > 4 and b > || with  < 0 (the long-wavelength offset of incident light frequency is less 

than Lorenz frequency L = b/T2) and if the intensity of light field has certain value 

(I0 = 4|E0|22T1T2/h2) then there are three positive stationary states ni (two from them with max-

imal and minimal value of n are at that stable). A fundamental aspect lies in the advanced possi-

bility that features of the effect of internal optical bistability at the adiabatically slow modifica-

tion of effective filed intensity for pulse of ch−1t form, in contrast to the pulses of rectangular 

form, appear in the temporal dynamics of populations’ differences at the resonant levels of at-

oms. Figure 1 shows the results of our numerical modeling the temporal dynamics of popula-

tions’ differences at the resonant levels of atoms for the nonrectangular form pulse (2). More 

mathematical and physical details of the model can be found in [1-3].  

 

 
Fig.1 - Results of modeling temporal dynamics of populations’ differences n() at resonant levels of  atoms 

for  pulse (2) with  = 2, T1 = 5T2; b = 0 (e); b = 6.28 (f); I0 = 2 (1), 5 (2), and 10 (3) 

 

3. Concluding Remarks 

The increase of field intensity above certain value I0 = 2.5 for selected parameters 

(shown in Fig. 1) leads to the abrupt increase of populations’ differences. This fact repre-

sents the Z-shaped pattern of dependence n(I) observed in the stationary mode. For rectangu-

lar-shaped pulse, the dependence n() tends to stationary state with magnitude defined by 

zero values of right-hand terms in the set (1) [4]. For the sinusoidally-shaped pulse, the slow 

rise of intensity is typical, and the explicit hysteresis pattern for the dependence of popula-

tions’ differences from the field intensity is obtained.    
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Abstract: This paper aims to solve the black-box optimization problem by using an 

optimization algorithm with adaptive hyperparameter tuning. The method is applied to a real-

world optimization problem in the wind industry to validate its effectiveness. The results 

reveal that the proposed method is much effective than the other genetic algorithms in solving 

optimization problems in applied science. 

Keywords: Black-box optimization, Wind turbine tower, Differential evolution, Adaptive parameter 

control 

1. Introduction 

 Black-box optimization has always been a tough problem in engineering since it superposes a 

time-consuming procedure (such as computational mechanics, computational fluid dynamics, etc.) on 

an optimization loop. To tackle this problem, some researchers propose to replace the numerical 

models with surrogate models to reduce the demand in time and physic materials. However, these 

techniques remain an approximate solution comparing to that calculated directly by the numerical 

models. Another approach is to develop adaptive optimization algorithms which adjust their 

hyperparameters dynamically during the searching procedure and reduce consequently the need for 

trial-and-error. 

 In this paper, an adaptive optimization algorithm with automatic parameter control is proposed 

based on differential evolution (DE) algorithm. The algorithm is applied to solve a real-world 

optimization problem in the wind industry and compared to other genetic algorithms in terms of 

solution quality and optimization effectiveness. 

2. Results and Discussion 

 The objective of the optimization is to minimize the tower mass with respect to the probability 

of fatigue failure. The initial design is borrowed from [1] where a 140 m reinforced concrete tower is 

involved to support a 3 MW wind turbine. The dynamic analysis is carried out by using a numerical 

simulation tool FAST [2]. As a population-based algorithm, the proposed optimization algorithm 

initiates the initial population P0 by Latin Hypercube Sampling method in the design space then 

updates the optimal solution Pglobal at each generation g. The relative error between 2 consecutive 

generations is calculated. When the error falls below 10-8, the optimization is considered as converted. 
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The initial configuration for optimization algorithm λ0 is selected randomly in a single run. It will be 

updated periodically when the stop criteria are not met. The hyperparameters from mutation operation 

and crossover operation are tuned in the way to explore the search space in early generations and to 

exploit the optimal solution in later generations. 

  

(a) Workflow of the 

adaptive optimization 

(b) Optimization performance of the proposed method compared to 

other algorithms (DE, PSO and CMA-ES) for 25 random runs 

Fig. 1. Workflow and results comparison 

 The overall workflow of the proposed algorithm is illustrated in Fig. 1(a). Fig. 1(b) compares 

the proposed method with some other population-based optimization algorithms, i.e., DE [3], PSO 

[4], and CMA-ES [5]. The optimization performance is evaluated by repeating each algorithm 25 

times with a random initial population and initial hyperparameters. 

 It is clear that the slope of the proposed method (green line) is larger than the others which 

indicates that the proposed DE with adaptive configuration converges more quickly to reach the 

global optimum. In 25 runs, the averages cost function evaluations (FES) for the proposed method is 

around 1 000 while the others require more than 1 500 evaluations to reach the same quality of the 

solution. On the other hand, for a given number of FES, the proposed method offers always the best 

quality of the solution among all algorithms. 

3. Concluding Remarks 

 In this paper, a population-based adaptive optimization algorithm is proposed to address the 

black-box optimization problem. The proposed method is used to solve a real-world optimization 

problem involving numerical modelling. The time consumption in terms of function evaluation is 

much reduced by comparing to other genetic algorithms. Further investigations on the adaptability of 

the proposed method for other time-consuming tasks should take place. 
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Abstract: Light and stiff composites such as fibre-reinforced plastics are sensitive to propa-

gate structure borne sound but simultaneously offer a wide range of adjusting the material be-

haviour. Thereby, stiffness and damping of such composites are contradictory material prop-

erties related to the fibre orientation. Commonly, the composite design is based on FEA simu-

lations requiring special modelling efforts. In contrast, the multi-dimensional optimisation of 

a laminate with numerous layers of different materials and orientations requires very fast nu-

merical solutions for numerous repetitions. 

Using a complex but efficient vibro-acoustic simulation model is essential in optimising com-

posites. Here, the FEA is extended by a strain energy based modal damping approach for the 

layerwise accumulation of the anisotropic damping. In addition, the radiated sound power is 

determined by a velocity-based approach directly on steady state structural simulations avoid-

ing a complex multi-physical modelling. Moreover, the frequency dependent radiation is con-

solidated to a single scalar optimisation objective using a fast and efficient semi-analytic ap-

proach. Therefore, analytical formulations of amplification factors of the modal power contri-

butions are introduced. 

This efficient simulation methodology is applied to design a vibro-acoustically optimised 

composite oil pan. The achieved results emerge the vibro-acoustic optimisation potential of 

thermoplastic composites with various fibre and matrix materials compared to a steel refer-

ence case. Furthermore, the layup is a complex multi-dimensional optimisation problem with 

an additional potential of improving the NVH performance. In summary, the potential for op-

timisation of the different steps is compared.  

Keywords: sound radiation, finite element analysis, optimisation, fibre-reinforced composites 

1. Amplification factors of modal sound power contributions  

The radiated sound power of vibrating surfaces is an important objective for acoustic optimisation 

procedures. Apart from multi-physical models, simplified FEA-based approaches of the sound pres-

sure such as the equivalent radiated sound power, the lumped parameter model or the volume velocity 

in combination [1] with a scalar measure representing the entire frequency domain [2] are helpful but 

still cause significant computational costs.  

Thus, the amplification factors of the radiated sound power approaches are presented as an analytical 

formulation of a single mode (Fig. 1). Evaluating only a single resonant frequency step per mode, the 

modal contributions within the entire frequency range then are analytically determined. Super-

positioning all modal contributions then results in the total sound power. 
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Fig. 1. Modal amplification factors of different velocity based sound power approaches with different viscous 

damping  

2. Optimisation problem and results 

The new semi-analytical approach has been applied to the sound power determination of a composite 

oil pan. Thus, it is now possible to solve this multi-physical problem in huge parametric studies and 

complex optimisation algorithms. 

Therewith, a layup with two independent fibre orientations is acoustically optimised. Due to aniso-

tropic stiffness and damping, each mode is varying in frequency, half-power band width and maximal 

sound power (Fig. 2). Moreover, the number of modes within a fixed frequency range is changing. 

The parametric study shows the jumping objective and several local mimima. Furthermore, particle 

swarm optimisation is used for the efficient solution up to four independent parameters. 

 

Fig. 2. Optimisation of a composite with two independent fibre orientations: radiated sound power level (left) and 

number of contributing modes within the frequency range (right) 

3. Concluding Remarks 

With the semi-analytical modelling, a very fast solution of a single simulation run and thus a complex 

acoustical optimisation is possible. As a result, the oil pan shows significant optimisation potential. 

First, a material substitution can reduce the radiated sound power level up to 7 dB. In more detail, the 

optimisation of the layup reduces the radiation even 2 dB more. The used of particle swarm optimisa-

tion therein is more efficient and precise than a full parameter study. 
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Abstract: Testing the strength properties of materials intended as impact energy absorbers 

requires appropriate identification. The scope of tested becomes laborious when composites 

are the material used to build such shields. Various methods are used for this. One of them is 

the method based on the analytical model or Eshelby model or the method based on the finite 

element method. The analysis was based on AC-44200 alloy reinforced with 20% vol. and 

30% vol. of Al2O3 particles. Numerical analysis were carried out in the ABAQUS/Explicit 

environment on the basis of composite material samples subjected to loads on a testing ma-

chine based on the fracture mechanics. The obtained results of the maximum stress distribu-

tion were compared with the results obtained using the elasto-optic method. The high agree-

ment of the results proves the correctly developed numerical models and the adopted bounda-

ry conditions. The developed conclusions from the research were used for further analysis in 

the field of modeling the impact load of a new group of materials characterized by appropriate 

ballistic parameters. 

Keywords: ceramic matrix composites (CMCs), impact resistance, Finite Element Method (FEM) 

1. Introduction 

The energy absorption in materials impulse load is a complex mathematical description process [1, 2]. 

The knowledge of the physical processes involved is directed towards the search for new material 

solutions, which should exceed the traditional material with their mechanical description properties, 

etc. [3, 4]. Materials of the cermet group can be a positive response to search for such solution. Cer-

mets can largely replace the standard material in the form of classic ballistic ceramics, and conducted 

works, are focused mainly on finding proper structures absorbing the impact energy in to improve the 

yield strength. The subject matter of the study covers metallic composites reinforced with aluminum 

oxide (Al2O3) particles. This objective was achieved through numerical methods using FEM. The 

obtained results were validated experimentally by the elasto-optic method stress distribution.  

2. Results and Discussion 
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The elasto-optical test was performed on a sample made of a metal-ceramic composite with a 20 

and 30% Al2O3 content. Strength tests were carried out on the MTS 858 Mini Bionix machine with 

the MODEL 031 polariscope with a power of 105W. The test sample was loaded with four forces 

until it cracked. At the same time, photos of the deformations shown were taken (Fig. 1). The sample 

was damaged under the load of 3900 N.  

 

 

Fig. 1. Example of a deformation picture: on the left there are total isochromes, on the right there are half iso-

chromes  

In the next step, the sample was modeled in the ABAQUS environment. The model was made in 

two 3D variants - solid and 2D shell. Exemplary results are presented in Figure 2. 

 

      
                    (a)                                      (b)                                          (c)                                        (d) 

Fig. 2. An example of numerical analysis: (a) 2D sample for E=168 GPa, (b) Ductile model for 2D sample, (c) 3D 

sample for E=158 GPa, (d) Ductile model for 3D sample    

3. Concluding Remarks 

The obtained results from the 2D and 3D models show differences. The assumptions about the 

non-axial fixing of the sample proved correct when the attached force was shifted to one of the walls 

from a symmetrical position in the 3D model. The change in Young's modulus did not affect the stress 

distribution in the sample. The introduced model of destruction also shown a different character.   
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Abstract: Multi-layer composite structures have many advantages from the point of view of 

potential use in e.g. civil engineering. Their shaping and optimisation can exploit possibilities 

unavailable in other types of materials. A genetic algorithm-based optimisation of selected 

dynamic and buckling parameters of a cylindrical composite shell is presented herein. The 

natural frequencies of vibrations of the shell and the mode shapes were chosen as the source 

of data for optimisation. In order to eliminate problems related to the natural frequencies 

crossing, two approaches for the identification of mode shapes were proposed: analytical and 

based on deep learning with the use of convolutional neural networks. Automatic identifica-

tion of mode shapes allowed was applied to perform some selected tasks usually associated 

with structural health monitoring, namely the detection of the state of local degradation of the 

composite material and localization of such a change. 

Keywords: multi-layer composite, deep networks, optimisation, damage detection 

1. Introduction 

Multi-layer composite structures have many advantages from the point of view of potential use in 

e.g. civil engineering, among these are lightness, durability and strength. Moreover, their shaping and 

optimisation can exploit possibilities unavailable in other types of materials; by changing parameters 

such as lamination angles in individual layers, it is possible to change and optimise the entire struc-

ture, while leaving its shape and the materials used to build the composite shell (matrix and rein-

forcement) unchanged. 

This abstract presents a genetic algorithm-based optimisation of selected dynamic and buckling 

parameters of a cylindrical composite shell. The natural frequencies of vibrations of the shell and the 

mode shapes were chosen as the source of data for optimisation. In order to eliminate problems relat-

ed to the natural frequencies crossing (see [1]), two approaches for the identification of mode shapes 

were proposed: analytical (see [2]) and based on deep learning with the use of convolutional neural 

networks (see [3]). 

Automatic identification of mode shapes allowed, apart from accelerating and increasing the accu-

racy of the optimization process, was applied to perform some selected tasks usually associated with 

structural health monitoring, namely the detection of the state of local degradation of the composite 

material and localization of such a change. 

The FE model and the applied optimisation procedure were verified by comparing the results with 

test examples available in the literature. 
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2. Results 

Example results of identification errors of the appearance of local material degradation in the con-

sidered shell are shown in Fig. 1. The horizontal axis in Fig. 1 shows the width and height (equal to 

each other) of the area with local material degradation expressed in the number of finite elements, the 

vertical axis shows the number of so called “False Negatives”, i.e. misidentification of an damaged 

state as undamaged. The value of 2 on the horizontal axis means that the area of local degradation 

was  as high as 2x2 finite elements, which is about 0.04% of the total coating area (the whole shell 

consisted of 9600 finite elements). The total number of test cases was 6000, the number of errors even 

for the smallest area of material degradation, at the level of a few dozen cases should be considered 

negligible. Subsequent series in Fig. 1 show identification cases with different number of mode 

shapes taken into account. 

 

 

Fig. 1. False negatives for different sizes of area with material constants degradation.) 

3. Concluding Remarks 

The proposed optimisation method of dynamic and buckling properties of a composite shell and 

the identification of local degradation state on the basis of identified mode shapes are very robust. 

The change of the material or even occurrence of local material degradation do not affect the accuracy 

of the method. 
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Abstract: Parkinson’s disease is a progressive disorder of the central nervous system that af-

fects human movement. The treatment of Parkinson disease using passive control devices 

such as Dynamic Vibration Absorber has received considerable attention in recent times. In 

this work a new optimization algorithm termed as the Cluster Based Algorithm (CBA), devel-

oped by the authors for the design optimization of dynamical systems, is used to evaluate the 

absorber parameters.  It is seen that the designed absorber parameters which when attached to 

the primary system resulted in reduction of steady state amplitude of primary system (Human 

Hand). Moreover, it is also seen that absorber parameter sets converge to a cluster in the pa-

rameter space. Parameter cluster gives the designer more freedom to choose a parameter set 

satisfying the design considerations. 

Keywords:  Tremor reduction, Vibration absorber, Cluster Based Algorithm 

1. Introduction 

Parkinson disease is a neurodegenerative disorder caused by the deficiency of dopamine in the brain and 

influences the brain control of muscles, leading to tremor (shaking), slow muscle movement and motion 
balancing problems. Passive vibration control devices such as vibration absorbers can be used to control 

movements, and can prove to be an effective mechanical treatments for tremor patients. Tremor suppression 

in Parkinson patients is generally a broadband vibration control problem with frequencies varying from 2Hz 
to 10Hz [1]. In this work control of tremor in hand is analysed numerically by modeling a biodynamic 

human hand where joints and muscle movements are satisfying physical laws of nature. Here, the 

mathematical model and corresponding equations are adopted from [2] and emphasis is on the estimation of 
feasible absorber parameters using the proposed cluster based  algorithm. Human body’s trunk was 

considered to be immovable and connections were made at shoulder and elbow joints and were idealized as 

hinged joints. Human hand is mathematically modeled as a two degree of freedom system and Human hand 
with  absorber  attached is  modelled  as a  three degree of freedom system .  An external harmonic torque 

of amplitude, is applied at the lower arm and the uncontrolled steady state amplitude of the system is evalu-

ated by numerically solving corresponding differential equations of motion. The primary aim is to design an 
absorber system to be attached in the lower arm which reduces the steady amplitude of the lower arm. The 

absorber parameters are the position (l3) along the lower arm, distance from this position to the absorber 

centroid (a3), the mass of the absorber (ma), absorber stiffness (ka), absorber damping (ca). A schematic rep-
resentation of the human hand with absorber attached (as an equivalent pendulum model) in the lower arm 

is shown in Fig. (1). 
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Figure 1. Mathematical  model of Human hand  with attached  absorber  system 

2. Results and Discussion  

CBA as discussed in [3] is implemented in the   design of absorber system and parameter cluster is ob-

tained as shown in Fig (2). 

 

Figure 2. Parameter  cluster  for absorber  design  parameters 

3. Concluding Remarks 

CBA is implemented in the design of absorber for tremor suppression in a bio-dynamic hand model for Par-

kinson patients. Position of absorber, mass, damping coefficient, etc. were evaluated which reduced the am-
plitude of motion of the forehand model. Parameter sets satisfying design consideration converged to a clus-

ter giving the designer more freedom to choose a parameter set satisfying the design considerations. 
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Abstract: The main difference between robots and gimbals is the range, in which the objects 

are working. Robots usually operate in a limited space, whereas joint limits in typical indus-

trial gimbals are much wider. The main position error for serial-chain robot comes from linear 

and angular tolerances imposed on joints. On the other hand, in gimbals, the linear errors 

could be largely omitted. Gimbal systems used for tracking or positioning need to have a high 

positioning accuracy and good repeatability. Additional requirements should be met for appli-

cations, in which a gimbal system is mounted on moving platform introducing extra disturb-

ances. It is hard to achieve a well-designed gimbal system in practice that will successfully 

work in military or commercial applications. A number of features should be taken into ac-

count in the simplest case such as geometrical tolerances, system biases, friction, and dynamic 

parameters. Kinematic calibration of a line-of-sight system is a first step to achieve good 

enough performance. In this paper a systematic procedure for kinematic calibration of a two-

degree-of-freedom spatial line-of-sight system is presented. Numerical results are shown to 

improve a nominal kinematic model of a system with non-orthogonal, imperfect joints to the 

extent possible by simultaneously alleviating sensor noise.  

Keywords: kinematic calibration, gimbal, dynamic, line-of-sight, stabilization  

1. Introduction 

Consider a two axis gimbal system shown in Fig. 1. Assuming that a reference frame π0 is a mechani-

cal base body, π1 is a coordinate frame attached to a first body, and π2 is a coordinate frame attached 

rigidly to a second body, we introduce two joint angles: azimuth  and elevation  . Using the 

orientation of the axes shown in Fig. 1, we can write a simple relation that transforms a line-of-sight 

(LOS) expressed in π2 to the quantity read in π0 frame. 

 
(1) 

Unfortunately, in real systems, the equation (1) should be supplemented to capture inherent kinematic 

errors existent in the structure. Non-orthogonality between mechanical base and azimuth axis of 

revolution should be taken into account. There is also a bias between azimuth and elevation axes and 

noticeable bias between line-of-sight and elevation axis. In tracking or positioning gimbal systems, 

there is a need to describe those non-orthogonality conditions and exploit measurement data to im-

prove kinematic model. The relation (1) becomes more complex as it should capture various, poten-

tially random, error sources that influence the accuracy of the parametric model.  
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Fig.  1 Two-axis gimbal system and the results of kinematic calibration 

2. Methodology and Results 

The main idea of parameter identification for kinematic calibration is to create a model of a gimbal 

system, which minimizes the design errors stemming from various issues e.g. non-orthogonality of 

revolute axes. Various techniques might be used to achieve these objectives [1]-[3]. Because of ran-

dom character of the errors, a number of simulation scenarios has been created to evaluate the per-

formance of the model. The prepared sample test cases take into account the accuracy of acquired 

data for calibration, the amount of data available in the batch, and the predicted magnitude of geomet-

ric error tolerances. Variant of least-squares algorithm as employed as a workhorse for computations 

to facilitate comparisons. A series of numerical results confirmed the usefulness of the proposed 

methodologies in the above-mentioned aspects for a broad range of sampled points taken from the 

workspace of a gimbal system. Partial simulation-based results are depicted in Fig. 1, where a normal-

ized kinematic error is provided for two test cases: before and after kinematic calibration. The plot 

demonstrates that the devised corrections yield a reduction of the normalized errors with respect to 

the ideal kinematic model of a gimbal system for a broad range of joint angles sampled from the 

workspace.  
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Abstract: In this work, the stability of a bicycle with elliptic toroidal wheels is analysed in detail. The 

influence of the tyre cross-sectional parameters on the stability range of the rectilinear motion with 

constant speed is studied. The bicycle multibody model is based on a well-acknowledged bicycle bench-

mark, which has been extensively used both for theoretical and experimental works. The nonlinear 

equations of motion, which correspond to a differential-algebraic system of equations, are derived and 

linearized along the forward upright motion, allowing the expression of the resulting Jacobian matrix 

as function of the tyre cross-sectional parameters. With this, a sensitivity analysis of the eigenvalues 

with respect to the geometric parameters of the wheels is performed. The velocity range for which the 

bicycle is stable in the rectilinear motion with constant velocity is obtained for different scenarios, and 

the influence of the elliptic section of the toroidal wheel is illustrated with various stability regions. 

Keywords: stability, multibody, sensitivity analysis, bicycle benchmark, toroidal wheel   

1. Introduction  

The stability of bicycles has been widely studied over the years. Meijaard et al. [1] proposed a detailed 

benchmark bicycle model, whose linear stability along straight and circular motions with constant ve-

locity was thoroughly analysed in Refs. [2]-[4]. In this work, the wheels of the bicycle benchmark are 

modelled as two elliptic tori instead of hoop-shaped wheels. The results show that the tyre cross-sec-

tional parameters have significant influence on the stability of the forward upright motion. 

2. Methodology  

The equations of motion of the bicycle multibody model, with holonomic and nonholonomic con-

straints, constitute a nonlinear index-3 differential-algebraic system of equations [4]. The wheels of the 

bicycle, which are assumed to roll without slipping, are modelled as two tori of major and minor radii 

𝜌𝑖 and 𝑎𝑖, see Fig. 1 (b). The cross-sections of the wheels are elliptic (see Fig. 1), being 𝑎𝑖 and 𝑏𝑖 the 

semi-major and minor axes of the elliptic wheel cross-section, respectively. The elliptic profile 𝑟𝑖, in 

polar form relative to its centre, is given by: 

𝑟𝑖(𝜂𝑖) =
𝑎𝑖𝑏𝑖

√(𝑏𝑖  cos(𝜂𝑖))
2

+ (𝑎𝑖  sin(𝜂𝑖))
2

, 
(1) 

 

where 𝜂𝑖 is the angular coordinate, measured from the major axis. The geometry of the tyre is defined 

by the nondimensional parameters 𝜇 =
𝑎𝑖

𝜌𝑖
 and 𝜎 =

𝑏𝑖

𝑎𝑖
.         
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3. Results and Discussion  

The self-stability range of the uncontrolled bicycle benchmark model is 𝑣𝑤 < 𝑣 < 𝑣𝑐, where 𝑣𝑤, 𝑣𝑐 are 

the weave and capsize speeds, respectively [1]. The model of the present work is validated with the 

results of [1] by particularizing the elliptic toroidal tyres for 𝜎 = 0 (limit case corresponding to the 

hoop-shaped wheels), which leads to the evolution of the eigenvalues with the forward speed shown in 

Fig. 2 (a). The stability regions 𝜎 − 𝑣 of Fig. 2 (b), corresponding to 𝜇 = 0.05, 𝜇 = 0.1 and 𝜎 ∈
[0.6, 1], show that the inclusion of torus-shaped wheels with elliptic section greatly impacts on this self-

stability range, being highly sensitive to the cross-sectional parameters of the tyre. 

                

Fig. 1. Lateral view of the bicycle model (a) and front view of the toroidal wheels with elliptic cross-section (b).  

        

Fig. 2. Evolution of the eigenvalues with 𝑣 (a) and stability regions 𝜎 − 𝑣 for 𝜇 = 0.05, 𝜇 = 0.1 (b)   
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Abstract: Constitutive equations of materials are the key elements in material instability 

problems. Such equation may include fractional derivatives to describe well known material 

behaviours as creep and relaxation. Stability investigation can be performed as usually in the 

theory of dynamical systems. For this reason a dynamical system should be formed from the 

basic equations describing the motion of a solid body. This system of equations consists of the 

equations of motion, (Cauchy’s first and second equations) the kinematic equation and the 

constitutive equation itself. A state of the material can be identified as a steady state solution 

of that dynamical system. Then periodic perturbations are added to that solution and stability 

and bifurcation analysis of it leads to conditions on the material constants of the constitutive 

equation. Stability and bifurcation behaviour should exhibit generic nature to have a physical-

ly acceptable mathematical description. The main question to answer is: how the presence of 

fractional derivatives in constitutive equations effects the possible forms of constitutive equa-

tions.   

Keywords: fractional derivative, material instability, rate-dependence 

1. Introduction  

There are several instability phenomena appearing in material tests like flutter or shear-banding and 

they should be recognised as solutions of the system of equations describing the motion of a material 

body. Stability analysis is quite obvious by using dynamical systems theory and it presents a clear 

classification for the types of unstable behaviours. Unfortunately, such classification is impossible for 

rate-independent materials. Rate effects could be derived from the presence of viscosity. In a physical 

point of view, viscosity is deduced from material memory effects. Such way was followed by 

Rabotnov [1] in studying creep and relaxation phenomena of solid mechanics. By taking experimental 

results into account, his approach leads to hereditary mechanics with fractional order integral opera-

tors. Since then, several studies have dealt with the connection between hereditary approach and rate 

dependence and proved the equivalence [2], [3], when ”fractional order rate” is used. Thus Bagley’s 

viscoelastic material model [4] is a direct consequence of the unity of creep and relaxation phenome-

na and of experimental data.   

2. Stability and Bifurcation Analysis  

The classical description of continuum mechanics consists of three groups of equations, such as Cau-

chy’s first and second equations of motion, the kinematic equation and the constitutive equation. The 

simplest possible case is a uniaxial problem with small deformations. Then such equations are  

 

      (1) 
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and the constitutive equation . When Bagley’s model is used, the constitutive 

equation could be in form 

 

      (2) 
 

 where 

 

  

 

denotes Riemann-Liouville’s derivative [5]. Then equations (1), (2) and (3) should be transformed 

into velocity field  and the stability of the steady state solution  of dynamical system 

 

      (3) 

 

should be studied. By using harmonic perturbations  

 

 
 

of , solutions  of the characteristic equation of (3) should be calculated.  

The locations of  in the complex plane decide on stability. State  of the material is stable, when 

all eigenvalues  have arguments less then .  By changing the load on the specimen, material 

parameters  may be varied and its effect on  may cause loss of stability. It could be either a 

static of a dynamic bifurcation. In such a way, conditions can be found for material parameters. Such 

conditions include the order of the derivative  as an additional material constant.   

When  in constitutive equation (3), a co-existent static and dynamic bifurcation should 

happen, which is highly non-generic. Such model is inappropriate for material instability analysis. 

Otherwise, regions of stable and unstable behaviours, static and dynamic bifurcation conditions can 

be identified in the space of material parameters. 

3. Concluding Remarks 

Fractional derivatives appear in the constitutive equations as a direct consequence of creep and re-

laxation phenomena. Material instability can be investigated by defining a fractional order dynamical 

system from the system of basic equations of solids.  
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CSABA BUDAI 

Department of Mechatronics, Optics and Mechanical Engineering Informatics, Budapest University of Technol-
ogy and Economics, Budapest, Hungary [0000-0003-3749-8394] 

Abstract: This paper focuses on the stabilization effect of dry friction in sample-data systems 

that use discrete-time state-feedback in position control applications. The results are presented 

through the example of a single-degree-of-freedom effective system model. This paper shows 

that in these systems, the destabilizing effect of sampling can still be compensated to some 

extent by the presence of dry friction resulted in an unstable limit cycle. The domain of attrac-

tion of the zero reference position as the fixed point is also presented in this paper.  

Keywords: sampled-data nature, dry friction, concave envelope, negative viscous damping 

1. Introduction 

One of the fundamental tasks of mechatronics is position control. In these systems, the main aim of 

the applied controller is to drive the system into the desired position, which is typically achieved by 

state feedback. In the analysis of these systems, the effect of friction is often neglected due to the 

application of a suitable friction compensation algorithm [1] or because it results in a conservative 

stability condition. It is also a common practice to neglect the effect of sampling and quantization. 

Although these simplifications can be reasonable from the engineering point of view, explaining some 

intricate vibration phenomena requires the handling of more accurate system models. For example, 

the effect quantization may lead to chaotic motions even at high sampling rates [2], the effect of 

sampling can result in multi-frequency vibration even in the case of a single-degree-of-freedom sys-

tem model [3], or the sampled-data systems can have special concave envelope vibrations when only 

dry friction stabilizes the motion [4]. 

2. Effective system model with dry friction 

To illustrate the stabilization effect of dry friction, a single-degree-of-freedom mechanical system is 

considered where discrete-time state feedback with zero-order-hold signal recognition is used to drive 

the system into the zero reference position. The resulting governing equation of motion is 

   with  , (1) 

where  is the generalized coordinate as a function of time ,  is the generalized mass that takes 

its meaning based on the definition of , and  denotes the magnitude of dry friction force. The 

control gain is , and  with  is the th sampling instant, where  is the sampling time. In 

order to analyse the dynamic behaviour of the system, Eq. (1) can be solved for the discrete state 
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variables , where  and  represents the sampled position and 

velocity at the beginning of the th time interval, in the form of a non-homogeneous map 

, which is valid between velocity reversals. 

Effective continuous-time system model with friction 

First, the case is investigated when the effect of dry friction is neglected. The corresponding results 

serve as a reference to examine the effect of friction. The dynamic behaviour of the frictionless sys-

tem is represented by the roots  of the characteristic equation of matrix . When the parameter 

 is in the range , then the characteristic roots are complex with non-zero 

imaginary part, i.e., . It results that the magnitude  of  is in the range 

, which means that the frictionless system has unstable oscillations around the reference 

position. By neglecting the higher harmonics due to sampling, the motion can be characterized by a 

damped oscillator with negative viscous damping term to model the unstable behaviour. The resulted 

in the effective continuous-time model is 

 , (2) 

where , the undamped natural angular frequency , and the damping ratio . For further 

details, the reader is referred to [3] and [4]. 

Stability in the presence of friction 

First, the solution of the effective continuous-time model in Eq. (2) is needed. Assuming that the 

initial conditions are  and the motion takes place with negative velocity. With these, 

the solution  can be determined until the first velocity reversal, which happens at . If 

there is a periodic solution, the condition  has to be satisfied resulted in the critical 

initial position as 

   with  . (3) 

In the case of non-zero initial velocity with arbitrary initial position, the solution of Eq. (2) is . 

Based on  the elapsed time for the first vibration peak can be determined as 

 atan . (4) 

If the time is substituted back to  the first maximum position is . Finally, if the 

condition  holds, there is also a periodic solution. 

3. Concluding Remarks 

In this paper, the main characteristics of sampled-data systems were investigated by considering dry 

friction as the primary source of physical dissipation. For the analysis of the sampled-data system 

with dry friction, an effective continuous-time model was derived. It was also shown when the effect 
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of dry friction is also taken into account, the system can become sensitive to the initial conditions, and 

a limit cycle develops around the desired position. 
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Abstract: The paper presents an analysis of the stability of a mobile crane during the process 

of transporting a load affected by wind force. The load was treated as a rigid body suspended 

on a deformable rope. The obtained results of numerical simulations were compared with the 

case where the load is modelled as a material point and the case where the rope system was 

rigid. The surface area of a rigid body loaded by the wind was assumed to be variable. The 

analysis was carried out for several cases differing in the operation time of the control func-

tions, as well as a wind direction and its speed. The initial problem of motion was calculated 

using the Runge-Kutta fourth-order method.  

Keywords: crane stability, dynamics, load sway 

1. Introduction 

The process of load transporting using mobile cranes should take place with appropriate safety condi-

tions for people and other devices. Due to the high centre of mass, small spacing of support system, or 

the effect of wind pressure, mobile cranes are exposed to the risk of stability loss [1]. The stability 

parameter is closely related to the definitions such as overturning contour (or edge), stabilizing torque 

(Mu) and overturning torque (Mw) [2]. The crane remains in permanent equilibrium (is stable), when 

at each stage of the duty cycle, the value of stabilizing torque is greater than the value of the overturn-

ing torque [1]: 

 
U WM M . (1) 

In this work, the stability analysis of the Liebherr LTM 1030-2.1 mobile crane was carried out, 

taking into account the wind pressure and deformability of the rope system. The proposed model 

allows to determine the influence of external forces on the crane’s stability. In order to determine the 

stability of the crane during its working cycle, it was necessary to determine the centre of mass of the 

entire system and the overturning contour of the machine.  

The position of the centre of mass of the system in the global coordinate system can be written 

in the form: 

 
1

1 n

i

i

m
M 

 C i
s s , (2) 

where: the total mass of the system M is a sum of individual masses mi of the crane’s components and 

si is their centre of mass. 

The motion of the load modelled as a rigid body can be presented as a combination of the trans-

lational motion of the load mass centre and a spherical motion around its centre of mass [3]. Taking 

into consideration the deformability of the rope system, the spherical motion of the load and the inter-
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action of external forces in the model, a system of seven second-order differential equations can be 

obtained, which is presented in the form [4,5]:  

 ΛΩ E , (3) 

where coefficients of matrix Λ and vector E depend only on generalized coordinates and derivatives 

of a vector of unknowns accelerations Ω . 

Possess information about the position of the mass centre of load and all crane components, it is 

possible to determine the stability of the mobile crane.  

2. Results and Discussion  

During the simulation test, it was assumed that the crane’s outrigger system is fully unfolded. In this 

case, the overturning contour is 6.305 x 6.000 meters. Various cases of numerical calculations were 

analysed differing in control functions time or wind velocity. The exemplary results of the numerical 

simulations as the trajectory of the centre of mass and the marked stages of loss of crane stability are 

shown in Figure 1. 

 

 

Fig. 1. Centre of the mass trajectory of the analysed system 

The presented results showed the need to take into account in the theoretical model all the im-

portant parameters (interaction of external forces, spherical motion of the body) for the analysed 

system of crane operation. 
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Abstract: Stall flutter in large steam turbine blades is one of the major challenge in the opera-

tion safety of turbomachinery. Stall flutter triggers due to complete or partial separation of 

flow from the blade surfaces when the angles of attack are relatively high, especially in low 

pressure stages. For the design and development of modern turbomachines prediction of sub-

sonic stall flutter is essential. Numerical simulations are preferred over physical model for 

stall flutter analysis to save both time and cost. This paper deals with the numerical modelling 

of the five blade cascade with different flow variables to analyse subsonic stall flutter. Fur-

thermore, in this numerical study various factors dominating the stall flutter phenomenon will 

be carried out in detail. The numerically estimated stability parameters will be validated 

against the experimental data obtained from five blade cascade experimental model.  

Keywords: Subsonic stall flutter, low pressure, steam turbines, cascade, turbomachines. 
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Abstract: The possibility of applying parametric excitation in a flexible rotating shaft utiliz-

ing controllable-adjustable gas foil bearings is investigated in this paper. The gas foil bearings 

are investigated on introducing periodic variation of impedance gas forces through a theoreti-

cal and simplistic concept of time periodic variation of nominal clearance between top foil 

and rotor surface. The embedded excitation mechanism is not discussed in this paper. The po-

tential to introduce parametric anti-resonance and modal interaction and extent the threshold 

speed of instability (Hopf bifurcation) at higher speeds is of major interest in this work. Col-

location method is implemented for the evaluation of limit cycles of the parametrically excit-

ed system (periodically forced), and the stability of motion is assessed for the various fre-

quencies of excitation through Floquet multipliers. Continuation method is applied for the 

computation of limit cycles of motion and the respective stability as the parameter of excita-

tion frequency changes (bifurcation parameter). It is found that the parametrically excited sys-

tem may operate in stable trajectories in higher rotating speeds than the reference system 

without excitation. Various rotor-bearing designs are investigated with respect to key design 

parameters (rotor slenderness, bearing geometry, bump foil stiffness and damping). 

Keywords: parametric excitation, gas foil bearings, continuation and stability of limit cycles 

1. Introduction 

Parametric excitation has been investigated on its potential to introduce anti-resonance and modal 

interaction, extending the stability margins of mechanical structures [1-2]. Recently, oil bearings with 

adjustable geometry were utilized to apply parametric excitation in rotors through time-periodic 

variation of the journal bearing’s radial clearance [3-4].  

The motivation of this work lies on the rising need for oil-free rotor-bearing systems, with gas foil 

bearings to have vital role [5-6]. The potential to utilize the principle of parametric excitation in such 

system is checked in this paper in preliminary stage through simplistic assumptions for rotor geome-

try (flexible rotor carrying three masses) and simplistic gas-foil-bearing model with linear bump foil 

stiffness and damping [7], applied through a theoretical change in nominal clearance. The change in 

nominal clearance can be achieved using piezo-actuators [8] and the implementation is left for future 

investigations. The work aims primarily to detect the sensitivity of resulting gas forces when nominal 

bearing clearance varies by 0-50%. The corresponding limit cycle motions of a balanced rotor (still 

non-autonomous due to parametric excitation) are investigated for stability after computed through 

collocation scheme. A code for pseudo-arc-length continuation of limit cycles is programmed to 

evaluate the solution branches and the respective stability of the system as the parameter of excitation 

frequency changes. 
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2. Results and Discussion 

A two-segment rotating shaft mounted on two gas foil bearings and carrying three lumped masses is 

modelled with FEM. The equations of motion are written for the 12 DOFs with gyroscopic coupling 

to be considered. Gas foil bearings follow the modelling in [7] and further physical coordinates are 

introduced defining the deformation of the top foil at each bearing. The state space representation of 

the motion equations renders the state vector x including physical coordinates and gas pressure distri-

bution at each bearing. The non-autonomous (periodically forced) dynamic system is defined in Eq. 

(1) where 
ex is the excitation frequency of each top foil (equal for both bearings), acting as primary 

bifurcation parameter. The dynamic system is converted to autonomous by adding to the equations of 

motion a nonlinear oscillator with the desired periodic forcing as one of its solution components. 

 
Fig. 1. Flexible rotor supported by two gas foil bearings. 

 , ,ex t x f x        (1) 

Results include limit cycles of motion in regards to 
ex for various key design characteristics of the 

system. Stability and bifurcations of equilibriums (fixed points) and of limit cycles are investigated at 

the cases of parametric resonances for certain
ex . 
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Abstract: We consider methods to compute Lyapunov functions for nonlinear systems. We 

prove that the combination of a fast, but non-rigorous method, with a slow, but rigorous, 

method results in a fast and rigorous method. Further, we show that our combined always 

succeeds in generating a Lyapunov functions for a system with an exponentially stable equi-

librium. 

Keywords: Lyapunov function, numerical method, nonlinear system 

1. Introduction 

Lyapunov functions are an essential tool in the study of the qualitative behaviour of dynamical sys-

tems.  They give information on attractors, repellers and basins of attraction without the knowledge of 

the solution to a system, whose dynamics are given by an ODE or an iteration; in particular they can 

be used to assert the stability of an equilibrium and give a rigid lower bound on its basin of attraction. 

The analytic computation of a Lyapunov function for a nonlinear system is a very hard problem and 

in general not feasible.  Therefore, numerous numerical methods have been suggested.  In the CPA 

method continuous and piece-wise affine Lyapunov functions are parameterised using feasible solu-

tions to a linear programming problem [1] and one can show that this method always succeeds in 

generating a Lyapunov function for a system with an exponentially stable equilibrium [2].   Another 

approach is to generate values of the target Lyapunov function and then verify the constraints of the 

linear programming problem [3,4].  In the paper associated to this abstract we prove that this ap-

proach will always succeed in generate a Lyapunov function for a system with an exponentially stable 

equilibrium, i.e. we show the convergence of this technique. 

2. Results and Discussion 

We show that one can generate adequate values for a Lyapunov function using integral formulas in 

the case of time-continuous systems (ODEs) and summation formulas in the case of time-discrete 

systems.  These values will fulfil the constraints of the linear programming problem and can therefore 

be interpolated over the whole domain to deliver a true Lyapunov function for the system. As an 

example, see Figure 1, where this methodology was used to generate a Lyapunov function for the van 

der Pol system.  Note that it is orders of magnitude more efficient to generate the values using an 

integral- or summation formula and verify the constraints, than to solve the linear programming prob-

lem. 
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Fig. 1. Lyapunov function for the van der Pol system  

 

3. Concluding Remarks 

We lay the theoretical foundation for combining two methods for the generation of Lyapunov func-

tions for nonlinear systems, either given by an ODE (continuous-time) or an iteration (discrete-time).  

The combined method inherits the numerical efficiency of the fast, but non-rigorous method, that 

evaluates numerically quadratures of numerically integrated solutions (continuous-time) or sums 

(discrete-time) and the rigorousness of the slower method solving linear programming problems.  
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Abstract: The fundamentals of a novel mathematical approach to studying deterministic cha-

os and strange attractors in dynamics of nonlinear processes in atomic and molecular systems 

in an electromagnetic field. The new quantum-dynamic models (based on the finite-difference 

solution of the Schrödinger equation, optimized operator perturbation theory and realistic 

model potential for quantum systems) and advanced nonlinear analysis and a chaos theory 

methods ( power spectrum analysis, spectral algorithms, the correlation integral algorithm, the 

fractal method, the Lyapunov’s exponents  and Kolmogorov entropy analysis etc) are realized 

in order to provide a correct treatment a  chaotic dynamics of atomic systems (the features of 

spectra and field provided chaotic ones). Availability of multiple resonances (autoionization 

or field provided stark Zeeman type ones) with super little widths in spectrum of an atomic 

system in external field is treated and provided by interference phenomena and fluctuations. 

Dynamics of resonances in atomic spectra is studied and the topological and dynamical invar-

iants are calculated.  

Keywords: dynamics of atomic systems, spectral features, chaos and attractors 

1. Introduction. Quantum-Dynamic and Chaos-Geometric Approaches to Atomic  

System Dynamics 

An analysis of the chaotic phenomena in quantum systems was carried out not only based on the 

methods of classical mechanics (in fact, within the framework of the Newtonian dynamics), but also 

on the basis of semiclassical or semi-quantum methods, in particular, the method of quantum 

trajectories (quantization of classical mechanics), and path integrals by Feynman-Higgs, the 

Gutswiller's theory of “periodic orbits”, the Delos closed orbit method, complex coordinate method, a 

random matrix theory, diagonalization methods and some others (e.g. [1,2]).  New field of 

investigations of chaotic effects in theory of quantum systems has been provided by a great progress 

in a development of a chaos and dynamical systems theory methods.  In this work we present a novel 

mathematical approach to studying deterministic chaos and strange attractors in dynamics of nonline-

ar processes in atomic and molecular systems in an electromagnetic field. The total scheme for 

studying chaos-dynamical phenomena in quantum systems (in particular, atomic systems in magnetic, 

crossed electric and magnetic fields, Rydberg atoms in a electromagnetic field, molecular systems in a 

infrared electromagnetic field etc) and computing the topological and dynamical invariants in 

application to quantum systems include the following [1-4]: 

A) Quantum-dynamical computing of quantum systems: Schrödinger (Dirac) equation for quantum 

system in an external field (numerical solving, the finite differences , model potential , operator per-
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turbation theory etc methods); Preliminary analysis and processing dynamical variable series of  

physical system; 

B) Preliminary study and assessment of the presence of chaos: the Gottwald-Melbourne test;  Fourier 

decompositions, irregular nature of change – chaos; Spectral analysis, Energy spectra statistics, the 

Wigner distribution, the spectrum of power, "Spectral rigidity"; 

C) The multi-fractal geometry: computation time delay τ using autocorrelation function or mutual 

information; Determining embedding dimension by the method of correlation dimension or algorithm 

of false nearest neighbouring points; Calculation of  multi-fractal spectra; wavelet analysis; 

D) Computing global Lyapynov’s exponents, Kaplan-York dimension, Kolmogorov entropy, average 

predictability measure; Methods of nonlinear prediction (classical and quantum neural network 

algorithms, the algorithm optimized trajectories, stochastic propagators, memory functions etc...; 

  The key idea in the study of the spectra of chaotic systems and, in particular, quantum systems, is 

provided by the fact that a definition of quantum chaos is interpreted primarily as a property of a 

group of states of the spectra of the system. It is the interpretation of one of the mechanisms of 

quantum chaos through the induction of resonances in the spectrum of the system, their strong 

interaction with subsequent overlapping, the emergence of stochastic layers and further transition to a 

global stochasticity in the system.  

2. Results and Concluding Remarks 

Firstly, the results of the modelling a chaotic dynamics for the Rydberg alkali (Li, Rb, Cs, Fr in 

states with the principal quantum number n~31-100, m= 0,1) atoms in a static magnetic (B = 4.5T) 

and oscillating electric field with frequency =102Мгц (=-0.03,=0.32, -1/3 in the range 35-50; f = 

0.000-0.070) are presented.  Secondly, there are presented data on the resonances of Rydberg Li in the 

DC electric field F = 2.1-2.5kV/cm, Rb in the DC F = 2.189- 6,416 kV/cm, n = 18-23 and chaotic 

ionization dynamics of Rydberg Li, Rb, Yb (Li: n = 41-70; Rb: n = 51-70; Yb: n = 60-80) in a micro-

wave field (F = (1.2-3.2) 10-9 a.u.; f= 8.87GHz, 36GHz) with in a good agreement with available 

experimental data. Thirdly, for the first time to solve a class of problems related to the search for the 

phenomenon of quantum chaos in the spectra the new combined quantum and chaos-geometric ap-

proach (including analysis of level statistics and a group of new or improved methods of chaos theo-

ry) applied to an analysis of the spectra of heavy atomic systems (Yb, Tm, U). It is shown that   the 

distribution of the parameter "nearest - level spacings "is close to the Vigner distribution. It has given 

a consistent theoretical interpretation to a phenomenon of a quantum chaos and described a strong 

nonlinear interaction of resonances with appearance of spectral stochastic layers with fusion. 

References 

[1] GLUSHKOV A: Relativistic quantum theory. Quantum Mechanics of Atomic Systems. Astroprint: Odessa, 

2008. 

[2] GLUSHKOV A, BUYADZHI V, KVASIKOVA A, IGNATENKO A, KUZNETSOVA A, PREPELITSA G AND 

TERNOVSKY V Nonlinear chaotic dynamics of Quantum systems: Molecules in an electromagnetic field 

and laser systems. In: TADJER A, PAVLOV R, MARUANI J, BRÄNDAS E, DELGADO-BARRIO G (EDS) 
Quantum Systems in Physics, Chemistry, and Biology. Series: Progress in Theor. Chem. and Phys. 

Springer: Cham, 2017, 30:169-180. 

[3] GLUSHKOV A AND  KHETSELIUS O: Nonlinear Dynamics of Complex Neurophysiologic Systems within a 

Quantum-Chaos Geometric Approach. In: GLUSHKOV A, KHETSELIUS O, MARUANI J, BRÄNDAS E (EDS) 

Advances in Methods and Applications of Quantum Systems in Chemistry, Physics, and Biology. Series: 
Progress in Theoretical Chemistry and Physics. Springer: Cham, 2021, 33:291-303. 

[4] GLUSHKOV A, IGNATENKO A, KUZNETSOVA A, BUYADZHI A, MAKAROVA A AND TERNOVSKY E: 

Nonlinear dynamics of atomic and molecular systems in an electromagnetic field: Deterministic chaos and 

strange attractors. In:  AWREJCEWICZ J (Ed.) Perspectives in Dynamical Systems II: Mathematical and 

Numerical Approaches. Series:  Springer Proceedings in Mathematics & Statistics. 2021, 363:Ch.11. 

688



 

 

 

Influence of a cracked rod in the dynamic of a planar slider-crank 

mechanism 

TOMÉ S.D.N. GUENKA1, MARCELA R. MACHADO2* 

1. Department of Mechanical Engineering, University of Brasilia, 70910-900 Brasilia, Brazil [0000] 

2. Department of Mechanical Engineering, University of Brasilia, 70910-900 Brasilia, Brazil [0000-0002-7488-7201] 
* Presenting Author 

Abstract: A simplified model of a slider-crank mechanism with a cracked rod is obtained 

through Lagrange's theory and used to demonstrate non-linearities on the dynamic response of 

all components caused by the presence of an open and non propagate crack. The open crack is 

modelled as a massless rigidity spring. To further evaluate the influence of crack presence, the 

influence of crack depth and position, torque and pressures force, the dynamic response of the 

damaged mechanism is validated and compared to the health system. Results show, for all 

cases, a significant difference in the kinematic and dynamic response of both healthy and 

damaged systems. 

Keywords: Multibody Dynamics, Damage assessment, Dynamic response. 

1. Introduction  

Many researchers have investigated the dynamic response of multibody system and their dynamic 

characteristics through an analytical model,  numerical, and experimentally.  The slider-crank mecha-

nism is present in many machineries in use in industry. Common defaults diagnosis in these mecha-

nism are clearance[1], bearing ovallisation[2], and crack[3,4]. In general, those defaults can cause 

excessive wear, noise, impact dynamic load, and serious effect on the dynamic performances and 

stability.  

This paper analyse of undamaged and damaged slider-crank mechanism and the impact of a crack 

in the dynamics response. It is also verified the effect of external forces in the mechanism dynamic. 

The results show that the crack influences the mechanical system dynamic performance and vibration 

characteristic by comparing the results between the slider-crank mechanism with crack and without 

crack, and external forces enhance it. 

2. Numerical model and Discussion  

The planar slider-crank mechanism ideal model has only one degree of freedom (dof) due to the 

constraints presented in the ideal joints. Therefore, the crack is modelled with a torsional spring locat-

ed in a joint between two rods for the damaged mechanism.  In this case,  two or more degrees of 

freedom will be inserted between the components. Figure 1(a-b) shows the undamaged slider-crank 

mechanism one-dof composed of two rigid components l1 and l2, with q1 being the angular displace-

ment of the crank. Figure 2 (a-b) shows the damaged slider-crank mechanism two-dof composed of 

three rigid components l1, l2 and l3, with q1 and q2  as the angular displacements of the crank and the 

slider, respectively. 
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(a) (b) 

Fig. 1. Undamaged slider-crank mechanism(a) and its diagram representation (b). 

  
(a) (b) 

Fig. 2. Damaged slider-crank mechanism(a) and its diagram representation (b). 

The governing equation for the one-dof slide-crank based on Lagrange approach and considering 

the pressure is expressed as   

                                                (1) 

where , and  
 

                                                      (2) 

And the equation of motion for the cracked slider-crank  with two-dof is given as  

                                    

                         (3) 

3. Final Remarks  

This paper analyses the dynamic response of an undamaged and damaged planar slide-crank mecha-

nism and the impact on the system. Aside from the enhance of the crack effect under externa forces   
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Abstract: In the present work, stability analysis of a two-wheeled vehicle is performed, with 

slip control applied to the wheels. The model contains two wheels equipped with dynamic brush 

tyre models and two digital PID torque controllers that affect the wheels through the brake 

system. Feedback delay of the control loops are considered; thus the mathematical model of the 

system contains delay differential equations. The stability charts are constructed, and bifurca-

tions are analysed. Finally, simulation results of the nonlinear model is presented. 

Keywords: time-delay, stability analysis, vehicle dynamics 

1. Introduction 

Nowadays, vehicle safety is one of the leading topics in industrial and scientific research. There are 

essential computer controller subsystems in our ground vehicles such as ABS or ESP, and the number 

of safety relevant vehicle dynamics control systems are growing year over year. Therefore, detailed 

modelling of the vehicle system is more and more important. In the presented work, stability analysis 

of a two wheeled vehicle is performed. 

2. Models and Methods 

Firstly, the mechanical model of the vehicle is introduced. The model consists of two wheels that 

are connected with a rigid rod. The wheels can be separated into two parts, a rolling rigid disk, and a 

tyre model that can describe the connection between the wheel and the road surface. Dynamical brush 

type tyre model is used in the study, which is a continuum model containing small elastic bristle ele-

ments [1]. The equations of motion of the vehicle system can be read as 
 

 𝑚𝑉̇(𝑡) = 𝐹𝑋𝐹(𝑢𝐹(𝑥, 𝑡)) + 𝐹𝑋𝑅(𝑢𝑅(𝑥, 𝑡)), (1) 
 

 𝐽{𝐹,𝑅}Ω̇{𝐹,𝑅}(𝑡) = 𝑇𝐷{𝐹,𝑅} − 𝑇𝐵{𝐹,𝑅}(𝑡) − 𝑅𝐹𝑋{𝐹,𝑅}(𝑢{𝐹,𝑅}(𝑥, 𝑡)), (2) 
 

 𝑢̇{𝐹,𝑅}(𝑥, 𝑡) = 𝑅Ω{F,R}(t) − 𝑉(𝑡) + 𝑢′(𝑥, 𝑡)𝑅Ω{F,R}(𝑡).  (3) 
 

Here, 𝑉 and Ω{F,R} denote the longitudinal velocity of the vehicle and the angular velocity of the front 

and the rear wheels, respectively. 𝐽{𝐹,𝑅}, 𝑚 and 𝑅{𝐹,𝑅} are for the inertia of the wheels, the gross 

weight of the vehicle, and the dynamic radius of the wheels, respectively. The deformation function 

of the bristle elements of the tyre is 𝑢(𝑥, 𝑡), where 𝑥 is the spatial coordinate of the contact segment 

between the tyre and the road surface. The force 𝐹𝑋{𝐹,𝑅}, that is generated by the contact, depends on 

the deformation function 𝑢{𝐹,𝑅}. Equations (1) and (2) are ordinary differential equations, while (3) is 

a partial differential equation. 
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The driveline acts the wheel with driving torque 𝑇𝐷, while the brake system exerts with braking 

torque 𝑇𝐵. The brake system is in the focus of the present study. In the investigated scenario, the brake 

controllers actuate the brake system in order to influence the state of the wheels. There are two separate 

controllers in the model, one for the front, and one for the rear axle’s wheel. Thus, the model contains 

two feedback loops, which are able to influence each other in a mechanical way through the rigid con-

nection between the two wheels. 

Last but not least, there are two important effects that should be considered in our model, first is the 

time-delay in the feedback loop, and the other is the effect of sampling. The formula of the delayed 

control signal can be written as 
 

 𝑇𝐵{𝐹,𝑅}(𝑡, 𝜏{𝐹,𝑅}) = 𝑘𝑃𝑒(𝑡 − 𝜏{𝐹,𝑅}) + 𝑘𝐼 ∫ 𝑒(𝑇)𝑑𝑇
𝑡−𝜏{𝐹,𝑅}
0

+ 𝑘𝐷𝑒̇(𝑡 − 𝜏{𝐹,𝑅}), (4) 
 

where 𝑘𝑃 , 𝑘𝐼 , 𝑘𝐷 are the controller gains, time-delay is denoted by 𝜏, and 𝑒 is the error signal. Time-

delay and sampling are connected. Considering only constant time-delay, delay differential equations 

arise [2]. If sampling is taken into account, the delay transforms to a time-varying delay, and the math-

ematical model of the system contains periodic DDEs [3]. It is important to note, that different time-

delays can be assumed for the two separate controllers. 

Finally, the full delayed feedback loop with the mechanical model of the vehicle is treated in the 

research. After linearization, semi-discretization is applied, which we used to construct the mathemat-

ical model. With this approach, the continuous time mechanical model, and the discrete time controller 

can be handled, and stability analysis can be performed by calculating the characteristic multipliers of 

the resulting discrete difference equation which governs the full system. 

Stability maps, and effect of changing of different system parameters on the stability maps are pre-

sented. As the system is of neutral type, if constant time delay is considered, boundaries can be found 

on the stability map, where multiple Hopf-bifurcations can occur. It is pointed out in the study, that in 

the sampled system, the number of these bifurcations is in connection with the delay. Finally, the results 

are compared with simulations of the nonlinear model. 

Performance characteristics are investigated as well. Using simulations and a genetic algorithm, dif-

ferent optimizations are performed for various parameters. 
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Abstract: An effective computational approach to studying nonlinear chaotic dynamics of the 

diatomic and multiatomic molecules) including complex spectra, deterministic chaos, strange 

attractors) in an external infrared electromagnetic field is presented. The approach includes 

combined quantum-mechanical model (based on the solution of the molecular Schrödinger 

equation, and realistic model potential method and advanced dynamical systems and non-

linear analysis methods such as a spectral and multifractal algorithm, analysis on the basis of 

the Lyapunov’s exponents and the Kolmogorov entropy etc. The polarization time series for a 

molecule in an infrared field are analyzed and computed. The results of computing the dy-

namical and topological invariants for dynamics of a number of the diatomic molecules (GeO, 

ZrO, PbO and others) in the infrared electromagnetic field with intensity of 25 GW/cm2 are 

presented. The principally new result is in development of an effective non-linear prediction 

model for the polarization time series. It is shown that even though the simple procedure is 

used to construct the non-linear model, the predicted results for the polarization time series of 

the studied molecules are quite satisfactory. 

Keywords: dynamics of atomic systems, spectral features, chaos and attractors 

1. Introduction. Nonlinear Dynamics of Molecular Systems in Electromagnetic Field 

At present time it is of a great interest a study of phenomenon of quantum chaos in complex mo-

lecular systems. This interest is provided by a whole number of important scientific and technical 

applications, including a necessity of understanding chaotic features in a work of different electronic 

devices and systems. New field of investigations of the nonlinear chaotic dynamics of molecular 

systems in an electromagnetic field has been provided by a great progress in a development of effec-

tive quantum mechanical methods as well as the further progressing a chaos theory and dynamic 

systems methods and algorithms. For example, a transition from regular motion to dynamical chaos 

for a diatomic molecule in a linearly (or circularly)  polarized resonant electromagnetic field is con-

nected with the overlapping of vibrational-rotational nonlinear resonances [1,2]. Studying the chaotic 

dynamics of molecular systems has shown that a chaos phenomenon may significantly affect the 

intramolecular vibrational energy redistribution, assigning the vibrational spectra, coherent control of 

the intramolecular processes and a dynamics of molecules interacting with a resonant electromagnetic 

field etc [2-4].  In this paper we present an effective computational approach to studying nonlinear 

chaotic dynamics of the diatomic and multiatomic molecules) including complex spectra, determinis-

tic chaos, strange attractors) in an external infrared electromagnetic field is presented. The approach 
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includes combined quantum-mechanical model (based on the solution of the molecular Schrödinger 

equation, and realistic model potential method) and advanced dynamical systems and non-linear 

analysis methods such as a non-linear analysis methods including correlation (dimension D) integral, 

fractal analysis, average mutual information, false nearest neighbours, Lyapunov’s exponents and 

Kolmogorov energy analysis,  power spectrum and surrogate data algorithms, stochastic propagators 

method, memory and Green’s functions approaches etc methods etc. 

2. Model, Results and Concluding Remarks 

A chaotic dynamics analysis for diatomic molecules in an intense electromagnetic field) is based 

on the numerical solution of the time-dependent Schrödinger equation and realistic model potential 

approximation U (x) and, secondly, using the universal chaos -geometric approach to  analysis of 

nonlinear chaotic dynamics (chaos-geometric unit). The problem is reduced to solving the 

Schrödinger equation [2,3]: 

                                                −+= )]cos()()()([/ 0 ttExdxUHti LM                               (1) 

where EM - the maximum field strength, (t)=E0cos(t) corresponds the pulse envelope. Molecule in 

the field gets induced polarization and its high-frequency component can be defined as [6]: 

                                                   ,                             (2) 

where T ― period of the external field, d –dipole moment.  

The test numerical computing the dynamics of the diatomic molecule GeO  in the linearly 

polarized field (molecule and field parameters are as : =985.8 cm-1, y=4.2cm-1, B = 0.48 cm-1, 

d0 = 3.28 D, M=13.1 a.e.м.;  the intensity 2.5-25 GW/cm2, respectively: W = 3.39-10.72 cm-1) has 

been carried out and copared with earlier obtaimed results.   According to classical-dynamical treating  

these parameters correspond to chaotic regime. The analysis shows that more than 200 vibrational-

rotational molecular levels are involved into a chaotic dynamics. There are presented the calculated  

quantitative parameters for the GeO molecule chaotic dynamics in a linearly polarized field of the 

intensity 25 GW / cm2, namely, dynamical and topological invariants: correlation dimension (2.73), 

the embedding dimension  (3), Kaplan-Yorke dimension (2.51), LE (first two LE  are positive: + 

0.146 + 0.0179), Kolmogorov entropy (0.16) and others.   The analogous data are listed for other 

studied molecules (PbO, ZrO etc).   
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Abstract:  In previous studies of linear rotary systems with active magnet bearings, paramet-
ric excitation was introduced as an open-loop control strategy. The parametric excitation was 
realised by a periodic, in-phase variation of the bearing stiffness. At the difference of two of 
the system's eigenfrequencies a stabilising effect, called anti-resonance [1], was found numer-
ically, and validated in experiments. In this work preliminary results of a further exploration 
of the parametric excitation are shared. A Jeffcott-rotor with two active magnet bearings and a 
disk is used for investigation. Through Floquet theory, a deeper insight into the system's dy-
namic behaviour is gained. Aiming at a further increase of stability, a phase difference be-
tween excitation terms is introduced. 

Keywords: Flexible Rotor, Active Magnetic Bearings, Parametric Excitation, Anti-Resonance, Flo-
quet Theory 

1. Introduction 
A Jeffcott-rotor with two active magnet bearings (AMBs) and a disk, as shown in Fig. 1, is investigat-
ed. The AMBs are controlled by a PID-controller. Parametric excitation is introduced via periodic 
variation of the P-component of the controller, resulting in a time variable bearing stiffness. [2] 
 

 

Fig. 1. Jeffcott rotor with active magnet bearings (AMBs), disc (D) and motor [2] 

As illustrated in [2], the system shows signs of anti-resonance for an excitation frequency Ω of 170 
rad/s as well as resonance for 315 rad/s and above 450 rad/s. Anti-resonance leads to a better use of 
the system’s inherent damping due to energy transfer from a mode with lower to one with higher 
damping. 
 
With Floquet theory the Lyapunov characteristic exponents λ (LCEs) can be found. The largest LCE 
Λ reflects the stability of the equilibrium. Instability is indicated by Λ > 0, stability by Λ < 0. [3]  
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2. Results and Discussion 
If examined using the largest LCE Λ, only the system’s resonance frequencies are revealed. For other 
excitation frequencies, including at the difference frequency where the anti-resonance is expected [4], 
Λ remains just below zero. If, however, all LCEs λ are considered (see Fig. 2), an anti-resonance at 
the difference frequency of the first and third eigenfrequency Δ31 can be found within the smaller 
LCEs. For the system under investigation the vibration decay seems to be dominated by LCEs which 
can be matched with modes belonging to the smallest eigenfrequencies of the unperturbed system. 
 

Fig. 2. LCEs λ over frequency of parametric excitation Ω, revealing anti-resonance at approx. 170 rad/s 
With focus on the LCEs of the first modes, the effect of a phase difference in the excitation between 
the AMBs is examined, as this might increase dissipation [5]. As shown in Fig. 3, two anti-resonances 
are revealed at difference frequency between the third and second as well as the second and first 
eigenfrequency. However, the phase shift does not yield a significant increase in dissipation for this 
system, as the minimum at the LCEs crossing is about the same. 
 

Fig. 3. LCEs λ over frequency of parametric excitation Ω for phase difference of π between bearings 

3. Concluding Remarks 
Through inspection of the LCEs belonging to the first modes, the anti-resonance found in previous 
studies could be confirmed. Varying the excitation phase difference revealed two additional anti-
resonances, albeit not significantly increasing damping. The discussed approach can however be used 
for further investigation to find an optimal parametric excitation for maximal vibration mitigation. 
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Abstract: The rotor vibrations are significantly influenced by the damping elements, which are added 
between the outer race of a rolling bearing and the stationary part. The primary aim of this study is to 
investigate the nonlinear behaviour of a squeeze film magnetorheological damper designed for atten-
uation of the lateral vibration of a rotor system. The hydraulic forces produced by squeezing the 
magnetorheological oil film have a nonlinear character and strongly depend on the viscosity of the 
lubricating fluid, the supply current in the damper, and the kinematics of journal motion. The pressure 
distribution in the damper is described by a modified Reynolds equation for a magnetorheological oil 
modelled as Bingham or the bilinear theoretical material. The harmonic balance method with the arc-
length parameterization is proposed to obtain higher-order approximation periodic solutions of a 
motion equation build-up for the rigid and the flexible model of a rotor system. The computations of 
the irregular oscillations were carried out by using the 4th order Runge-Kutta method. The vibration 
stability of the motion was assessed by the 2n-pass method and the turning and bifurcation points for 
a solution branch over varying system parameters were identified. The phase trajectory, power spec-
trum, Poincaré maps, and the bifurcation diagrams are used to analyse the investigated rotor system. 
The computational analysis demonstrates that the different material models of a magnetorheological 
oil have a small impact on the numerical results. Moreover, the numerical simulations show that the 
vibration is dependent on the speed of the rotor rotation and the amount of damping in the magne-
torheological damper, and that complex dynamic behaviour can exist. This is characterized by period-
ic, subharmonic, and irregular oscillations of the rotor. 
 
Keywords: rotor, magnetorheological squeeze film damper, harmonic balance method, stability 
analysis, irregular vibration 
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Abstract: Gear dynamic response is the underlying cause of gearbox noise, vibration, and 

harshness (NVH) in automotive powertrains. Gear whine, a dominant form of gearbox NVH in 

electric vehicles, is caused by static and dynamic errors induced mainly by the variation in gear 

mesh stiffness. Therefore, an accurate evaluation of time-varying mesh stiffness (TVMS) is 

important. A dynamic model of a simple spur gear system is developed using an improved 

analytical TVMS method combined with a nonlinear Hertzian contact model. The nonlinear 

stiffness and damping of lubricant under elastohydrodynamic regime of lubrication (EHL) is 

adapted to investigate NVH performance of the system. Results from literature are used to ver-

ify the model. The effect of nonlinearities on the system stability and response are identified.  

Keywords: Nonlinear gear dynamics; Time-varying mesh stiffness; Dynamic transmission error; 

Elastohydrodynamic contact; NVH 

1. Introduction  

Concerns over the environmental impact of internal combustion (IC) engines have surged the de-

mand for electric vehicles (EVs) in public and private transportation sectors. Hence, automotive man-

ufacturers have focused on development of electric powertrains. Integration of electric machines with 

conventional transmissions (i.e., gearboxes) raise new concerns associated with powertrain noise, vi-

bration, and harshness (NVH). In an EV, powertrain noise mainly originates from the reducer (gearbox) 

and electric motor in the form of high order tonal noise at high frequencies, also known as whine noise 

[1]. This tonal noise can be disconcerting to driver and passengers despite its lower sound pressure 

levels compared with the IC engine noise. 

Whine noise is mainly caused by internal excitations due to the time-varying mesh stiffness 

(TVMS), dynamic transmission error (DTE) and gear impact inside backlash and clearances [1]. These 

material and geometrical nonlinearities are combined with the nonlinear behaviour of lubricant during 

elasto-hydrodynamic regime of lubrication (EHL). Development of a robust dynamic model is para-

mount to better understanding of the transient nonlinear response of the gears and NVH performance 

of the power transmission unit.  

In this study, a nonlinear load dependent Hertzian contact model combined with a TVMS analytical 

model based on the potential energy method is adapted to accurately evaluate the meshing stiffness of 

a spur gear pair set. This TVMS model considers the bending, shear, axial, and the tooth fillet founda-

tion stiffness components. TVMS varies with the number of pairs of teeth in contact and the location 

of the point of contact on the involute tooth profile. The lubricant stiffness and damping during EHL 

are evaluated to accurately predict the dynamic response and acoustic emission of the spur gear pair 
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system. Such detailed study of gear dynamics with combined analytical TVMS model and lubricant 

nonlinear effects has hitherto not been reported in the literature. 

2. Results and Discussion  

A nonlinear two-degrees-of-freedom dynamic model is developed. The geometrical nonlinearities 

reside in backlash, possible tooth separation during meshing, and back-side collisions. The basic dy-

namic models use a square wave meshing stiffness for simplicity. In this study, meshing stiffness is 

modelled using a detailed analytical TVMS using the concept of potential energy. TVMS nonlinearly 

varies with number of teeth in contact, position within the line of contact and Hertzian contact stiffness. 

Lubricant EHL stiffness and damping are initially neglected to verify the dynamic model using the 

available experimental results from literature [2]. The model is further refined considering lubricant 

stiffness and nonlinear damping effects as defined in [3]. The effects of geometrical, TVMS and lubri-

cant nonlinearities on the dynamic response, stability and the emitted noise are further investigated. 

The phase-plane response for the current model is compared with the response of the basic model with 

constant damping ratio (Figure 1). 

 
Figure 1: Comparison of phase-plane responses of the TVMS model with nonlinear damping effects and the basic 

model at 2600 Hz meshing frequency 

3. Concluding Remarks  

Existence of a reliable analytical TVMS model is essential to the accurate prediction of DTE. Lubricant 

stiffness and nonlinear damping participate in contact nonlinearity and energy dissipation. The effects 

of gear body compliance on TVMS have been studied. The effect of nonlinearity originated from the 

inclusion of the lubricant damping and stiffness is shown and discussed. Poincare and FFT diagrams 

will further demonstrate the impacts of the nonlinear parameters on the gear set stability and vibrations. 
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Abstract: The paper presents the results of a numerical-analytical study of the dynamics of a 

vibration-impulse mechanism with a crank-crank oscillator. Bifurcation diagrams and stability 

regions are given, which allow finding the main regularities in the reorganization of motion 

modes when changing the parameters of the mechanism. 

Keywords: bifurcation, sustainability, vibration 

1. Introduction 

In the invention [1] and schemes of prototypes of mechanisms, a new scheme of a vibra-

tion-impulse mechanism with a crank-connecting rod vibration exciter for soil compaction 

in a closed production area is presented. The scheme contains several percussion pistons, 

which allows, as noted in [1], to more efficiently perform soil compaction, and small over-

all dimensions allow the mechanism to be used in difficult closed conditions. In [2], a 

mathematical model of a vibration-impulse mechanism with a crank-connecting rod oscilla-

tor is presented, together with formulas for finding the simplest periodic movements of the 

mechanism. 

This work is a continuation of [2] and differs in that here we take into account the energy 

losses due to friction between the struts and the body. The results of numerical experiments 

are also presented, which made it possible to identify various types of movement of the 

mechanism, including stochastic ones, and to find the values of the parameters at which the 

known period doubling bifurcations are realized.  

2. Results and Discussion 

The scheme of the considered mechanism is shown on Fig. 1, where 1 is the mecha-

nism’s hull in which the bearings contain an axis 2 with a flywheel 3 and cranks 4 and 5 

that have a stationary phase shift ϕ. The cranks have a joint connection to the piston rods 6; 

percussion pistons 7 and 8 are, in turn, connected to them with a joint. Under the percussion 

pistons we have anvils 9, 10 with heights h1, h2 respectively. The hull 1 has a joint connec-

tion to the racks 11 that are rigidly connected to the anvil block 12. 

The rotation of the axis in the proposed scheme is transformed with a crank mechanism 

into a back-and-forth motion with respect to the anvil block. The percussion pistons may 

alternate their blows to the corresponding anvils, and the vibro-impulsive impact created 

here is transmitted through the anvil block to the material being compacted. 
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Taking into account the structure of the phase space and the behaviour of phase trajecto-

ries in it, the dynamics of the mechanism was studied using the method of point mappings 

[3]. 
 

 
Fig.2. Vibro-impact mechanism diagram 

 

The study of the complex dynamics of the two-piston mechanism was carried out using 

numerical experiments using a software package developed in the Borland C ++ Builder 6 

environment. This software package was used to construct bifurcation diagrams and regions 

of existence of stable periodic motion modes. 

3. Concluding Remarks  

The proposed numerical-analytic method of study (based on the method of surface point 

maps) for the dynamics of new kinds of vibro-impulsive mechanisms has let us find regions 

in the space of parameters useful for successful tuning and control for the mechanism’s 

motion, while our numerical computations imply the possibility for a specific choice of 

parameters and illustrate the basic reorganizations of the mechanism’s motion modes de-

pending on the changes in parameters. Using the peculiarities of the application of the 

method of point mappings in the study of the dynamics of systems with discontinuous non-

linearities [3], interesting results of a comparative analysis of the main modes of motion of 

the considered class of impulse systems with friction and without friction. were received. 
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Abstract: We consider the swinging Atwood machine that is a conservative Hamiltonian sys-

tem with two degrees of freedom. In general, it is not integrable but there exists a periodic 

solution of the equations of motion describing oscillations of the bodies near some equilibrium 

positions. An interesting peculiarity of this state of dynamic equilibrium is that owing to oscil-

lations a body of smaller mass balances a body of larger mass. Analysing the system motion in 

the neighbourhood of this equilibrium, we have shown that it is stable in linear approximation. 

Thus, the swinging Atwood machine is an example of mechanical system the equilibrium state 

of which is stabilized by oscillations. 

Keywords: swinging Atwood’s machine, dynamic equilibrium, periodic solution, stability 

1. Introduction  

The swinging Atwood machine (SAM) consists of two masses 𝑚1, 𝑚2 = 𝑚1(1 + 𝜀) attached to oppo-

site ends of a massless inextensible thread wound round two massless frictionless pulleys of negligible 

radius (see Fig. 1). The mass 𝑚2 is constrained to move only along a vertical while mass 𝑚1 is allowed 

to oscillate in a plane and it moves like a pendulum of variable length. Such a system has two degrees 

of freedom and its Hamiltonian function may be written in the form  
 

 ℋ =
𝑝𝑟

2

2(2+𝜀)
+

𝑝𝜑
2

2𝑟2 + (1 + 𝜀)𝑟 − 𝑟 cos 𝜑, (1) 

 

where two variables 𝑟, 𝜑 describe geometrical configuration of the system, and 𝑝𝑟 , 𝑝𝜑 are the two 

corresponding canonically conjugate momenta. 

 

 

Fig. 1. The swinging Atwood machine with two small pulleys 

Equations of motion of the SAM determined by the Hamiltonian (1) are essentially nonlinear, and 

their general solution cannot be found in symbolic form. Numerical analysis of the equations of motion 
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has shown that, depending on the mass ratio and initial conditions, the SAM can demonstrate different 

types of motion (see [1, 2]). In particular, there exists a periodic solution of the equations of motion 

which may be represented in the form of power series in a small parameter 𝜀 (see [3]) 

       𝑟𝑝(𝑡) = 1 +
𝜀

16
(1 + 6 cos(2𝑡)) −

𝜀2

2048
(261 + 276 cos(2𝑡) + 105 cos(4𝑡)) + ⋯,             (2) 

  𝜑𝑝(𝑡) = √𝜀 (2 cos 𝑡 −
53𝜀

192
cos(3𝑡) +

𝜀2

16384
(2959 cos 𝑡 + 1699 cos(3𝑡) +

5813

5
cos(5𝑡)) + ⋯ ).   (3) 

The existence of periodic solution (2)-(3) means that for given value of parameter 𝜀 one can choose 

such initial conditions that the system is in the state of dynamical equilibrium when the bodies oscillate 

near some equilibrium positions. Note that for 𝜀 > 0 the system under consideration has no a state of 

static equilibrium when the coordinates 𝑟(𝑡), 𝜑(𝑡) are some constants. The main purpose of this talk is 

to investigate whether the system will remain in the neighbourhood of the equilibrium if the initial 

conditions are perturbed or whether the periodic solution (2)-(3) is stable. 

2. Stability Analysis 

To investigate stability of periodic solution (2)-(3) we introduce small perturbations 𝑞1, 𝑝1, 𝑞2, 𝑝2 of 

the solution and expand the Hamiltonian (1) into power series in terms of 𝑞1, 𝑝1, 𝑞2, 𝑝2 up to the second 

order inclusive. Then equations of the perturbed motion may be written in linear approximation in the 

canonical form with the Hamiltonian 
 

 ℋ2 =
𝑝1

2

2(2+𝜀)
+

𝑝2
2

2𝑟𝑝
2 

+
𝑝𝜑0

2

2𝑟𝑝
4 𝑞1

2 +
𝑟𝑝

2
cos 𝜑𝑝 𝑞2

2 −
2𝑝𝜑0

𝑟𝑝
3 𝑞1𝑝2 + 𝑞1𝑞2 sin 𝜑𝑝,  

 

where 𝑝𝜑0 is the momentum canonically conjugate to solution 𝜑𝑝. It is clear that the perturbed motion 

of the system is determined by the linear system of four differential equations with periodic coefficients, 

and their general properties have been studied quite well (see [4]). The behavior of solutions to such 

equations is determined by its characteristic exponents which may be found in the form of power series 

in 𝜀. Doing necessary symbolic computations, we have found two pairs of purely imaginary character-

istic exponents up to the second order in 𝜀 

 𝜆1,2 = ±𝑖,   𝜆3,4 = ±𝑖
√3𝜀

2
(1 −

17𝜀

32
+

85

256
𝜀2).  

According to Floquet-Lyapunov theory (see [4]), the corresponding solutions to differential equa-

tions with periodic coefficients describe the perturbed motion of the system in the bounded domain in 

the neighbourhood of the periodic solution (2)-(3). It means that this solution is stable in linear approx-

imation, and so the SAM is an example of mechanical system the equilibrium state of which is stabilized 

by oscillations. 
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Abstract: When solving a wide class of problems of nonlinear dynamics, the stability proper-
ty of a given system regime is a prerequisite for design. An important role is played by the 

concept of the domain of attraction (DoA) of the equilibrium point (or limit cycle). However, 

as a rule, this domain is difficult to find and describe in explicit form. Therefore, the search 

for DoA estimate has been a fundamental problem in the control theory since the middle of 
the last century. Currently, methods based on Lyapunov functions predominate in the litera-

ture. We have studied the problem of obtaining the estimates of the DoA for equilibrium of 

the mechanical systems. The method for using Lyapunov function of special kind for a system 

with polynomial right-hand side to find the estimates for DoA is proposed.  This procedure is 
illustrated by the example of a mechanical system which consists of two coupled nonlinear 

oscillators with weak damping. 

Keywords: domain of attraction, nonlinear oscillator, weak damping. 

1. Introduction 

One of the fundamental problems in engineering is proving that performance limits and 

operational restrictions are met. From the standpoint of the theory of dynamical systems, this problem 
can be considered as a problem of ensuring the local asymptotic stability on a suitable subset of the 

state space called the attraction domain or region of attraction (RoA). This approach is used in a 

variety of control applications such as aerospace [1], power systems [2], chemistry [3], medicine [4] 

and others. Existing approaches for approximating the DoA can be divided into Lyapunov and non-
Lyapunov based categories. Among the non-Lyapunov based approaches (which do not employ 

explicitly Lyapunov functions) it should be noted papers [5-7]. Today it is a great variety of 

Lyapunov based methods for estimating the DoA (see, for instance, [8, 9] and references in [10]). 

Mostly, they are based on the search for a Lyapunov function V(x) and for a positive scalar c, such 

that )(xV


 is negative over the sub-level })(:{ cxVxC  . Given such V  and c , it can be 

shown that the connected component of C  containing the equilibrium is an inner approximation to 

the DoA.  

In the present paper, we propose a method for using Lyapunov function of special kind for a sys-

tem with polynomial right-hand side to find the estimates for DoA. This approach is applied to obtain 
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the estimates of the DoA for equilibrium of a mechanical system which consists of two coupled non-

linear oscillators with weak damping. 

         

2. Results and Discussion 

A mechanical system which consists of two oscillators with nonlinear coupling is considered. The 

dynamics of such a system is described by the following equations 

                  

.0)()()(

,0)()()(

3

12212212222

3

2122121121211









xxkxxkxxcxm

xxkxxkxkxxcxm

nonlinlin

nonlinlin

    (1) 

If k2
lin > 0, then equilibrium 0,0 



xx is asymptotically (exponentially) stable. The aim of the 

paper is to obtain the effective estimation for DoA in assumption that mechanical parameters of the 

system are known. The accompanying task is to study the influence of variation in linear stiffness 

ratio and damping coefficient onto size of the resulting estimate. To fulfil the task, the Lyapunov 

function based approach described in [11] is employed. These estimations are compared with the 
results of numerical integration of the system (1). 

3. Concluding Remarks  

In this paper, we deal with the problem of estimating the domain of attraction (DoA) for equilibrium 
of a mechanical system which consists of two coupled nonlinear oscillators with weak damping. For 

this purpose, we have successfully established a procedure to determine the Lyapunov function of 

special kind for a system with polynomial right-hand side. 

References 

[1] LEWIS A.P.: An investigation of stability of a control surface with structural nonlinearities in supersonic 

flow using Zubov’s method. Journal of Sound and Vibration 2009, 325: 338–361. 

[2] SZEDERKÉNYI G., KRISTENSEN N.R., HANGOS K.M., JORGENSEN S.B.: Nonlinear analysis and control of a 
continuous fermentation process. Computers and Chemical Engineering 2002, 26: 659–670. 

[3] ANGHEL M., MILANO F., PAPACHRISTODOULOU A.: Algorithmic construction of lyapunov functions for 

power system stability analysis. IEEE Transactions on Circuits and Systems I: Regular Papers 2013, 60 (9): 

2533–2546. 

[4] MEROLA A., COSENTINO C., AMATO F.: An insight into tumor dormancy equilibrium via the analysis of its 

domain of attraction. Biomedical Signal Processing and Control 2008, 3(3): 212 – 219. 

[5] GENESIO R., TARTAGLI M. AND VICINO A.: On the estimation of asymptotic stability regions: state of the art 
and new proposals. IEEE Transactions on Automatic Control 1985, 30 (8): 747 – 755. 

[6] HENRION D., KORDA M.: Convex computation of the region of attraction of polynomial control systems. 

IEEE Transactions on Automatic Control 2014, 59(2): 297 – 312. 

[7] NOLDUS E., LOCCUFIER M.: A new trajectory reversing method for the estimation of asymptotic stability 

regions. International Journal of Control 1995, 61(4): 917 – 932. 

[8] VANNELLI A., VIDYASAGAR M.: Maximal Lyapunov functions and domains of attraction for autonomous 
nonlinear systems. Automatica 1985, 21(1): 69 – 80.  

[9] PAPACHRISTODOULOU A., PRAJNA S.: On the construction of Lyapunov functions using the sum of squares 

decomposition. In: Proceedings of the IEEE Conference on Decision and Control 2002, 3: 3482 – 3487.  

[10] Chesi G.: Domain of attraction: analysis and control via SOS programming. Springer, 2011. 

[11] AWREJCEWICZ J., BILICHENKO D., CHEIB A.K., LOSYEVA N., PUZYROV V. Estimation of the domain of 
attraction for a nonlinear mechanical system. Applicable Solutions in Non-Linear Dynamical Systems, Lodz, 

DSTA, 2019: 37 – 46. 

705



 

 

 

Dynamics of a multiple-link aerodynamic pendulum 
YURY SELYUTSKIY

1*
, ANDREI HOLUB

2
, CHING-HUEI LIN

3 

1. Lomonosov Moscow State University, Institute of Mechanics, Moscow, Russia [0000-0001-8477-6233] 

* Presenting Author 

2. Lomonosov Moscow State University, Institute of Mechanics, Moscow, Russia [0000-0001-8982-4097] 

3. Chien-Hsin University of Science and Technology, Department  of  Electrical  Engineering, Taoyuan, Taiwan 

 

Abstract: Oscillations of different aeroelastic systems are of interest from the perspective of 

both practice and theory. One of examples of such systems is an aerodynamic pendulum with 

several elastically connected links. The influence of different parameters of the pendulum up-
on the stability of its trivial equilibrium is studied. Oscillations arising in the system are con-

sidered for different values of parameters and different number of pendulum links. 

Keywords: oscillations, stability, aerodynamic pendulum, aeroelasticity 

1. Introduction  

Dynamics of multiple link pendulums in gravity field has been investigated be many researchers. 

Various approaches to formulation of equations of motion and to control of motion of such pendu-

lums were proposed and used, e.g., in [1-3]. In [4], the impact of the last link of a multiple pendulum 
with a solid surface is studied. 

An interesting class of pendulums are aerodynamic pendulums, where the motion the system is de-

termined by aerodynamic forces. These forces are non-conservative and their influence upon the 

system can be antidissipative or dissipative. Behaviour of single and double aerodynamic pendulums 
was studied in [5-6]. Here we consider a generalization of this problem to the case of multiple link 

pendulum. 

2. Problem Statement and Discussion  

We discuss the behaviour of a multiple aerodynamic pendulum consisting of n links. Each of the 

first n-1 links represents a weightless rod with a point mass at its end. For simplicity sake, we assume 

that all these links have the same mass m1. The last link represents a thin wing with mass m and mo-

ment of inertia J (see Fig. 1). All links are connected with similar spiral springs. Axes of all inter-link 
joints are vertical. 

 

Fig. 1. Scheme of the system 
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The pendulum is placed in a steady horizontal airflow. It is assumed that the flow interacts only 

with the wing, and the aerodynamic load is described with the quasi-steady approach [5]. In this 

context, the aerodynamic load is represented as lift force L and drag D applied in a certain point C of 

the wind chord, and aerodynamic torque Mz. These values depend on the angle of attack (the angle 
between the airspeed of point C and the wing chord).  

The kinetic energy of the pendulum and the potential energy of springs are as follows:  
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 (1) 

 

Here 0 = 0, l1 = … = ln-1 are lengths of links, ln is the distance from the last joint to the center of 
mass of the wing, k is stiffness coefficient of joint springs. 

The resulting system of equations of motion is nonlinear and, due to the presence of aerodynamic 

forces, non-conservative. 

Evidently, the system has a trivial equilibrium. Its stability is studied depending on parameters of 
the system. The effect of the number of links upon the stability and dynamics of the pendulum is 

considered. Numerical simulation of dynamics of the system is performed for different sets of values 

of parameters. 

3. Concluding Remarks 

Detailed analysis of dynamics of a multiple pendulum in airflow could contribute to understanding 

specific features of behaviour of complicated aeroelastic systems and to development of efficient 

wind power harvesting devices based on flow-induced oscillations of structures.  
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Abstract: Recently [1-2], the new calculation approach based on modal synthesis method is proposed 
for evaluation of structural and dry-friction damping effect on self-excited vibrations due to aero-
elastic instability in the bladed turbine wheels. Due to the modal reduction, the calculations are made 
computationally very efficient. The method will be herein used to study a dry-friction damping of 
self-excited vibration of an industrial turbine wheel with 66 blades. The aerodynamic excitation arises 
from the spatially periodical flow of steam through the stator blade cascade.  The self-excited aero-
elastic forces of blades are described by Van der Pol model [3]. For evaluation of damping effect, the 
blade tie-boss couplings are applied on this particular turbine wheel. Therefore, neighboring blades 
are interconnected by rigid arms that are on one side fixed to one blade and are in friction contact on 
their free side with the other blade.  The contact point pairs of two neighboring blades overlap in 
undeformed state of the cascade and static normal contact forces are prescribed. The relative contact 
displacements due to blade cascade deformation are calculated from kinematics of relative blade 
motions. Due to relative normal motions in contacts, the prescribed contact forces will vary in time 
during vibration.  In the contribution, the effect of variable magnitude of normal contact forces with 
respect to the angle of contact surfaces on the wheel dynamics and on level of friction damping will 
be analyzed. Friction forces in contacts are driven by the modified Coulomb friction law. The analysis 
will be oriented on the narrow frequency range and on the case when a slip motion is prevailing in the 
contacts. 
 
Keywords: turbine blades, dry-friction contact, flutter, travelling wave, Van der Pol model. 
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Abstract: In this paper we give sufficient conditions for p-th moment general decay stability 

of a model of coupled stochastic neural networks, which apart from Markovian switching, 

impulses and node delays, also includes interconnection delays. The model is more general 

than the results in the literature and thus the known methods for stability analysis can not be 

directly applied. We give the main result using the M-matrix theory and additionally, we ana-

lyse stability with respect to a general decay function, which includes the logarithmic, expo-

nential and polynomial function as a special case. To the best of our knowledge, the results 

are original and have not been published yet. 

 

Keywords: coupled systems, stochastic neural networks, p-th moment stability, general decay func-

tion 

1. Introduction  

Coupled system of neural networks are of special interest in the analyses of dynamical 

systems, since their dynamics depends on the individual dynamics of the included net-

works, as well as on the way in which these networks are interconnected. Different aspects 

of coupled networks are studied, with an emphasis on synchronization and stability. Many 

results have been reported in the literature and here we give only few of them which study 

the stability of coupled systems on networks, both deterministic and stochastic [1, 2, 3, 4]. 

In this paper we are interested in the stability analyses of a model of coupled stochastic 

neural networks (CSNN) which includes node delays, impulses, Markovian switching and 

interconnection delays. There are different results on coupled systems of networks in the 

but to the best of our knowledge this model is not considered and the presented results are 

original. 

2. Results and Discussion  

The model we consider is given by a system of stochastic differential equations. The dy-

namics of the i-th neuron in the k-th vertex of the CSNN,  at any moment 

is given by 
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This model is generalization of the one considered in [DSTA 2019], where stability analy-

sis was discussed using global Lyapunov function, Razumikhin method and graph theoreti-

cal approach. These methods are not suitable for the analysis of our model, due to the pres-

ence of interconnection delays.  We give suitable assumptions for the components of the 

network and extend some known results. We state the main result of our paper for p-th 

moment stability with respect to a general decay function and prove the results using M-

matrix theory. 

3. Concluding Remarks  

In this paper we discuss the p-th moment stability of coupled stochastic neural network 

which generalizes many models in the literature and even more, we consider a generalised 

decay function. The results are based on M-matrix theory and to the best of our knowledge, 

they have not been published yet. 
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Abstract: The dynamic of a Bose–Einstein condensate system with external trapping potential under 
noise is investigated in this study based on the relations between the system parameters and the solution 
behaviors by constructing phase space diagrams. We observed that the system exhibits shock-wave like 
dynamic. 

Keywords: dynamic, phase space, BEC, shock-wave, chaos. 

1. Introduction  

Bose–Einstein Condensation (BEC) idea started with Bose and Einstein studies about the gas atoms at 
zero-temperature [1,2]. The BEC is given by a macroscopic wave function and it is governed the Gross-
Pitaevskii equation (GPE) that has a nonlinear structure and dependent on time and space [3,4]. The 
nonlinear term of GPE represents particle-particle interactions. In this study, we represent a BEC sys-
tem with trapping external potential under noise as below: 

𝑑!ϕ
𝑑𝑥! =

𝐽!

ϕ" + 'υ#𝐶𝑜𝑠
!(ω𝑥) +

1
2β𝑥

! − γ + η|ϕ|!6ϕ + AV(x). 
                                                                 

(1) 

 
Here 𝐴 is the amplitude of noise and V(t) generate 𝑥 dependent Gaussian noise range of between  −𝜋 
and 𝜋 . To simplify the numerical calculation, we rewrite the Eq. 21 as first-order couple equation 
system by the transformation 𝑥! = 𝜙 and 𝑦! =

$%
$&

,  
 
𝑑𝑥!
𝑑𝑥 = 𝑦!,	 (2a) 

𝑑𝑦!
𝑑𝑥 =

𝐽!

4𝑥!"
+ '𝜐#𝐶𝑜𝑠!(𝜔𝑥) +

1
2𝛽𝑥

! − 𝛾 + 𝜂|𝑥!|!6 𝑥! + AV(x). 
(2b) 

2. Results and Discussion  
The numerical simulations are given in this section.  We investigate the dynamic of system solutions 
for υ# = 1, β = 0.0001, ω# = 2𝜋, η = −0.015, 𝐽 = 0.4, γ = 0.5 and Γ = 0.1 . Possible Initial condi-
tions are chosen randomly J𝑥!(0), 𝑦!(0)K = (0.6985,0.2668) system parameters.  
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(a)                                                          (b) 

 

     

(c)                                                       (d) 

Fig. 1. Phase space diagrams of BEC system for  υ# = 1, β = 0.0001, ω# = 2𝜋, η = −0.015, 𝐽 = 0.4, 
γ = 0.5 and Γ = 0.1, (a) A = 0.5, (b) A = 0.75 (c) A = 1, (d) A = 1.25. 

 

3. Concluding Remarks  

We have studied a BEC system with an external potential under noise. Numerical solutions indicate 
that there exists chaos in the system. It is important to state that the system exhibits a behavior typical 
for dispersive shock-wave like dynamics in phase space.  
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Abstract: The article presents the problem of free vibrations of a two-stage hydraulic cylinder 

subjected to a Euler compressive load. The cylinder is simply supported on both sides. The 

formulation of the linear vibration problem of the telescopic hydraulic cylinder was based on 

kinetic stability criterion using the Hamilton principle and the Bernoulli-Euler theory. The 

stiffness of the guiding elements and seals between its successive steps was taken into ac-

count. These stiffnesses were modelled with translational and rotational springs. The influ-

ence of cylinder thickness, piston rod diameter and thickness of guiding and sealing elements 

on free vibrations of the system was analyzed. The results in the form of characteristic curves 

on the plane: load – frequency of natural vibrations with various parameters characterizing the 

considered hydraulic cylinder are presented. 

Keywords: hydraulic cylinder, free vibration, stability, slender system, Euler load. 

1. Introduction  

These Hydraulic cylinder are systems that are used in many industries. Due to obtaining very high 

longitudinal forces, they are systems exposed to destruction. Hydraulic cylinders are very responsible 

elements of mechanical structures, the destruction of which can have very serious consequences 

resulting from economic and loss of health and life. Lech Tomski developed two basic mathematical 

models of these structures. The first concerns free transverse vibrations and static stability of cylinder 

as slender system [3]. These model was used in [4]. The second model concerns the free and forced 

vibrations of the actuator (stocky system) in the longitudinal direction, which was presented among 

others, by at work [5]. So far, research on telescopic actuators with a number stages greater than one 

has been limited to fully extended systems [1, 2]. Telescopic cylinders with partial extension have not 

been tested. In this paper , the actuator is considered as a slender system. The boundary problem of 

the actuator is formulated on Hamilton’s principle. The considered system is shown in Fig.1. It con-

sists of three elements. Two of them are cylinders and one is the piston rod. The tested object was 

subjected to Euler load at various degrees of its extension. Figure 1 shows the successive stages of the 

cylinder extensions. In order to easiest presentation of the individual stages of the cylinder extension, 

a letter designation has been introduces. The letter A indicates the fully assembled cylinder. The letter 

B corresponds to the cylinder with the first cylinder fully extended. The designation AB was used to 

represent the extension between configurations A and B. The letter C marks the full extension of the 

entire hydraulic cylinder. Similarly to the previous situation, the designation BC was used to present 
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the extension between configurations B and C. The letter D (fig. 1) represents the mathematical mod-

el used when formulating the linear problem of vibrations of a telescopic hydraulic cylinder. 

The mathematical model takes into account the stiffness of the sealing and guiding elements be-

tween its individual members. In this study, considerations are limited to a linear system. The results 

of numerical calculations were presented in dimensionless form relating them to the stiffness of the 

piston rod of the considered hydraulic cylinder. 

 

 

 

Fig. 1. Diagram of the considered hydraulic cylinder (A, AB, C, BC, C: next step of the cylinder extension,  
D: mathematical model) 
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Abstract: Anisotropic friction can produce friction force which is not collinear with a sliding 

direction. How much friction deviates from a sliding direction is described with a so-called 

sliding potential or equivalently a sliding rule. A sliding potential is often described with an 

ellipse or a superellipse. In this paper we propose an oval curve which provides piecewise con-

tinuous mathematical description for a sliding rule and fits better to the experimental results 

than a typical superepllipse. For an exemplary mechanical system it is shown, that an aniso-

tropic sliding potential can lead to an unstable equilibrium position in the system. Furthermore, 

for what parameters the unstable equilibrium occurs differs between sliding potential models. 

We have tested four different geometrical models of sliding potential in this regard. 

Keywords: Anisotropic friction, Sliding potential, unstable equilibrium. 

1. Introduction  

If a friction force has different values for different sliding direction it is called an anisotropic friction. 

Besides all known static and dynamic frictional effects, there is an additional one characteristic for an 

anisotropic friction, namely friction force direction deviates from the sliding direction. Direction of 

friction is described by a sliding potential [1]. Friction co-linear with sliding velocity is represented by 

an circular sliding potential, whereas anisotropic sliding potential, in general, can be described by any 

closed curve. Typically in case of orthotropic friction an ellipse or a superellipse (Lamé curve) is used. 

This anisotropy can cause instability in the mechanical system [2]. 

2. Results and Discussion 

There are not many frictional pair with a significant anisotropic characteristic. Surface roughness 

can lead to anisotropic friction characteristic only when finite deformation take place in the contact area 

[3]. In our measurements we used an experimental rig (shown in the Fig.1a) and frictional pair sample 

(corrugated cardboard and felt) inspired by [4]. Measurements of the friction force hodograph were 

taken and the sliding potential was numerically calculated (see Fig.1b). We propose mathematical de-

scription of the potential by an oval curve. An oval mathematical description is derived from its geo-

metrical definition used in a technical drawing (see Fig. 1c). An oval fits better to the experimental data 

than superellipse. What is more, it is noticed that it is better to identify a sliding rule with a difference 

between friction and sliding direction, then with a sliding potential curvature. 
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a) 

 
b) 

 
c) 

Fig. 1. a) The experimental laboratory stand; b) the measured friction characteristic (hodograph C) and the calcu-

lated sliding potential (D); c) the oval curve (red line) construction. 

Four different sliding rules were compared numerically in a simulative experiments. Mechanical system 

with anisotropic friction shown in the Fig. 2a was considered, where specimen 𝑀 is sliding over the 

rotating table surface. Anisotropy is described in the 𝑋1𝑂𝑌1 coordinate system and its orientation is 

indicated by the angle Ω. Equilibrium positions given by the radius 𝜌 for different orientations Ω were 

calculated. Exemplary equilibrium trajectories 𝜌(Ω) for the superellipse and the oval sliding rule are 

shown in the Fig. 2b and 2c. 

 

 
a) 

 
b) 

 
c) 

Fig. 1. The investigated mechanical system (a) and trajectories of the equilibrium position 𝜌(Ω) for sliding poten-

tial given by a superellipse (b) and an oval (c) (dashed line segments indicates unstable equilibrium position). 

3. Concluding Remarks 

Anisotropic friction force hodograph and sliding potential were measured experimentally and it’s 

mathematical description was identified. Proposed oval curve fits experimental sliding rule with the 

best correlations among other tested descriptions. Sliding potential influence on mechanical system 

dynamics was shown regarding stable and unstable equilibriums. It was shown that correct identifica-

tion of mathematical description for a sliding rule can be crucial in this aspect. 
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Abstract: The elastic support systems have drawn considerable attention in the field of engineering, 

these systems can be used to produce excellent and optimization structural elements in various engi-

neering structures and technologies such as robotic structures, vehicles, buildings, and bridges. In this 

paper, the dynamic behavior of a bridge with elastic restraints at the supports and subject to a high-

speed moving load are treated, the effects of different influencing parameters, like the stiffness of the 

supports, speed of moving load, and damping are studied. The deflection and acceleration of the 

bridge are investigated and discussed, the results obtained by the analytical approach show that the 

above-mentioned parameters play a very important role and contribute largely to the response of the 

bridge. 

Keywords: Elastic bearing, dynamic response, moving load, resonance, bridge. 
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Abstract: The paper is devoted to development of nonlinear differential equation model and 

construction of optimal control theory for stabilization of a ship’s course and damping 

vibrations caused by waves of the sea. The suboptimal control law is calculated within a 

nonlinear model of a ship’s motion.The whole system indludes the master differential 

temporal evolution equations for the angular velocity of a ship, an angle of rotation of the 

rudder, yawing angle xi . The solution is sought in the class of functions linear in xi; 

accordingly, the control law has two modes: for small x, the control is formed in a linear 

mode, and for large x, it is formed in a relay mode. The  problem of synthesis of the relay-

linear law is reduced to the determination of the area D (where there is no vibration mode) 

and the synthesis of the control law u=p(t)x. The concrete numerical data are presented for 

optimal control theory of stabilization of a ship’s course and damping vibrations caused by 

waves of the sea.   

Keywords: optimal control, stabilization of a ship’s course, damping vibrations 

1. Introduction.  

The methods of the theory of optimal control can be effectively applied to the problems of sta-

bilizing the course of ships and damping vibrations caused by the waves of the sea. In this paper we 

develop a nonlinear differential equation model and construct an optimal control theory using an 

advanced method of synthesis of control for concrete dynamical system [1-3].   

As an input model, one could choose the advanced model of a ship motion (e.g. details in Ref 

[1]).  Let ω be the angular velocity of a ship around the vertical axis passing through the center of 

mass, and β is an angle of rotation of the rudder.  

Then motion along the course can be  described by the standard master differential equation as 

follows:  
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where φ (t) is the disturbing force generated by the roughness of the sea, the plus sign in front of ω in 

this equation corresponds to a ship that is stable along the course, and the minus sign to an unstable 

one. Further let α be yawing angle, i.e.  
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                                                                                  dα/dt=ω.                                                         (2) 

 

One could suppose that a  steering gear is described by the equation 

 

                                                                  
bu

dt

d
+= 

                                                     (3) 

where и is the control signal. The characteristic limitations on the steering angle β and its angle speed 

dβ/dt  are usually as follows:  β | ≤40 ° and | β | ≤5 deg / s. If one imposes a limitation on the input 

signal | u (t) | ≤1 and choose some realitic values for the parameters λ  and b, then the indicated 

restrictions on β and dβ/dt will be satisfied for all t.  Setting                   

 

                                                                   dtdxxx /,, 321  === =4x
                               (4) 

 

and combining equations (1)-(3), one could  obtain the system, which finally control of a ship’s 

course and its stabilization. If the right part of such a system does not include x1, therefore, the course 

control problem and the stabilization one at a given constant control can be described by the same 

model. 

2. Results of Computing and Discussion 

The numerical solution is sought in the class of functions linear in xi; accordingly, the control 

law has two modes: for small x, the control is formed in a linear mode, and for large x, it is formed in 

a relay mode. The  problem of synthesis of the relay-linear law is reduced to the determination of the 

area D (where there is no vibration mode) and the synthesis of the control law u=p(t)x.  As the initial  

step, it is necessary to calculate a suboptinal relay-linear control law for a given dynamic system 

under condition φ (t)=0 in Eq.(1). The next step of computing  includes  the task with constantly 

acting perturbations and analysis of the corresponding relion. The wave disturbance is simulated by a 

linear system, which receives Gaussian white noise at the input. There are presented results of 

computing xi (i=1-4)  for different sets of technical parameters.  For example, the concrete  data on 

the stabilization processes along the coordinates x1 and x4 are obtained numerically, the maximum 

deviation in the yawing angle at a given time delay is  calculated, and and the effectiveness of the  

relion application for the problem of stabilizing the ship's course was shown.one of the important  

conclusions of computing is that a suboptimal in time control law has a high sensitivity to the 

variation of the right-hand sides of the differential equations that describe the movement of the ship 

along the course.  

3. Concluding Remarks 

The synthesis of an optimal in time control for complex dynamical system is considered and 

numerically solved on example of the problem of stabilizing the course of ships and damping vibra-

tions caused by the waves of the sea.  
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Abstract: In general, asymptotic homogenization methods are based on the hypothesis of per-

fect scale separation. In practice, this is not always the case. The problem arises of improving 

the solution in such a way that it becomes applicable if inhomogeneity parameter is not small. 

Our study focuses on the higher order asymptotic homogenization for dynamical problems. 

Systems with continuous and piecewise continuous parameters, discrete systems, and also 

continuous systems with discrete elements are considered. Both low-frequency and high-

frequency vibrations are analyzed. For low-frequency vibrations, several approximations of 

the asymptotic homogenization method are constructed. The influence of the boundary condi-

tions, the system parameters is investigated 

Keywords: Periodically nonhomogeneous structures, dynamics, homogenization, scale separation. 

1. Introduction  

As noted in [1], the bulk of researches based on the  asymptotic homogenization method (AHM) use 

hypothesis of perfect scale separation. In practice, this hypothesis not always justified. Formally, this 

means that the first approximation of the AHM does not provide the required accuracy. The problem 

arises of improving the solution in such a way that it becomes applicable for a not small value of the 

used inhomogeneity parameter. This conclusion is supported by the results of a number of studies. 

Xing and Chen [2] analysed the static problems of the periodical composite rod using different order 

of AHM and FEM. Numerical results show that the second approximation is necessary for accurate 

analysis of periodical composite structures. Kesavan [3,4] considered the Dirichlet eigenvalue problem 

for a second-order elliptic operator in the divergence form. Comparison with numerical solutions showed 

the need to take into account higher approximations. Santosa and Vogelius [5] and Moskow and Voge-

lius [6] studied the eigenvalue problem associated with the vibration of a composite medium with a 

periodic microstructure. The investigation was devoted to the first-order correction to the homo-

genized eigenvalues. It is shown that for the Dirichlet problem, the interaction of the periodic 

microstructure with the boundary of the medium must be taken into account. The first order Neumann 

eigenvalue corrections are always zero in one dimension. It vaguely of phenomenon that is remi-

niscent a frequently occurs in connection with spectral approximation for self adjoint operators: the 

error in the eigenvalue order is square energy norm error in a corresponding eigenvector [5]. 

Our study focuses on the higher order asymptotic homogenization for dynamical problems. For sys-

tems with continuous and piecewise continuous parameters, discrete systems, and continuous systems 

with discrete elements, explicit expressions for the second approximations for eigenvalues are 

constructed. 
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2. Results and Discussion 

Consider for example the eigenvalue Neumann problem 

 0, 1 ,
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Going over to fast 1x    and slow x  variables we seek solution of Neuman problem (1), (2) as 

follows 
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For piecewise-continuous function   , 0 , , 1in ma E c E c        (4), (5) yield [7] 
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The area of applicability of the obtained solution are determined by the relation 
1n   . 

3. Concluding Remarks  

Continuous and piecewise continuous parameters, discrete systems, and also continuous systems with 

discrete elements are considered. Both low-frequency and high-frequency vibrations are analyzed. 

The use of one- and two-point Padé approximants is proposed to improve the results accuracy. 
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Abstract: The present work is devoted to the study of dynamics of single-walled carbon nano-
tube (SWCNT). The study invokes Sanders-Koiter’s thin shell theory in modelling the CNT. 
Eringen's theory is considered to incorporate nonlocal effects. Closed-form normal mode solu-
tions are presented for varying aspect ratios, boundary conditions and chiralities. Atomistic 
simulations are considered to corroborate the nonlocal effects on normal modes of SWCNTs. 

Keywords: SWCNT, Sanders-Koiter’s shell theory, Eringen's nonlocal theory 

1. Introduction 
With the discovery of CNTs in the mid 1990s [1], the synthesis and characterization of CNTs have 
attracted the attention of physicists, material scientists and chemical engineers. CNTs find applications, 
to name a few [2], in material strengthening, hydrogen storage, FETs. The mechanical properties of 
CNTs are orders of magnitude higher than those of the bulk materials. To this end, the structural and 
dynamical properties of these structures are important in predictive design of systems using these nano 
structures. Due to the spatial scale of nano structures, the experimental study poses a challenge. How-
ever, mechanics of CNTs has been studied invoking the density functional theory (DFT), atomistic 
simulations and continuum theory [3]. Computational studies are expensive as well owing to their re-
sponse time scales of the order of nanoseconds or lower. It is obvious that these contrasting modelling 
techniques are better applicable at different length/time scales. Many researchers have studied the vi-
bration of CNTs using 1-D, 2-D (beam, rod) models. These models are accurate at low frequencies, 
whereas high frequency responses are seen to be affected by the nonlocal effects. To explore the be-
haviour of SWCNTs at intermediate/high frequencies, a 3-D continuum model [5] is considered here. 

Relatively few analytical works have dwelled on the 3-D structural dynamics of the CNTs. Recent 
studies by Strozzi et. al. [5] consider reduced-order shell model by neglecting the normal and tangential 
shear strain of the shell's mid surface thereby limiting its applicability for wider frequency range. The 
objective herein is to study the behaviour of SWCNTs in a broad frequency range and by incorporating 
nonlocal effects due to Eringen [6]. The nondimensional evolution equations of a cylindrical thin shell 
(Fig. 1) is [5, 6] 
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where 𝑢, 𝑣, 𝑤 are axial, angular and radial deformation respectively, 𝛼 = 𝑅 𝐿⁄ , 𝑅 is the radius,	𝐿 is the 
characteristic macroscopic length, 𝛽 = ℎ -𝑅√121⁄ , ℎ is the effective thickness, 𝜇 is the Poisson’s ratio, 
𝛾 = (𝑒!𝑎 𝐿⁄ )" is the parameter describing the nonlocal effects, 𝑒! is the nonlocal constant [6], 𝑎 is the 
characteristic atomistic length and 𝑢#$ = 𝑢$$$$ , 𝑢%$ = 𝜕"𝑢 𝜕𝑥𝜕𝜃⁄ … . 

2. Results and Discussion 

We herein explore normal mode solutions, i.e., time periodic synchronous oscillations. Additionally, 
imposing periodic boundary condition (BC) with periodicity 𝑚 ∈ ℤ in the circumferential direction, 
Eq. (1) are reduced to a set of ordinary differential equations in 𝑥. Upon solving the eigenvalue problem 
with appropriate BCs, an eighth order polynomial equation in axial wavenumber 𝑘 is obtained. One 
among the eight wavenumbers is shown in Fig. 2 as function of frequency and revealing the effect of 
increasing nonlocal parameter. The nonlocal effects on the normal modes for various boundary condi-
tions are considered in this work and will be presented in the full version of the paper with exhaustive 
comparison with the full-scale atomistic simulations. 

3. Concluding Remarks 
In this work, we study the nonlocal effects on the normal modes of a finite CNT. The nonlocality has 
significant effect on the characteristics of the normal modes. Exact analytic solutions for a wide fre-
quency range are obtained. The analytic solutions obtained form the basis for exploring nonlinear modal 
interaction of CNTs and energy localization thereof. Further analysis and comparisons with full-scale 
atomistic simulations will be reported in the full version of the paper. 

  

Fig. 1. Kinematics of a flexible CNT of radius 
𝑅 and length 𝐿 

Fig. 2. Wave number v/s natural frequency for varying non-
local parameter for 𝛼 = 0.0392, 𝛽 = 0.048, 𝜇 = 0.19 
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Abstract: The aim is paid at the analysis of non-synchronous vibration along with frequency 

lock-in phenomena of a geometrically nonlinear bistable system induced by a reduced model 

of fluid-structure interaction.  

Keywords: non-synchronous vibration, lock-in, bifurcation, bistable system 

1. Introduction  

The fluid-structure interaction (FSI) arises when an elastic structure interacts with the embracing 

fluid flow. In general, the FSI is a very complex process that requires highly sophisticated approaches 

from the mathematical and computational point of view. A particular case of FSI in which an alter-

nate shedding of vortices forms the vibration of the structure is called a Vortex-Induced Vibration 

(VIV). The natural vortex shedding frequency is dependent on the velocity of the flow [1].  The vor-

tex shedding exerts a periodic unsteady force on the body. As the vortex shedding frequency ap-

proaches the natural frequency of the body, the two frequencies could lock-in for a small range of the 

velocity flow, e.g. see [2-3]. The vibration connected with the lock-in phenomenon is often called a 

Non-Synchronous Vibration (NSV), which were observed in real applications [4]. Here, we deal with 

dynamic response of VIV of a single structural profile which can possess two stable equilibria. To 

model the FSI, a reduced, non-dimensional model is employed [4] and the resulting mathematical 

model can be written as follows 
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,
 (1) 

 

where the first equation describes the fluid-flow wake excitation employing the van der Pol term. The 

second equation corresponds to the structural behaviour and incorporates the geometric nonlinearity 

(see Fig. 1, left). All parameters are in detail described in [5].  

 

2. Results and Discussion  

The response of the structure is investigated in dependence on the vortex-shedding frequency 

aa . Here, two cases are analysed: (i) mono-stable nonlinear structure, i.e. 
0 / 1l h   and (ii) bistable 

nonlinear structure, i.e. 
0 / 1l h  . These two systems have qualitatively different dynamical response. 

The system (i) shows NSV in main resonance and subharmonic areas which are accompanied by 
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frequency lock-ins (see Fig. 1 top, the curves shows the response for 0,0.3,0.5,0.7,0.9b  ). In-

creasing changes the hysteresis region and shifts the lock-in frequency higher frequencies.     

                                             (i)    

                                           (ii)  

Fig. 1. Scheme of 1 DoF structural system, amplitude and frequency plots representing lock-in and non-

synchronous vibration for 
0 / 1l h   (top) and 

0 / 2.5l h   (bottom)  

Regarding the system (ii), the NSV area contains 2-period stable solution with significantly small-

er amplitude (red colour). The frequency lock-in, which is present and which is connected with 1-

period solution, should not be employed because of the high-energy level. 

 

3. Concluding Remarks  

Using a phenomenological model (1), the mechanism of NSV accompanied by frequency lock-in 

is numerically investigated. It can be seen, that the bistability changes qualitative properties of the 

dynamic response especially in the main harmonic area which can lead to vibration mitigation. 
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Abstract: The optimal design of a tuned mass damper (TMD) in the frequency domain is in-
vestigated in this paper to reduce the dynamic response of a cantilever beam. The random vi-
bration theory is used to determine the mean square acceleration of the cantilever beam's end 
point as the objective function to be reduced. Furthermore, a Differential Evolution (DE) op-
timization approach is used to estimate the ideal TMD coefficient of mass, stiffness, and 
damping. These parameters' upper and lower limit values are considered. Most of the past re-
search has focused on determining TMD stiffness and damping characteristics. This study 
does, however, include optimization of TMD mass parameters to calculate the mass quantity. 
Furthermore, the DE method, a stochastic optimization algorithm, is underutilized for opti-
mizing TMD parameters. As a result, this approach is utilized on the goal function to find op-
timal TMD settings. Following this optimization, tests are carried out on the cantilever beam 
with TMD system, using harmonic base excitations that resonant the beam's foremost modes 
and white noise excitation. In terms of optimum TMD design, the proposed method is ex-
tremely practical and successful. The response of a cantilever beam under dynamic interac-
tions is significantly reduced when a TMD is constructed properly. 

 

Keywords: cantilever beam, vibration control, tuned mass damper, transfer function, differential 
evolution 
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Abstract: 

The goal of the present work is to develop a theoretical model allowing analytical and numerical study of bi-
materials beams subjected to dynamic mechanical and thermal loads. The model is based on geometrically nonlin-

ear version of the Timoshenko beam theory. The extended equations of motions of vibrating beams at elevated 

temperature are studied analytically by the harmonic balance method and resonance curves for different parame-
ters of the mechanical and thermal loading are obtained. The coupled vibrations of the beam are studied by using 

3D finite element analysis. 

1. Introduction  

    Being used in so many technological areas, the bi-material beams are often subjected to mechanical 

and thermal loading. In many cases such loads lead to large, geometrically nonlinear vibrations. The 

problems of thermoelastic vibrations of structures are studied by many authors. Nonlinear dynamics 

of composite plate have been studied in [1], suggesting a temperature distribution along the plate 

thickness. In [2] thermo-mechanical, geometrically nonlinear vibrations of plates are studied. The 

authors found very reach nonlinear dynamic behaviour of the system Uncoupled and coupled vibra-

tions of bi-material beams were recently studied by numerical approaches in [3]. 

In the present work the dynamic behaviour of a bi-material beam subjected to harmonic forces and 

thermal loading (elevated temperature or heat flux acting on the beam surface) is analysed by using 

numerical and analytical approaches.  

2. Problem formulation and research methods  

Nonlinear thermoelastic vibrations of a clamped-clamped Timoshenko beam are studied in the pa-

per. The mathematical model of the beam is derived taking into account geometric nonlinearities. 

Using the classical dynamic equilibrium method, the differential equations of motion of the bi-

material Timoshenko beam are defined. The problem is studied using two different approaches. In the 

first approach a three-dimensional finite element model of the beam is created using the commercial 

software ANSYS. The nonlinear vibrations of a heated beam, as well as the vibration of the beams 

subjected to heat flux are analysed. It is shown that the increased temperature has a significant impact 

on the beam's reaction and it can cause the beam to oscillate in a complex way (see Fig.1).  
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The second approach is based on a reduced model of the beam dynamics. The Galerkin approach 

is used to transform the nonlinear partial differential equations into ordinary differential equations.  

Then the harmonic balance method (HBM) is applied to the reduced model, taking into account the 

first vibration mode. By this method the reduced nonlinear one-degree of freedom model with cubic 

non-linearity and temperature influence is studied analytically. By the HBM the resonance curves are 

determined from the analytically obtained modulation equations and the stability analysis is done. 

 

Fig. 1. Time history of the beam centre subjected to uniformly distributed load harmonic load p=p0sin(ωet) with 

p0=105 kPa and ωe= 160.78 Hz. obtained by 3D FE model . Blue line – ΔT=0, red line – ΔT=50 

3. Conclusions  

     The paper investigates the bi-material beam model resulting from the extended nonlinear Timo-

shenko beam theory. The dynamic behavior of a geometrically nonlinear Timoshenko beam model 

under the combined action of mechanical and thermal load, studied by two different approaches 

shows a good agreement. It has been shown that the increase of thermal loading also for low mecha-

ical excitations may lead to system’s complex dynamics. 
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Abstract: We discuss the propagation of surface waves in an elastic half-space with surface 

stresses modelled within the framework of the Gurtin-Murdoch surface elasticity. The main 

attention is paid to the analysis of initial surface stresses. To this end we consider the linear-

ized surface elasticity model. The analysis of initial stretching/compression on the dispersion 

relation is provided. 

Keywords: surface elasticity, Gurtin-Murdoch model, anti-plane surface wave, initial stresses, non-

linear elasticity  

1. Introduction 

Nowadays it is well-established that the surface elasticity may capture a deviation of the material 

properties at small scales, see e.g. [1-3]. One of the most used model of surface elasticity was pro-

posed by Gurtin and Murdoch [4, 5]. From the physical point of view this model describes finite 

deformations of an elastic solid body with attached elastic membrane. In particular, this model can 

forecast size-effects [1-3]. It was also shown that within this model such new phenomenon as anti-

plane surface wave may exist. The analysis of influence of surface stresses on surface waves within 

various models was given in [6-10], see  also the references therein.  

The aim of the lecture is consider the influence of the initial surface stresses on the dispersion 

relations which relate the phase velocity to a wave number.  

2. Results and Discussion 

Following [6] we formulate the boundary-value problem for an elastic half-space with surface 

stresses. Here we introduce independently constitutive relations in the bulk and on the surface. The 

latter include initial surface strains. For the analysis of infinitesimal waves we provide the lineariza-

tion of the problem. As a result, we get a linearized boundary-value problem which essentially de-

pends on the initial surface strains.  

Using the approach similar to [6, 10] we consider harmonic solution in the form 

 

 u(x,z,t)=U(x,z)exp(iωt), (1) 

 

where u is a infinitesimal displacement, x, z are Cartesian coordinates in the current placement, t is 

time, and ω is a frequency. After solution we obtain a dispersion relation in the form  

 

 D(k, ω; λ1, λ2)=0, (2) 
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where k is a wave number and ; λ1, λ2 are initial principal surface stretch parameters. We provide a 

detailed parametric analysis of Eq. (2). 
 

3. Concluding Remarks  

We have shown that initial (residual) surface stresses may essentially affect the dispersion relation for 

the anti-plane surface waves. In particular, some surface instabilities may occur which block the 

propagation of surface waves.  
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Abstract: The presented work deals with a three degree of freedom system with a spherical 

pendulum and a damper of the fractional type. The system consists of a block suspended from 

a linear spring and a fractional damper, and a spherical pendulum suspended from the block. 

The viscoelastic properties of the damper are described using the Riemann-Liouville fractional 

derivative. The fractional derivative of an order of 0 <   1 is assumed. The nonlinear behav-

iour of the system in the vicinity of the internal and external resonances is studied. The multiple 
scales method has been used to obtain an approximate analytical solution to the studied system. 

The impact of a fractional order derivative on the dynamical behaviour of the system has been 

studied. 

Keywords: spherical pendulum, fractional damping, nonlinear vibrations, multiple scale method,  

1. Introduction  

The presented work deals with a three degree of freedom system with a spherical pendulum and a 

damper of the fractional type. This work is a continuation of the authors’ previous work [1]. The effect 
of fractional damping on the dynamic properties of a coupled mechanical system with a spherical pen-

dulum is examined. It is assumed that the spherical pendulum is suspended to the block mass, which is 

excited harmonically in the vertical direction (Fig. 1). The oscillator contains a linear spring and a 

damper of a fractional type. The body of mass m1 is subjected to the harmonic vertical excitation F(t) 
= Pcosνt. 

The investigated system (Fig. 1) can be described by dimensionless equations of motion [1]. For 

small oscillations, after transformations the equations of motion can be written down in the form 

 

 𝑧̈ − 𝑎𝜃̈ (1 −
𝜙2

2
) (𝜃 −

𝜃3

6
) − 𝑎𝜙 ̈ (𝜙 −

𝜙3

6
) (1 −

𝜃2

2
) = 𝑝𝑐𝑜𝑠(𝜇1𝜏) + 𝑎 [𝜙̇2(1 −

𝜙2

2
)(1 −

𝜃2

2
) − 2𝜙̇𝜃̇(𝜙 −

𝜙3

6
)(𝜃 −

𝜃3

6
) − 𝜃̇2(1 −

𝜙2

2
)(1 −

𝜃2

2
)] − 𝛾𝑧̇(𝛼) − 𝑧  (1) 

 

 −𝑧̈(1 −
𝜙2

2
)(𝜃 −

𝜃3

6
) + 𝜃̈ (1 −

𝜙2

2
)

2

= 2𝜃̇𝜙̇ (1 −
𝜙2

2
) (𝜙 −

𝜙3

6
) − 𝛽2 (1 −

𝜙2

2
) (𝜃 −

𝜃3

6
) (2) 

 

 −𝑧̈(𝜙 −
𝜙3

6
)(1 −

𝜃2

2
) + 𝜙̈ = −𝜃̇2(1 −

𝜙2

2
)(𝜙 −

𝜙3

6
) − 𝛽2(𝜙 −

𝜙3

6
)(1 −

𝜃2

2
) (3) 

 

where 𝑓̇(𝛼)(∙) is the Riemann-Liouville fractional derivative defined as [2] 
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 𝑓̇(𝛼)(𝑡) ≡
dα

d𝑡𝛼
𝑓(𝑡) ≡

1

Γ(1−𝛼)

𝑑

𝑑𝑡
∫

𝑓(𝜏)d𝜏

(𝑡−𝜏)𝛼 
, 0 <

𝑡

0
𝛼 ≤ 1 (4) 

 

 

Fig. 1. Schematic diagram of the system [1] 

The multiple scales method is used to find the approximate solution to the equations of motion of 

the system (1-3). We introduce independent variables {𝑇0, 𝑇1, 𝑇2 … } = {𝜏, 𝜀𝜏, 𝜀2𝜏 … } and parameters 

𝛾 = 𝜀𝛾̃ , 𝑝 = 𝜀2𝑝̃. The solution can be represented by  

 

 𝑧(𝑡) = 𝜀𝑧1 + 𝜀2𝑧2 + 𝜀3𝑧3 + ⋯,  𝜃(𝑡) = 𝜀𝜃1 + 𝜀2𝜃2 + 𝜀3𝜃3 + ⋯, 𝜙(𝑡) = 𝜀𝜙1 + 𝜀2𝜙2 + 𝜀3𝜙3 + ⋯ (5) 

 

Substituting the equations (5) into equations (1-3) we obtain 

For 𝜀1 

 𝐷0
2(𝑧1) + 𝑧1 = 0,   𝐷0

2(𝜃1) + 𝛽2𝜃1 = 0, 𝐷0
2(𝜙1) + 𝛽2𝜙1 = 0 (6) 

For 𝜀2 

 

𝐷0
2(𝑧2) + 𝑧2 = −2𝐷0𝐷1(𝑧1) + 𝑎𝐷0

2(𝜃1)𝜃1 +  𝑎𝐷0
2(𝜙1)𝜙1 + 𝑝̃𝑐𝑜𝑠(𝜇1𝜏) − 𝛾̃𝐷0

𝛼(𝑧1) + 𝑎 ((𝐷0
2(𝜙1))

2
− (𝐷0

2(𝜃1))
2
)

𝐷0
2(𝜃2) + 𝛽2𝜃2 = −2𝐷0𝐷1(𝜃1) + 𝐷0

2(𝑧1)𝜃1,   𝐷0
2(𝜙2) + 𝛽2𝜙2 = −2𝐷0𝐷1(𝜙1) + 𝐷0

2(𝑧1)𝜙1

  (7) 

 

Next, substituting solution to the equations (5) into equations (6) and eliminating terms that produce 

secular terms we obtain conditions 2𝛽 = 1, 𝜇1 = 1, 1 − 𝛽 = 𝛽 . Next, we introduce  

1 − 𝛽 = 𝛽 + 𝜀𝜎2,   𝜇1 = 1 + 𝜀𝜎1, 𝜀𝑇0 = 𝑇1, and we investigate a steady-state solution. 

 

3. Concluding Remarks 

The impact of the order of the fractional derivative on small nonlinear oscillation of the system 

containing a spherical pendulum has been studied. The performed analysis show that use of the frac-

tional damping has an impact on the small oscillation of the system. 
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Abstract: Nonlinear vibrations of a system with three degrees of freedom with a spherical pen-

dulum are investigated. The system contains an oscillator and a spherical pendulum suspended 

from the oscillator. The damping at the pendulum pivot point is assumed to be modelled by a 

fractional derivative. The viscoelastic damping properties are described using the fractional 

Caputo derivative of order 0 <   1. Vibrations in the vicinity of the internal and external 

resonance are considered. The effect of the order of the fractional derivative on the vibratiosn 
of the autoparametric system is studied. Responses of the system, the internal and external res-

onance, bifurcation diagrams, Poincaré maps and the Lyapunov exponents have been calculated 

for various orders of fractional derivatives. Chaotic motion has been found for some system 

parameters. 

Keywords: spherical pendulum, fractional damping, nonlinear vibrations  

1. Introduction  

The impact of the fractional damping on dynamic properties of a coupled mechanical system with a 
spherical pendulum is investigated (Fig. 1). It is assumed that the spherical pendulum is suspended to 

the oscillator excited harmonically in the vertical direction 𝐹𝑧(𝑡) = 𝑃1cos⁡(𝜈1𝑡). The pendulum is ex-

cited harmonically in horizontal directions 𝐹𝑥(𝑡) = 𝑃2cos⁡(𝜈2𝑡), 𝐹𝑦(𝑡) = 𝑃3cos⁡(𝜈3𝑡). The oscillator 

contains a linear spring and a damper of a fractional type. Additionally, it assumed that damping mo-

ments acting in the pendulum pivot point are modelled by a fractional derivative. This study is an ex-

tension of the research presented by the authors in [1] 

Assuming the fractional Caputo derivative defined as [2, 3]: 
 

 
dα

d𝑡𝛼
𝑓(𝑡) ≡ 𝑓̇(𝛼)(𝑡) ≡

1

Γ(1−𝛼)
∫

𝑑f(τ)

𝑑𝜏
d𝜏

(𝑡−𝜏)𝛼⁡
, 0 <

𝑡

0
𝛼 ≤ 1 (1) 

 

where (1-) is the Euler gamma function, and 0t . 

Therefore, the dissipation force and moments are expressed as below 

 

 𝑅(𝑧̇) = 𝑐1𝑧̇
(𝛼1),⁡⁡⁡⁡𝑀(𝜃̇) = 𝑐2𝜃̇

(𝛼2),⁡⁡⁡⁡𝑀(𝜑̇) = ⁡ 𝑐2𝜑̇
(𝛼2) (2) 
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Fig. 1. Schematic diagram of the system 

Using formulated above dissipation force and moments, the dimensionless equations of motion of the 

analysed system with spherical pendulum are as follows [1] 

 

 𝑧̈ − 𝑎𝜃̈𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜃 − 𝑎𝜙⁡̈ 𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜃 = 𝐴1𝑐𝑜𝑠(𝜇1𝜏) + 𝑎(𝜙̇2𝑐𝑜𝑠𝜙𝑐𝑜𝑠𝜃 − 2𝜙̇𝜃̇𝑠𝑖𝑛𝜙𝑠𝑖𝑛𝜃 −

𝜃̇2𝑐𝑜𝑠𝜙𝑐𝑜𝑠𝜃) − 𝛾1𝑧̇
(𝛼) − 𝑧  

 𝜃̈ cos2 𝜙 − 𝑧̈𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜃 + 𝛾2𝜃̇
(𝛼2) = 2𝜃̇𝜙̇𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜙 − 𝛽2𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜃 + 𝐴2𝑐𝑜𝑠𝜙𝑐𝑜𝑠𝜃cos𝜇2𝜏 (4) 

 𝜙̈ − 𝑧̈𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜃 + 𝛾2𝜑̇
(𝛼2) = −𝜃̇2𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜙 − 𝛽2𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜃 − 𝐴2𝑠𝑖𝑛𝜙𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜇2𝜏 +

𝐴3𝑐𝑜𝑠𝜙𝑐𝑜𝑠𝜇3𝜏  

 

where 

 𝜔1
2 =

𝑘

𝑚1+𝑚2
   𝜔2

2 =
𝑔

𝑙
 , 𝛽 =

𝜔2

𝜔1
   ,𝛾1 =

𝑐1

(𝑚1+𝑚2)𝜔1
2−𝛼1

   𝑧̅ =
𝑧

𝑙
  ,𝑎 =

𝑚2

𝑚1+𝑚2
  , 𝐴1 =

𝑃

(𝑚1+𝑚2)𝜔1
2𝑙
⁡  𝜇1 =

𝜈1

𝜔1
 ,  𝐴2 =

𝑃2

𝑚2𝑙𝜔1
2  , 𝜇2 =

𝜈2

𝜔1
   𝐴3 =

𝑃3

𝑚2𝑙𝜔1
2  𝜇3 =

𝜈3

𝜔1
  , 𝛾2 =

𝑐2

𝑚2𝑙
2𝜔1

2−𝛼2
 (5) 

 

3. Concluding Remarks 

The influence of damping in the pendulum joint, described by fractional derivative on the energy 

transfer, internal and external resonances was studied. The performed calculations show that the vibra-

tion amplitude decrease with the increasing order of fractional derivative. Moreover, an increase in the 
derivative order causes shift in time the occurrence of energy transfer regions. It was shown that except 

different kinds of periodic vibrations there may also appear chaotic vibrations. 
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Abstract: The dynamics of micro/nanoelectromechanical systems (M/NEMS) curved beams 
have been thoroughly investigated in the literature, commonly for curved arch beams actuated 
with electrodes facing their concave surface. Except for few works on slacked carbon nano-
tubes, the literature lacks a deep understanding of the dynamics of slacked curved resonators, 
where the electrode is placed in front of the convex beam surface. In this paper, we investi-
gate the dynamics of slacked curved resonators as experiencing internal resonance. The 
curved slacked resonator is excited using an antisymmetric partial electrode to activate both 
modes of vibration: symmetric and antisymmetric. The axial load is tuned to monitor the rati-
os between the natural frequencies of different modes of vibration. We explored the dynamics 
using Galerkin and multiple time scales (MTS) methods. The results indicate simultaneous 
2:1 and 1:1 internal resonances between the second symmetric mode with the first symmetric 
and antisymmetric modes, triggering a variety of rich and complex dynamical behaviours.  

Keywords: Slack curved beam, Internal resonance, Combined resonances, M/NEMS 

1. Introduction 
Energy transfer via internal resonance among various modes of vibration of M/NEMS has been ex-
ploited for many potential applications in recent decades [1], [2]. The inherent nonlinear nature and 
the low damping of these moveable structures present an ideal platform for activating internal reso-
nances. Hence, understanding the nature of this phenomenon is crucial for their successful implemen-
tations. Curved beams, particularly, have been studied due to their cubic and quadratic nonlinearities 
that enable the activation of different types of internal resonances, such as 1:1, 2:1, and 3:1. Common-
ly, a MEMS arch resonator is actuated using an electrode facing its concave surface to induce snap-
through motion. However, this configuration leads to higher actuation voltages. Despite the extensive 
research on different types of internal resonances in these MEMS resonators [3]–[5], there is a lack of 
characterizing them at a slack position, leading to lower actuation voltages and low power consump-
tion. Here, we aim to study the combined 1:1 and 2:1 internal resonances of an initially curved beam, 
where the electrode is placed in front of the convex beam surface, using both Galerkin and MTS 
methods. The MEMS arch beam is axially tuned and electrostatically driven. Also, to enhance the 
activation of different modes, we actuate the arch beam electrostatically using a partial electrode 
configuration [3].  

2. Results and Discussion 
The axial load is chosen to reach a ratio 1:1 between the first symmetric and antisymmetric modes (at 
the crossing) and a ratio 2:1 with the second symmetric mode [3]. This makes the dynamic response 
more complex combining 1:1 and 2:1 internal resonances. The analytical study is based on a nonline-
ar Euler-Bernoulli shallow arch beam model. First, we solve the dynamic problem for different exci-
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tation voltages using a multi-mode Galerkin method. Next, we expand the arch equation, accounting 
for the influence of different terms of quadratic and cubic nonlinearities, using the method of multiple 
time scales (by attacking the partial differential equation of motion directly) considering the combina-
tion of 1:1 and 2:1 internal resonances. As shown in Fig.1, the theoretical results, using both methods, 
show the nonlinear interaction between all contributing modes. The presence of different peaks and 
the phase portraits suggest the contribution of the second symmetric mode into the response via 2:1 
internal resonance. The motion of the node point, the midpoint, around the first antisymmetric mode, 
suggests the contribution of the second symmetric mode to the response. The results prove the rich 
dynamic and nonlinear energy transfer of the slacked arch beam similar to the typical actuated MEMS 
arch resonators and with lower excitation voltages. 
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(a)                                             (b)                                                       (c) 

 
(d)                                           (e) 

Fig. 1. Galerkin Results at (a) x=0.5, (b) x=0.25, and (c) x=0.75 (x denotes the normalized beam position with 
respect to the beam length). (d) Oscillations of the beam and phase portraits at different sections shown in (a) (A, 

B, and C from left to right). (e) MTS results of the dynamic response of the arch beam at VDC=50V and VAC =10V. 
The inset of (b) presents a schematic of the arch beam. 

3. Concluding Remarks 
We investigated the combined 1:1 and 2:1 internal resonances among the first symmetric and anti-
symmetric and the second symmetric modes of an axially tuned and electrostatically actuated slacked 
arch MEMS resonator. A complex and rich dynamic behaviour was demonstrated. This work moti-
vates further research to exploit internal resonances of slacked arch resonators for practical applica-
tions, such as sensors and frequency stability, thanks to the low actuation voltages. 
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Abstract: The paper investigates the nonlinear dynamics of coupled longitudinal-flexural vi-

brations of a microbeam clamped at both ends - the basic sensitive element of a wide class of 

microsensors of physical quantities - under laser opto-thermal excitation in the form of period-

ically generated Gaussian pulses acting on some part of the surface of the beam element. The 

steady-state time-harmonic temperature distribution in the volume of the beam resonator is 

found for a given power, duration, and periodicity of laser pulses. The modes of parametric 

oscillations of the microbeam are investigated under conditions of internal combinational reso-

nance between some two flexural and lower longitudinal modes of free oscillations of the res-

onator. 

Keywords: N/MEMS, sensor, combinational resonance, nonlinear oscillations, laser-induced vibra-

tions 

1. Introduction  

The principle of laser opto-thermal action on a deformable medium is finding ever wider application in 

problems of non-destructive testing of equipment and structures [1,2], determination of physical and 

mechanical properties of materials [3,4], analysis of geometric and physical parameters of objects and 

structures on nano- and the microscale [5,6], in biomedicine [7], as well as in the nano and microsystems 

industry [8-11].  

In earlier works [12-14], the dynamics and elastic stability of the N/MEMS beam element under short-

term thermal effects was investigated. In those works, the stage of bending wave formation at suffi-

ciently short times was considered. In paper [15], attention was paid to the interaction of different modes 

of vibration, both transverse and longitudinal, in the case of free oscillations under pulsed laser action. 

It was shown that the initial perturbation in the longitudinal direction can effectively excite bending 

vibration modes, which, on the whole, leads to a longitudinal-transverse beating regime with noticeable 

amplitudes. It was noted that the period and amplitude of these beats substantially depend on the fre-

quency detuning parameter between the sum of the bending vibration frequencies and the longitudinal 

vibration frequency. 

In this work, we study the nonlinear dynamics of coupled longitudinal-flexural vibrations of a mi-

crobeam clamped at both ends - the basic sensitive element of a wide class of microsensors of physical 

quantities - under laser opto-thermal excitation in the form of periodically generated Gaussian pulses 

acting on some part of the surface of the beam element. 
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2. Results and Discussion  

A graphical diagram of the problem under consideration is shown in Fig. 1. 

 

Fig. 1. Graphical scheme of the problem. 𝑢,𝑤 – longitudinal and transverse components of the displacements vec-

tor of the rod material point with coordinates 𝑥, 𝑧 at time 𝑡; 𝑇(𝑥, 𝑧, 𝑡) – temperature deviation from the reference 

value; 𝑄(𝑥, 𝑧, 𝑡) – body heat flux simulating the thermo-optical effect of a laser on a section of a beam 𝑙1 < 𝑥 <
𝑙2; 𝑘, ℎ1 – coefficients of thermal conductivity and convection with the external environment, respectively 

To describe the deformed state of the microbeam, the mechanical Bernoulli-Euler model and the 

model of longitudinal vibrations of the rod are used. Coupled geometrically nonlinear equations of 

longitudinal-flexural vibrations of a beam element under laser temperature exposure are formulated 

under the assumption 𝑢 = 𝑂(𝑤2); the thermal effect of the laser on the structure is reduced to a ther-

mal axial force 𝑁𝑇 = 𝐸𝑏𝛼 ∫ 𝑇𝑑𝑧
ℎ

2

−
ℎ

2

 and thermal bending moment 𝑀𝑇 = 𝐸𝑏𝛼 ∫ 𝑧𝑇𝑑𝑧
ℎ

2

−
ℎ

2

 (𝐸, 𝛼 – Young 

modulus and linear thermal expansion coefficient of the meterial; 𝑏, ℎ - beam section width and 

height). Under the assumptions made, the dimensionless equations of motion of the beam resonator 

take the form 

𝑢̃′′ + 12𝛽𝑤̃′𝑤̃′′ = 12𝛽2𝑢̈̃ + 𝑁𝑥
𝑇 , 

𝑤̃𝐼𝑉 + 𝑤̈̃ + 𝑁𝑇𝑤̃′′ = −𝑀̃𝑥𝑥
𝑇 +

1

𝛽
𝑢̃′𝑤̃′′ + 6(𝑤̃′)2𝑤̃′′ + 12𝛽𝑢̈̃𝑤̃′, 

where 𝑢̃, 𝑤̃ – dimensionless displacements normalized to the beam height ℎ; 𝛽 =
ℎ

12𝐿
 – dimensionless 

parameter, characterizing slenderness of the beam; the subscript 𝑥 denotes the corresponding deriva-

tives with respect to the longitudinal coordinate. 

The steady-state time-harmonic temperature distribution in the volume of the beam resonator is found 

analytically for a given power, duration, and periodicity of laser pulses. Using asymptotic methods of 

nonlinear mechanics, the modes of parametric oscillations of a microbeam under conditions of inter-

nal combinational resonance between some two bending and lower longitudinal modes of free oscilla-

tions of the resonator are investigated. 

3. Concluding Remarks 

The study made it possible to show the technical feasibility of laser generation of bending vibrations of 

a microscale resonator using the parametric resonance mechanism and to evaluate the influence of the 

factor of interaction of longitudinal and bending modes of vibrations on the nonlinear dynamics of the 

system. 

Acknowledgment: The work was supported by RFBR grant 20-01-00537. 
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Abstract: Metamaterial structures provide a passive mode of vibration isolation by forming band gaps using   

a resonator mass and a viscous elastic membrane (VEM) material embedded at in it. Irrespective of  the frame 

structure configuration (1D, 2D or 3D) the metamaterials with periodic elements are meant to attenuate vibra-

tions in transverse direction to the plane of propagation. Moreover, if employed in desired configuration met-

amaterial helps in attenuating the vibrations along structural elements in a desired frequency band (Floquet -

Bloch theory). In the present investigation, a motor frame assembly is designed incorporating the meta-material 

properties and it ability to attenuate vibrations produced by the motor in the frequency range of interest is ana-

lysed. Experimental results are compared to FEA simulation for validation 

Keywords: Metamaterials, Passive vibration isolation. 

   1.Introduction 

Attenuating drive vibrations to a proper level for a preferred frequency band (called band gap) using a 

metamaterial structure, has attracted  the attention of industrial experts and researchers in recent times[1-3]. 

Advancement of continuum mechanics saw the development of theories like Floquet-Bloch and Bernoulli 

mathematical models, which  are generally used  for analysing periodicity in beam elements. Employing a 

metamaterial like structure helps in attenuating the vibrations along structural elements in a desired frequency 

band without increasing the compliance of the joints.  

In this work, a uniform frame made of mild steel is considered as the base frame. For obtaining the second con-

figuration, periodic air-holes are introduced in the uniform frame, whereas the third configuration is obtained by 

incorporating resonators in the periodic holes embedded with visco-elastic membrane (VEM). Here, Neoprene is 

used as VEM and central resonators are in turn made of mild steel.                       

                                 
                       Fig.1.Structural configurations considered (i)uniform(ii)With VEM resonators 

                               (iii)With VEM+central mass resonators 

 

744



 

The frames are excited with a shaker. The time domain data were obtained and analysed using NI LabVIEW 

software. The acceleration response from output points are measured using a tri-axial accelerometer and the in-

put acceleration is recorded using a uni-axial accelerometer attached opposite to the shaker excitation point.  

   2.Results and Discussion  

From the simulation of  the MS structure it is observed that 2 predominant flexural modes are occurring 

in the 0-500 frequency range. Attenuation band of 75 Hz is  centered around 350 Hz and  corresponding 3rd 

mode is observed from experiment as well as the  simulation. From a frequency sweep simulation performed in  

a range of 10-3000Hz,   significant band gaps are visible near 670-840 Hz, 930-1050 Hz and 1480-1590 Hz. The 

inherent compliance of the structure with airholes could be seen as causing high transfer function, in 500-700 Hz 

and 1200-1450 Hz region. Metamaterial effectively damps these modes to a level comparable with that of 

uniform structural configuration. 

 

                                               Fig.2.Comparison of FRFs from experiments and simulations  

 

 

3.Concluding Remarks 

In this work, vibration characteristics of different metamaterial structural configurations are determined and 

compared its inherent attenuation characteristics with that of a uniform structure. It is found that metamaterials 

can be employed for effective vibration isolation as a passive measure.  
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Abstract: Metamaterial structures provide a passive mode of vibration isolation by forming band gaps using   

a resonator mass and a viscous elastic membrane (VEM) material embedded at in it. Effective configuration of 

metamaterial structures can possibly attenuate excitation frequencies which matches to the natural frequencies of 

resonators employed. In this work Al 6061 alloy with neoprene combination is analysed for  strength and 

stiffness characteristics and is proposed as an alternative to MS structures. Attenuation characteristics are 

validated  using  FRF comparison,and mode shape analysis. 

Keywords: Metamaterials, Mode shape analysis, Vibration attenuation. 

   1.Introduction 

Metamaterial structures employing,geometrically non-linear local resonators with cubic and quadratic restor-

ing forces are very effective compared to linear systems employed for vibration isolation[1]. Studies on piezoe-

lectric materials is done by Robillard et al[2],wherein  it is observed  that  electric field can affect stiffness and 

meta-damping of the structure. Floquet-Blosch theory provides the fundamentals for deriving the transfer matrix 

which relates the state variables (displacement and force) at the left of a unit cell to the right of it[3]. Al alloy 

(Al 6061) has comparably low non-linear damping characteristics with high stiffness making it suitable for at-

tenuation applications. The metamaterial structure (Fig1) has neoprene with VEM properties embedded periodi-

cally to act as resonators. The holes housing the resonators have aspect ratio near to 1.66. The longer edge is 

kept parallel to longitudinal side of the beams of the structure, since the material coverage envelope bounding 

dimensions should match with low-frequency high wavelength signals. The filleted corners are to reduce stress 

concentration and to improve the adhesiveness of the VEM. The experimental readings were taken at a sampling 

frequency of 10000 Hz and over a time window of 10s. 

   
                                           Fig.1.Configurations considered for lumped mass analysis 

                         

 

746



 

   2.Results and Discussion  

From simulation results it is found that a band gap is observed at near 900-1100 Hz, where the air holes and 

with neoprene structure,damping the frequencies in that range,at comparable magnitudes. Mode shapes (Fig 2) 

do reveal higher out-of-plane excitation, implying a mode excitation, establishing a pass band as inferred from 

FRF.  

                   

 

Fig.2, Mode shapes analysis 

   3.Concluding Remarks 

  In this work, vibration attenuation characteristics of different metamaterial structural configurations with Al 

6061 as base material is analysed .An attenuation band spanning a magnitude of 75 Hz centered around 350 Hz 

corresponding to 3rd mode is observerd from experiment and is well captured from simulation also. A 

frequency sweep analysis upto 3000Hz ,revealed a stop band region (900-1200 Hz). The mode shapes inside this 

band are all flexural modes with wavelengths comparable to resonator dimensions.FRF along mode shape 

analysis do underline attenuation characterisitics of Al alloy-neoprene metamaterials,and the ineherent damping 

properties and comparable strength parameters do make it an alternative to conventional MS metamaterial 

structures.  
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Abstract: Adjacent structures should be separated from each other to behave freely during 

ground motions. In case of insufficient separation gap, earthquake-induced structural pound-

ing may cause serious damages. Seismic codes all over the world stipulate seismic separation 

gap based on different methods, however unpredictable strong ground motions may cause col-

lision between them as a result of unsynchronized vibration. This paper proposes fuzzy logic 

method, which is an effective tool by means of coupling a number of parameters of structures 

and earthquakes, to obtain minimum seismic separation gap between structures to prevent 

pounding. Different structural configurations of two ten-storey adjacent buildings have been 

examined under severe ground motions. Soil effect, structural nonlinearity and ground motion 

characteristics have been accounted to constitute the fuzzy logic model. The efficiency of 

model has been verified through parametric analyses of the structures with different dynamic 

characteristics changing mass and stiffness parameters in addition to storey numbers. Com-

parison of the results obtained in this study with the methods in the codes demonstrates the  

superiority of the fuzzy logic model. 

Keywords: seismic separation gap, fuzzy logic, structural pounding, structural nonlinearity 
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Abstract: In this work we study nonlinear lateral vibrations of a simply supported rotating 

rod under the effect of initial stress and external loadings. The foundations of Novozhilov’s 

nonlinear theory of elasticity and Biot’s general theory for initially stressed solids are used 

when deriving a generalized elastic potential, based on which the nonlinear mathematical 

model is developed. The Bubnov-Galerkin approach and Wolfram Language built-in numeri-

cal method are utilized to find a solution of the model. The effect of the initial stress field on 

the rod spatial vibrations is analyzed and graphs for various values of the initial stress are 

plotted.  

Keywords: nonlinear mathematical model, initial stress, rod, lateral vibration 

1. Introduction 

It is known that the stress state of various parts of machines, building structures and many physical 

and mechanical systems can be characterized by existence of a field of initial stresses even if there are 

no external forces affecting them. Fundamental equations of media with initial stresses were obtained 

by Trefftz, Neuber, Green and Zerna on the basis of the general theory of elasticity for finite deforma-

tions [1], and the original theory of nonlinear elasticity for initially stressed solids and fluids was 

created by Biot [2]. As stated in [3], when examining wave propagation in bodies with initial stresses, 

the nonlinear theory has to be utilized. At the same time, the initial stress has a dominant role only in 

the bending modes [4]. Therefore, this work focuses on studying the effect of the field of initial 

stresses on the spatial deformation of an elastic medium taking into account geometric nonlinearity 

and external loads. 

2. Mathematical Model 

Consider a pre-stressed deformable isotropic elastic rod of length l with constant cross-section, ro-

tating around the rod axis z with angular speed   and being under the action of a longitudinal com-

pressive load  ,N z t  and a torque  ,M z t . It is assumed that the rod vibrations ( , )u z t  and ( , )v z t  

take place in the Oxz- and Oyz-planes, respectively. Based on the concepts of Novozhilov’s nonlinear 

elasticity theory [5] and Biot’s general theory, a generalized elastic potential accounting for initial 

stress is derived. Applying the Ostrogradsky-Hamilton variation principle, a nonlinear mathematical 

model of spatial lateral vibrations of the simply supported rotating rod under the effect of the initial 

stress field 
0
ij  and external loads is developed: 
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 (1) 

3. Numerical Results 

For finding a solution to the nonlinear model (1), the Bubnov-Galerkin approach, according to 

which  the lateral displacements ( , )u z t  and ( , )v z t  are approximated by a finite spectrum of harmon-

ic modes, and Wolfram Language built-in numerical method giving results in terms of interpolating 

functions are applied. To get a general picture of the oscillatory process and estimate the influence of 

initial stress, the graphs of the rod spatial lateral vibrations are constructed. Considering cases when 

the initial stress components are equal (Fig. 1) and have different values, along with examining com-

pressive and tensile stresses allow studying the effect of the initial stress field on the rod lateral vibra-

tions taking into account its rotation and the external loadings. 

 
Fig. 1.  The effect of initial stress on the rod lateral vibrations in the Oxz-plane 

4. Concluding Remarks 

In this paper we estimated the effect of initial stress on nonlinear lateral vibrations of a rotating rod 

under the action of an external compressive load and a torque. Accounting for the tensile initial 

stresses allowed reducing the amplitude of the rod vibrations, whereas the compressive stresses re-

sulted in their increase with retaining stability of the oscillatory process at optimal system parameters. 
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Abstract: This paper considers nonlinear spatial lateral vibrations of a drill string with sup-

porting stabilizers in a gas flow. The mathematical model used for describing the studied pro-

cess is based on Novozhilov’s nonlinear theory of elasticity. The drill string lateral displace-

ments are found by the lumped-parameter method (LPM). For numerical solution of the ob-

tained discrete system, the fourth order Runge-Kutta method is utilized. The impact of the 

damping elements (supporting stabilizers) on the drill string lateral vibrations is analyzed, and 

numerical illustrations are presented for several cases. 

Keywords: drill string, nonlinearity, lateral vibration, lumped-parameter method, stabilizers 

1. Introduction 

The search and application of the most effective approaches for modelling complex nonlinear pro-

cesses, including poorly studied problems of dynamics of industrial equipment and machines at com-

plicated conditions, are of large relevance. The purpose of this work is the assessment of the effec-

tiveness of LPM for modelling the nonlinear dynamics of drill strings taking into account stabilizers 

and external forces. LPM is a special case of the finite element method, where the equation of a con-

tinuous medium is replaced by its discrete analogue, and is widely used in structural mechanics [1]. 

The influence of supporting stabilizers on the drilling system is under consideration due to the fact 

that accounting for damping elements can significantly improve the system stability and the efficien-

cy of drilling and is of great scientific interest [2]. 

2. Mathematical Model 

Based on the concepts of Novozhilov’s nonlinear elasticity theory [3], a nonlinear mathematical 

model of spatial lateral vibrations of the simply supported rotating drill string in a gas flow account-

ing for external loads  3,N x t  and  3,M x t  [4] and the effect of stabilizers [2] is developed: 
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 (2) 

3. Numerical Results 

For obtaining solution of the mathematical model, LPM is utilized. According to this method, the 

given continuous equations (1), (2) are represented as a system of second-order ordinary differential 

equations by its numerical discretization at the end nodes. The numerical solution of the system is 

found by the fourth order Runge-Kutta method using the C++ programming language. The compre-

hensive analysis of the stabilizer influence on the drill string vibration process is carried out. It is 

shown that considering even one stabilizer allows substantially decrease the amplitude of the drill 

string vibrations in a gas flow (Fig. 1). 

 
 a)    b)  

Fig. 1. The stabilizer effect at 1 0.6sx L on the drill string vibrations for a) 3 0.49x L , b) 150st   0  

4. Concluding Remarks 

In this work, we considered the impact of stabilizers on the nonlinear dynamics of a drill string in a 

gas flow using LPM. According to the obtained results, the application of stabilizers allows consider-

ably reducing the amplitude of the drill string vibrations. It proves the significance of studying the 

influence of damping elements on the drilling system and the efficiency of applying LPM when mod-

elling vibrations of the drill string with complicating factors.  
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Abstract: For the few last years, in modern low-power generation systems, a demand for oil-
free compressors has appeared. The development of reliable bearing technology for this rela-
tively high-speed small turbomachinery could be crucial. In order to implement this technol-
ogy more widely, a selection of the optimal design from the viewpoint of machine reliability 
must be conducted. A high speed turbomachinery with nominal speed of tens of thousands 
rpm strongly depends on the proper rotordynamic design. This is especially important when 
the foil bearings are taken to consideration. These compliant surface gas bearings are a class 

of hydrodynamic bearings that use the ambient gas as their working fluid and, thus, require no 
dedicated lubrication system. On the other hand, due to their relatively low damping, a de-
signer should analyze thoroughly the dynamics of the rotor-bearing-casing system in the 
whole operating rpm range. A correctly operating rotor supported in foil bearings is a design 
solution that have wide possibilities of applications, unavailable for conventionally supported 
one. In the turbomachinery, a dynamic behaviour of the machine is related mostly to the stiff-
ness and damping coefficients of system components like rotor, bearings and casing. The foil 
bearings, although simple in design, indicate complex behaviour resulting from Coulomb fric-

tion between their elements. This Coulomb friction affects the damping and stiffness of a 
given bearing support. Gas film, as a bearing part with relatively high stiffness, plays less role 
in the rotordynamics than the elastic structure of corrugated foils. So far, many more or less 
reliable numerical models of this phenomenon have been built and their experimental verifi-
cation results have been described in literature. The research approach presented in this paper 
is different. The authors suggested obtaining the data experimentally from the bearing isolated 
on a test bench, where, the shaft is stationary (fixed), and the gas film is not present. The 
shaker excites the bearing sleeve while the damping and stiffness are provided to the system 
by the foil structure. The test bench can be described mathematically as system with single 

degree of freedom with damping and external forcing. The information collected about the 
bearing’s global coefficients can be implemented afterwards to the rotordynamic software as a 
tabular data. This will allow to prepare reliable models that will shorten the design process of 
newly developed compressors with these oilfree supports.    

Keywords: foil bearings, bearing damping, bearing stiffness 
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Forced vibrations in a dynamic system equipped with a mechanism 

which trans-pass through its singular position 
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Abstract: The paper is about modelling of dynamics and about vibrations of hybrid systems 

composed of a continuous elastic beam and of a multibody system. To merge the two parts, 

constraint equations are used. Since number of constraint involved coordinates is small, a case 

dedicated algorithm is proposed to eliminate Lagrange’s multipliers and dependent coordi-

nates. The applicational focus is set to amplify damping. To amplify it for the lower-

frequency modes, inter-modal energy transfer is enforced due to nonlinearity of dynamics of 

the multibody part. Proposed amplification becomes effective if the multibody part is put in a 

shape which is close to its kinematical singular position. Focusing on free vibrations, efficien-

cy of the damping method was verified successfully in few of the previous works of the Au-

thor. The present work investigates effectiveness of damping of forced vibrations. 

Keywords: Finite elements, multibody, nonlinear vibrations, damping amplification, singularity 

1. Introduction  

Attention of the paper is set on dynamics and on vibrations of a hybrid system composed of a con-

tinuous elastic element and of a multibody system (Fig. 1a). Since dynamics properties of the last are 

position dependent, resulting system may not be treated as constant linear vibrating system. From the 

computational point of view, two aspects are crucial. Firstly, right coupling have to be formulated 

between the linear finite elements model of the beam and the nonlinear model of the multibody part. 

Secondly, Lagrange’s multipliers have to be added, and then, the lasts and the dependent coordinates 

have to be eliminated. Since only few of the system coordinates are involved in the constraints, a case 

dedicated algorithm is recommended to reduce the numerical cost of the elimination.  

damped element 

 multibody element 

harmonic force P=Po·sin(Ωt) 

a) 

   

b) 

0 0.05 0.1 0.15 0.2 
-0.04 

-0.02 

0 

0.02 

0.04 
beam central point 

time [s] 

d
is

p
la

c
e
m

e
n
ts

 [
m

] 

activated 

disactivated 

   

c) 

0 0.25 0.5 0.75 1 
-0.08 

-0.04 

0 

0.04 

0.08 
beam central point 

time [s] 

d
is

p
la

c
e
m

e
n
ts

 [
m

] 

activated 

disactivated 

 

Fig. 1. Draft of the investigated system (a); motion of a selected node – free vibrations (b); motion of the same 

node – forced vibrations (c) 

From the applicational point of view, the focus is set on damping amplification. Structural damp-

ing is implemented in the continuous element, thus higher frequency modes are well damped. To 

accelerate damping of lower-frequencies modes, inter-modal energy transfer is enforced due to the 

presence of the multibody part. Modal disparity is observed, when motions are performed at different 
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deformations of the beam. Amplification becomes especially crucial (Fig. 1b) when the multibody 

part is set in its pose which is close to its kinematical singular position [1-3]. But numerical problems 

are associated with such configuration, e.g., if joint kinematics is searched for a given vertical kine-

matics of the fixing point, determinant of the Jacobian matrix tends to zero at the singularity. Thus, if 

small random error of estimation of the vertical position is assumed, it effects in a significant random 

error of joint positions and in lock of the numerical integration procedures in consequence. 

2. Modelling 

To test the damping, related numerical model is introduced. Modelled system is planar (fig. 1a), 

and it consists of two parts: of an elastic beam and of a multibody part. The multibody part is com-

posed of two rigid bodies and of two massless joints. Joint displacements are considered as its gener-

alized coordinates. Free body diagrams are plotted and associated dynamics equations are written. 

Final matrix form of dynamics is written with use of the generalized coordinates, qb. It leads to [1-3], 
 

 0 ),,,(),()( t,eebbbbbbbbb tfqqQqqFqqM   (1) 

 

To express dynamics of the elastic beam, finite elements are used. Deformations of nodes are con-

sidered as the generalized coordinates of the beam, qc. Resulting dynamics equation is [4], 
 

 ccccccc PqKqDqM    . (2) 

 

To merge the systems, constraint equations are used. The end-point of the last arm is joined to the 

beam by use of spherical joint constraint. Beam connected point coincides with a node of its FEM 

model. Constraints are written at the position level, and then formulae of their time derivatives are 

used. Next, dynamics equations Eqs. (1) and (2) are supplemented with Lagrange’s multipliers [1-3]: 
 

 ;
Tbbbbb 0 λJQFqM            cTccccccc PλJqKqDqM    . (3) 

 

Then, Lagrange’s multipliers and the dependent coordinates are eliminated. A modified version of 

the classical coordinate partitioning [3] is used in order to eliminate some of the non necessary zero 

numerical calculations. To reduce numerical problems resulting of singularity, a coordinate of the 

multibody part is set as the independent parameter. After the elimination the dynamic equations are, 
 

 0 **** QFqM  . (4) 

3. Results, Discussion and Concluding Remarks 

Focusing on free vibrations of the elastic/multibody system, efficiency of the damping method was 

verified successfully [1,2] (Fig. 1.b). The presently taken tests are focused on forced vibrations. The 

tests have verified that the method is less effective in the forced case (Fig. 1.c). Reduction of ampli-

tudes is confirmed, however, its range is low. Additional tests and analyses are recommended.  
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Abstract: The vibration characterization is directly associated with its physical properties of 
the system, such as mass, damping, and stiffness.  Vibration absorber has been used for vibra-
tion control purposes in many sectors of engineering for over a century. A limitation of the 
device is that it acts as a notch filter, only being effective over a narrow band of frequencies. 
Therefore, many researchers have design metamaterial targeting the improvement of vibration 
attenuation and inducing bandgaps. This paper is concerned with the vibration control of a 
beam under tensile load with periodically attached vibration absorbers. The study is per-
formed by using an approach based on modal analysis. Numerical investigations are conduct-
ed regarding the effects of mass ratio, non-uniform spacing and number of resonators. 

Keywords: beam vibration, absorber, modal analysis. 

 

References  

[1] XIAO Y., WEN J., YU D., WEN X., Flexural wave propagation in beams with periodically attached vibra-
tion absorbers: bandgap behavior and band formation mechanisms. J. SOUND VIB., 332, 2013, 867–893.  
 

[2] OGATA K., Modern control engineering, 5th Edition, Prentice Hall, 2009. 

[3] XIAO Y., WEN J., WEN X., Flexural wave band gaps in locally resonant thin plates with periodically 
attached spring–mass resonators, J. Phys. D: Appl. Phys., 2012: 45, 195401. 

756



 

 

 

Spectral analysis of chimney vibrations 
 

MARCELA R. MACHADO 1*, MACIEJ DUTKIEWICZ 2 

 

1. Department of Mechanical Engineering, University of Brasilia, 70910-900, Brasilia, Brazil [0000-0002-7488-
7201] 

2. Faculty of Civil, Environmental Engineering and Architecture, University of Science and Technology, 85-796 
Bydgoszcz, Poland [0000-0001-7514-1834] 

* Presenting Author 
 

Abstract: In the paper, the response of chimney in turbulent wind flow with use of the spec-
tral method is investigated. The analysis is performed for wind flow model that reflects the 
real conditions. Numerical analysis investigates the vibrations of the chimney due to different 
parameters of turbulence. Spectra of longitudinal wind velocity for the numerical case, as well 
as the spectra of Karman, FSU are analysed. The structure response for selected steel 
strengths and chimney cross-section reduction is analysed. The frequency response functions 
for are performed. 

Keywords: chimney vibration, spectral method, wind turbulence spectra.  

1. Introduction  

 The rapid development of technology causes that modern construction objects have high 
strength parameters with low structural stiffness and low damping coefficient. These objects are 
particularly susceptible to dynamic loads such as wind, seismic or paraseismic shocks. These struc-
tures include among others: chimneys and masts. In the paper the analysis is performed with applica-
tion of spectral element method (SEM). SEM  [1-4] is a meshing method similar to Finite Element 
Method (FEM), where the approximated element shape functions are substituted by exact dynamic 
shape functions obtained from the exact solution of governing differential equations. The response of 
the chimney in the turbulent wind flow [5-6] with use of spectral method is investigated. The analysis 
is performed for wind flow model that reflects the real conditions. Numerical analysis investigates the 
vibrations of the chimney due to different parameters, such as a the area of the cross section of the 
chimney reflecting of the level of the its damage. 

 

2. Results and Discussion  

On the basis of the SEM the Frequency Response Function (FRF) of the chimney vibration is 
received. A single element is used to model the continuous part of the structure. This feature reduces 
significantly the number of elements required in the structure model and improves the accuracy of the 
dynamic system solution. The numerical tests are assumed for fixed boundary condition. The structu-
re is made with steel whose mechanical properties are: E = 210 GPa, ρ = 7850 kg/m3, η = 0.01, where 
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η is the hysteretic structural loss factor. The geometry properties are: length and circular section area. 
The wind force acting on the chimney are determined according to eurocodes. The analysis is made 
for different cases of turbulence, for the assumed distribution of wind speed.  

3. Concluding Remarks 

This paper analyses the dynamic response of the chimney under the turbulent wind flow with 
use of spectral method. The analysis is performed for wind flow model that reflects the real condi-
tions. Numerical analysis investigates the vibrations of the chimney due to parameters of wind turbu-
lence.  
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Abstract: The work concerns the research on the impact of structure vibrations on the dy-
namics of frictional contact of bodies moving in relation to each other and remaining in fric-
tional contact, causing a stick-slip motion. A literature review was carried out, describing 
mainly the phenomena concerning friction, but also the dynamics of vibrations and non-ideal 
energy sources that induce system oscillations. In the next step an experimental station for in-
vestigation of friction equipped with a new subsystem inducing high-frequency vibrations is 
presented to propose a modified physical model of the investigated frictional system. After 
analysing the most important factors influencing the behavior of the tested system, a mathe-
matical description was prepared, which in theory showed the potential influence of the at-
tached subsystem on the dynamics of the movement of the tested object - the frictional con-
nection. Various methods of implementing the unbalance of rotors, being the source of high-
frequency excitation, have been considered. At the final stage, a series of measurements of the 
displacement of the vibrating block on the moving belt was performed with the high-
frequency excitation turned on and off. The prepared graphs were used to analyse the dynam-
ics of frictional contact and the impact of non-autonomous vibrations on the occurrence of the 
stick-slip phenomenon. 

Keywords: stick-slip, measurements, mechanical vibrations, experimental station 

1. Introduction 

Until today, scientists are designing new measurement systems to explore the stick-slip phenome-
non, where technological advances in the sensors and measurement recording methods used are of 
great importance. New solutions allow for simulations of mechanical systems that are more and more 
close to reality, which translates into more complex research and obtaining more reliable conclusions. 
In the case of devices with dry friction, causing the stick-slip (creep-slip) movement of the active 
elements of the machine, vibrations of the structure can also be observed most often. Such oscillations 
affect the frictional contact, so they must also condition the stick-slip phenomenon. The discussed 
problem of vibrations caused by dry friction appears, among others, in brake systems [1,2]. The test 
stand used was created on the basis of the actual brake mechanism. In this work, a physical model and 
a mathematical description of the test system were prepared, taking into account the action of relative-
ly high-frequency vibrations. The system introduces a high-frequency vibration inductor (simulating 
the excitation from cooperating machine elements). The constructed mechatronic system, simulating 
operating conditions in a drum brake, used in this work, was originally described in the publication 
[1] and continued in [2], see Figure 1. 
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Fig. 1. The experimental station for investigation of self-excited frictional vibrations where two high frequency 
inductors (1) are mounted on a block mass (2) sliding on the moving belt (3) 

2. Results and Discussion 

 The initial mathematical model of the problem is given by the following equations of motion: 
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where the mass of the entire object moving on the belt is M = m + ms, the parameter K = k1 + k3, the 
friction is modeled by Ft and F(t) it is the force of rotating unbalance, see Figure 2.  

 
Fig. 2. A physical model of the braking system with an approximation of the object subjected to vibrations 

3. Concluding Remarks 

The influence of forced vibrations on the dynamics in frictional contact and on the occurrence of 
the stick-slip phenomenon was demonstrated. In the absence of imbalance on the motor shafts, the 
effect turned out to be negligible, but the situation changed significantly with its application. The 
regular time stick-slip characteristics (a saw-like shape) has been replaced by a curve changed by 
overlapping vibrations caused by excitations from the inductor. 
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Abstract: One of factors that have an impact on the sound of a guitar is a state of its string at 

the moment of its excitation. When a string is excited while still vibrating, such phenomenon 

is referred to as re-excitation. It is known to affect the sound of an instrument, and therefore it 

is sometimes implemented in sound synthesis methods based on physical-modelling, but its 

nature has not been well-studied due to practical problems in measuring real instruments’ be-

haviour in controllable, repeatable environment. The paper presents results obtained with a 

unique test stand equipped with a guitar-playing robot designed for measurement purposes. 

The stand facilitates a precise control over amplitude, location and time of excitation, which 

allows to carry out the research on re-excitation. One of the most flexible approaches to phys-

ical modelling applied in sound synthesis is the finite difference method. Therefore the meas-

urements are compared to FD string models in order to fine-tune settings of the experiment, 

and ultimately, to verify behaviour of particular models. 

Keywords: physical modelling, finite difference method, sound synthesis, guitar, robot 

1. Introduction 

Sound synthesis based on physical modelling methods attempts to identify and simulate phenome-

na related to sound production. Of primary concern are these that allow to control parameters respon-

sible for perceivable sound effect – either related to instrument itself, or its excitation. For the purpose 

of simplification and efficiency, sound synthesis often assumes that an instrument does not vibrate 

during excitation. Only relatively recent concatenative and physical modelling synthesis methods 

allow to model re-excitation, ie. implement dependence of sound characteristics on the vibrations of a 

string at the moment of its excitation (Fig. 1). However, such modelling requires relevant experi-

mental data. Therefore a laboratory stand equipped with a guitar playing robot has been developed. 

The robot (Fig. 2) excites a string at a precise moment of time, at specified location, with adjustable 

and repeatable amplitude [1] facilitating a degree of control over phase and harmonics. 
Various finite difference schemes have been applied to model a guitar string, starting with a fre-

quency-dependent damped stiff string [2]: 
 

 

∂2u
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∂x4
+2σ0
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 (1) 
 

where u represents displacement, γ is a cumulative material parameter, κ controls stiffness, σ0 and σ1 

are responsible for damping. Output of a model was used for initial setting of spatial and temporal 

parameters of excitation in test stand. In turn, results of measurements were used to adjust model 

parameters and to verify behaviour of its elements. 
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Fig. 1. Spectrogram of a recording of re-excited guitar string 

 

 

Fig. 2. The stand with a guitar-playing robot in configuration with a simplified electric guitar 
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Abstract: Presently, most of the research on vibration and shape control of slim structures by 
piezoelectric actuation is restricted to the systems in which the actuator or actuators are 
embedded in or bonded to the substrate. In the present contribution, two monolithic 
piezoceramic actuators are attached to the beam at discrete points. In such implementation, 
the actuators possessing flexural stiffness bend together with the structure. The applied design 
enhances the static performance in relation to the standard architecture and influences the 

natural vibrations of the structure. For the system with curved members because of the electric 
field loading, the equations of motion are linearized about the curvilinear equilibrium state. 
The governing equations of motion and boundary conditions are derived using extended 
variational Hamilton’s principle. Constitutive equations expressing the piezoelectric coupling 
between the electric and elastic fields, the von Kármán theory of moderately large rotations 
but small strains and the Euler–Bernoulli beam theory are used in the formulation. Due to the 
nonlinearity of the governing equations, their solutions are attempted by a regular perturbation 
technique leading to asymptotic expansions of displacements, internal forces and the natural 
vibration frequency. Numerical examples are presented, including how the geometrical 

nonlinearity is incorporated in the structure static and dynamic responses as a function of two 
main variables, the actuators offset distance and the electric field application. 

Keywords: piezoelectric actuation, shape control, nonlinear vibrations 

1. Introduction 

When an electric field having the opposite polarity and orientation in regard to the original 
polarization field is placed across the thickness of a uniform piezoceramic actuator, the piece expands 
in the transverse direction and, at same time contracts in the longitudinal direction, i.e. along the 
polarization axis. When the field is reversed, the motions are reversed, hence, as the piezo contractors 
are usually flat elements, their displacements, which occur perpendicularly to the polarization 
direction on the basis of the transverse piezoelectric effect, may be efficiently exploited for actuation 

purposes. This idea has been adopted for the shape and vibration control of a cantilevered beam 
shown in Fig. 1. The whole system that is composed of an aluminium beam and two contracting 
monolithic piezoceramic stripes with opposite polarity and voltage applied across the individual 
transducers, creates a compound bending actuator. Since the piezoceramics are discretely attached to 
the beam at its end, the static and dynamic response of such compound bender should be more evident 
than in the case when two layers of piezoceramic are bonded to a thin metal shim sandwiched in the 
middle. Piezoelectric ceramic transducers may be designed as multilayer elements. The multilayer 
elements, possessing larger cross-sectional area, generate higher forces and may be operated at a 

lower voltage. The enhanced control of beam's deflection with discretely attached piezoelectric strain 
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actuator was studied by Chaudry and Rogers [1]. Przybylski and Kuliński [2] observed the shape 

enhancement of an eccentrically loaded column using discretely mounted piezoelectric actuator.  
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Fig. 1. Compound bending actuator (a) and its cross-section (b) 

2. Problem statement 

When the piezo contracting actuators are coupled to the beam as in Fig. 1, the driving voltage 
leads to contraction of the upper ceramic and expansion of the other one, what creates a bending 
moment. The bending moment converts the small change in length into a large bending displacement 

perpendicular to the beam's axis. To prevent tensile stresses in the piezoceramics that may appear as a 
result of the contraction, a mechanical preload is proposed. Such actuator may be applied as a 
precision positioner, or may operate as a piezoelectric bending motor when the driving voltage will be 
applied at frequencies much higher than the mechanical resonance. The piezoelectric devices allow 
continuous smooth motion for unlimited travel, while maintaining high resolution and positioning 
accuracy [3]. 

Hence, the main objective of this paper is to demonstrate how distance d between piezoelectric 
stripes and the voltage applied to them affect both the static performance and the natural vibration 

frequency of this compound structure. A nonlinear model based on the von Kármán and Euler–
Benoulli beam theories has been derived to provide numerical analysis for reasonable explanations of 
the studied phenomena.  

The proposed design of compound piezoelectric bender may have a very wide area of applications. 
Comparing both the static and dynamic responses of the novel actuator and the classic bimorph, it has 
been proved, that application of smaller voltage is necessary to the former device to obtain demanded 
efficiency. The lack of bonding layer also improves the performance and reliability of the actuator. 
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Abstract: Energy harvesting provides a useful way to power electronic devices without using 

batteries or electrical wiring. Energy harvesting can be defined as the conversion of 

environmental energy, such as mechanical, thermal, light energies into usable electrical 
energy. Conventional mechanical energy harvesting devices use a line harvester to generate 

electricity through vibrations or other mechanical motion. However, linear generators 

generate significant power in a narrow band around resonance, and the power is limited by the 

internal damping factor and the driving force at the resonant frequency. Such devices 
implementing a linear (resonant) generator cannot generate sufficient specific power. 

In present paper the mechanical system is considered which consists of two coupled 

oscillators (nonlinear absorber connected with primary mass) and a piezoelectric element 

attached. Two goals are pursued: the mitigation of the responses of the main mass and 
maximizing the amount of energy extracted from vibrations. The influence of nonlinear 

stiffness's component is discussed. It is shown that the piezoelectric element allows the 

effective energy harvesting and at the same has very limited influence on reducing the 

amplitude of oscillations of the main mass. 

Keywords: electro-mechanical system, nonlinear absorber, external excitation. 

1. Introduction 

The energy harvesting in recent years has attracted increased attention from various disciplines [1-5], 
mainly due to its potential to act as a key technology that allows the creation of ultra-low-power 

electronic systems with autonomous power. Kinetic energy harvesters, also known as vibration power 

generators, are typically the inertial spring-mass systems. Electrical power is extracted by employing 

one or a combination of several transduction mechanisms. Normally, the transduction mechanisms are 
piezoelectric, electromagnetic or electrostatic. As most vibration power generators are resonant sys-

tems, they generate the maximum power in the vicinity of the resonant frequency. The piezoelectric 

energy harvesting remains one of the most widely researched harvesting method due to its ease of 

application and relatively high voltage output. In this report, an energy harvesting device based on a 
dynamic vibration absorber is studied to achieve two objectives: vibration suppression and energy 

harvesting in a wideband range. Models using various types of oscillations were considered by many 

researchers [6 - 8]. Among models considered are: a cantilever beam carrying a tip mass [9], tuned 

auxiliary structure [10], rotational motion system [11].  

                                                         
** Corresponding Author: natalie.loseva@gmail.com 
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2. Results and Discussion 

Consider a harmonically excited linear oscillator (primary system) coupled with a nonlinear absorber 

(secondary system or NDVA). The primary structure is assumed to be a single degree of freedom 
system which mass and stiffness are represented by m0 and k0, respectively, whereas the correspond-

ing notions for the energy harvesting DVA are ma and ka, respectively, and ca – damping coefficient. 

The electrical capacitance and resistance are denoted by Cp and Rl, respectively. The parameter θ 

characterizing the coupling between the electrical and mechanical parts of the harvester. The dynam-

ics of the system can be expressed by three coupled ordinary differential equations in the following 

form 

                                     m0ẍ0 - ca(ẋa - ẋ0)+k0x0 - ka
lin(xa - x0)+ka

nonlin(xa - x0)3=F0cosωt,                    (1) 

                                           maẍa+ca(ẋa - ẋ0)+ka
lin(xa - x0) - ka

nonlin(xa - x0)3- θv = 0,                          (2) 
                                                                  θ ẋa+ Cpv˙+v/Rl = 0.                                                        (3) 

where x0 and xa are the displacement of the primary mass and absorber mass, respectively. The volt-

age across the load resistor is denoted by v. 

The aim is to determine the parameters of the absorber and the piezoelectric element in such a way as, 
on the one hand, to ensure that the responses of the main system are minimized in the vicinity of the 

resonance, and on the other hand, to maximize the collection of energy. Generally speaking, the goals 

set are contradictory, so the task is to find some compromise. In this paper, we first establish 

acceptable limits for the system parameters, which guarantee a predetermined upper limit on the 
amplitude of the oscillation of the host system. Having thus obtained a certain region in the parameter 

space, we solve the second part of the problem to get the maximum benefit for the function V2/Rl. 

3. Concluding Remarks  

An electro-mechanical system consisting of a primary element, a dynamic absorber and a piezoelec-

tric element is considered. The goal is to reduce the vibration of the primary structure and at the same 

time collect the energy through the interaction of the host system and the vibration absorber. An 

analytical and numerical study of the dynamics of the system is carried out. 
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Abstract: As human beings, we have five basic senses: vision, hearing, balance, smell taste 

and touch. Hearing is one of the most important of them because it enables us to communicate 

with words and receive sound stimuli from the environment. For this reason it is one of the 

most difficult and complex systems in the human body to model as a mechanical system. 

Those models do not only help to recreate the phenomena that occur in the healthy ear, but al-

so in ears with pathologies. By means of mathematical or numerical models, it is possible to 

study the damaged hearing organ and therefore to take action making it possible to repair or 

improve audibility. In human middle ear many tendons and ligaments are located this is the 

reason why relaxation effect is taken into consideration and it may improve model of human 

middle ear. 

Keywords: middle ear, relaxation, ossicles vibrations 

1. Introduction 

The middle ear is one of the smallest biomechanical systems in the human body. Therefore a treat-

ment of the ear is especially demanding task. An implantable middle ear hearing device (IMEHD) is 

one of the most promising technique, used in clinical practice, to improve the hearing process [1]. To 

investigate the IMEHD, a 5-degree of freedom (6dof) model of lumped masses is proposed that is 

also verified by a finite element model. Moreover, a relaxation effect of tendons and ligaments is 

taken into consideration in order to explain its role in sound transfer process. A problem of relaxation 

in the human middle ear is marginally treated in literature. Due to stress caused by acoustic waves the 

eardrum vibrates and the middle ear bones are set in motion. Each of these bones is connected with 

the temporal bone by ligaments and tendons. Motion mentioned above is causing stretching and com-

pression in those tissues. Therefore it is necessary to study about the significance of the relaxation 

phenomenon in middle ear. 

 

2. Results and Discussion  

The model of intact human middle ear [Fig. 1a] was designed by 3D scanning of a human tem-

poral bone. The eardrum, the malleus, the incus and the stapes was separated and then they have been 

scanned. The obtained parts was connected each other in CAD software. Moreover, the ligaments and 

tendons were created in CAD and connected to the bones. A part imitating cochlea and it’s oval win-

dow was created  for connection of the stapedial annular ligament (SAL). 
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(a) 

 

(b) 

 

 

Fig. 1. 3D finite element model of intact human middle ear (a), lumped mass model of implanted middle ear. 

The most demanding aspect of Finite Elements Method modelling of the middle ear is determining 

the boundary conditions of the tendons and ligaments. Appropriate boundary conditions of the system 

allow for proper reproduction of the occurring movements in the middle ear as a result of being 

forced by an acoustic wave onto the eardrum. The FEM model is required to get  reference behaviour 

of the intact ossicular chain.  

Simultaneously, the lumped mass model of implanted middle ear (5 degree  of freedom), presented 

in Fig.1b was analysed to explore an influence of an middle ear implant and relaxation effect on 

sound transmission. 

In result, the relaxation effect can shift resonance of the middle ear. Considering a simplified 

three-mass system of intact middle ear which every mass corresponds to one ossicle (malleus, incus 

and stapes respectively), a shift of the second resonance can be observed as a consequence of relaxa-

tion. By increasing the adopted relaxation time, the shift enlarges and the amplitude decreases. Ex-

ceeding the specified value of the relaxation time, we do not get any further changes, however, when 

the relaxation time is short this effect is not negligible and brings significant changes. 

3. Concluding Remarks (10 point, bold) 
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Abstract: An essential element of the industry operating system is the chemical reactor the 

chemical sector employs of the potentially dangerous materials and processes. The chemical 

sector employs potentially dangerous materials and processes. Thus, negligence or misfortune 

can easily result in devastating consequences like human health, environment, economy, and 

the industry's reputation. Therefore, the vibration characterisation of this system is essential 

and directly associated with its physical properties such as mass, damping, and stiffness. The 

numerical model is based on the spectral element method, and numerical investigations are 

conducted regarding the effects of internal fluid on the reactor. This paper concerns the vibra-

tion characteristics of a tubular chemical reactor and its vibration signatures represented by 

the receptance response are used to characterise the reactor dynamic. 

Keywords: Tubular chemical reactor, Spectral element, Vibration signature. 

1. Introduction  

The chemical industry involves using processes such as chemical reactions and refining methods 

to produce a wide variety of solid, liquid, and gaseous materials covering many industrial sectors. An 

essential element of the industry operating system is the chemical reactor [1]. Food, pharmaceutical, 

pigment and polymers, cosmetics industries, wastewater treatment, oil refineries, etc., rely on indus-

trial chemical reactors.  

The chemical sector employs potentially dangerous materials and processes. Thus, negligence or 

misfortune can easily result in devastating consequences - damages to human health, environment, 

economy, and the industry's reputation [2,3]. Therefore, the verification of correct operation, fault 

finding, early detection and prevention of incidents, and especially the diagnosis and monitoring of 

the corresponding physical process are vital for the economic function of industrial production pro-

cesses. Therefore, monitoring the system with an efficient and low-cost procedure is a challenge 

because industries have to ensure the quality and the repeatability of the products. 

The vibration characterisation of this system is essential to understating structural behaviour, 

monitoring its integrity, and the chemical process. This paper is concerned with the vibration charac-

teristics of a tubular chemical reactor using the spectral element method [4]. Numerical investigations 

are conducted to characterise the tubular reactor's vibration signatures. 

2. Spectral model and Discussion  

The tubular chemical reactor is considered to be a pipeline structure with transverse and axial dis-

placements for the local coordinates represented by w(x, t) and u(x, t), respectively. Figure.1a-c illus-
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trate the chemical process where the reactor is inserted, the tubular reactor, and the pipeline element 

with respective displacement and nodal forces.  

 

 

 

 

 

(a) (b) (c) 

Fig. 1. Tubular reactor: a) chemical process[5]; b) Tubular reactor; c) Model including displacements and nodal 

force[4] . 

Pipeline governing equations in frequency domain considering the pressure and velocity of the in-

ternal fluid is expressed as [7],  

 

                                                     (1) 
 

where E, L, A, mp, Ip, N, FN, FT are Young's modulus, the length of pipeline element, the cross-

sectional area of pipeline, the pipeline mass per unit length, the second moment of the cross-sectional 

area, the axial tensile load, and flow-induced normal and tangential force, respectively. The spectral 

form of axial and vertical displacement solution is given by 

                                     ,                         (2) 
 

3. Final Remarks  

This paper treats the vibration characteristics of a tubular chemical reactor industry. Also, it pre-

sents the numerical model based on the spectral element method. The vibration signature can be used 

in the system analyses, check the chemical process, and monitor the reactor integrity. 
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Abstract: In the work, through analytical considerations, the peak efficiency of three different 

variants of galloping energy harvester was defined. For this purpose, the authorial method based 

on elliptic harmonic balance was employed, consisting of comparison of impossible to analyze, 

accurate high order solutions, and simplified solutions of a linearized model. Research has shown 

that the peak efficiency of the hardening and bistable devices is greater by 17% and 30% respec-

tively in regards to the linear device, while application of softening stiffness always leads to a loss 

of efficiency. 

Keywords: energy harvesting, galloping, nonlinear vibration, elliptic functions 

1. Introduction 

In the era of the idea of the Internet of Things, the desire of scientists, engineers, medics, and even 

not-professionals is to continuously measure countless physical phenomena that occur both in our 

surroundings and at great distances beyond direct human reach. This increases the requirements for 

measuring devices and thus for their power supply – if access to the operating device is limited, it 

may not be possible to route the power cables or periodically exchange the batteries. The solution to 

this problem may be the application of autonomous devices - equipped with their generator harvesting 

ambient energy. An example of such a generator is the galloping energy harvester (GEH) - the device 

that allows to harvest the energy of vibrations induced by the flow. 

In its simplest version, the GEH can be considered as a body (resonator) mounted on the elastic ele-

ment, coupled to the piezoelectric (Fig. 1.). If an appropriately shaped body is used, at a certain flow 

velocity, called the critical velocity, negative damping will be induced in the system and thus stability 

of the system will be lost. 

 
Fig. 1. Model of galloping energy harvester 
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One of the most important parameters describing energy generators is peak efficiency. In [1], the 

maximum efficiency was derived for the simplified linear GEH model, in which the harvested was 

defined as structural damping. In work [2], we confirm the validity of the obtained results also for the 

full electromechanical model. These results indicate that the peak efficiency of such a device depends 

only on the geometry of the resonator.  

 

2. Results and Discussion 

Employing the elliptic harmonics balance, the expressions describing the efficiency of various vari-

ants of devices were obtained as a function of the flow velocity in the form of , where 

 is the efficiency of linear device and  (Fig. 2) is the coefficient that de-

scribes the impact of nonlinearity on the efficiency of the device in function of the modulus of elliptic 

function . Depending on the nature of the nonlinearity, the value modulus is bounded in the follow-

ing ranges: for hardening stiffness , for softening stiffness  and for bistable 

system , it is therefore, possible to strictly determine the value of the  coefficient at 

extreme its extreme values. 

 
Fig. 1. Ψ values as a function of m for different R values and different stiffness variants: a) hardening, b) soften-

ing, c) bistable 

Based on the above information, it can be concluded that: a) the function   for the system with 

hardening stiffness depends on the values of the system parameters, but for the  it always 

has the same, maximum value , b) maximum value of  for the system with 

softening stiffness is reached for  and  therefore, the softening stiffness will lead to 

a decrease in peak efficiency, c) regardless of the system parameters, the peak value of  for the 

bistable system is .  
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Damping 
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Abstract: This study is concerned with the piecewise linear (PWL) dynamics of a cracked 

Euler-Bernoulli (E-B) beam with hysteretic damping. The mode 1 crack in the beam is 

modelled as a PWL spring at the crack location resulting in slope discontinuity during the 

crack opening. On crack closure, the frictional contact between the surfaces leads to forces 

that exhibit hysteresis and an empirical hysteretic damping model is incorporated. A semi-

analytical approach in evolved and we present some of the interesting results emerging in the 

forced dynamics 

Keywords: Nonlinear vibration, cracked beam, hysteretic damping, piecewise linear oscillator 

1. Introduction 

The presence of the crack in a structure affects its stiffness and dynamical characteristics. The 

opening/closing of the cracks leads to disparity in the interfacial stiffness, which is essentially 

nonlinear. The dynamical study of such structures is essential in engineering applications. Yokohama 

et al. [1] considered a modified line-spring model for a uniform E-B beam to study vibration 

characteristics. Abraham et al. [2] considered Timoshenko beam with a transverse crack to be of 

piecewise nature in the time domain incorporating dry friction at the crack interface. Chati et al. [3] 

considered bilinear frequency of the PWL model of the cracked beam and a PWL 2-DOF reduced 

model to study their dynamics. In addition to stiffness disparity, there is dissipation which can be 

nonlinear. Models based on the underlying dissipative mechanics are complicated, whereas the 

simpler low-dimensional models are empirical. Maiti et al. [4] studied the response of beams with 

internal dissipation modelled as the net averaged effect of a large number of randomly dispersed 

frictional microcracks incorporating hysteresis model. 

In this study we consider PWL spring at the location of the crack owing to a change in stiffness 

due to opening/closing of the crack. The energy dissipation during the crack closure is considered as 

hysteretic damping and is invoked in a piecewise form. General forcing is considered to study the 

effect of crack location, depth and the damping on the dynamics. This study considers semi-analytical 

approach, method of averaging and Galerkin’s method. 

2. Mathematical Model 

Consider a E-B beam with a crack modelled as two beams connected by a bilinear torsional spring 

at the crack location. The nondimensional equation of motion is 
 

𝑣𝑦𝑦𝑦𝑦 + 𝑣𝜏𝜏 + 𝑞𝑏,𝑦(𝑦, 𝜏) = 𝑓(𝑦, 𝜏) (1𝑎) 
 

where 0 ≤ 𝑦 ≤ 1 and the hysteretic damping is defined in the form 
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𝑞𝑏(𝑦, 𝜏) = {
𝜒𝜃(𝑒, 𝜏)𝑣𝑦𝑦(𝑦, 𝜏)𝛿(𝑦 − 𝑒), 𝑣𝑦𝑦(𝑒, 𝜏) ≥ 0 

0, 𝑣𝑦𝑦(𝑒, 𝜏) < 0

𝜃̇(𝑒, 𝜏) = 𝜅{𝜃𝑎 + 𝛽 sgn(𝑣𝑦𝑦𝑣̇𝑦𝑦) − 𝜃(𝑒, 𝜏)} |𝑣̇𝑦𝑦| (|𝑣𝑦𝑦| + 𝜀)⁄

 (1𝑏) 

Where 𝑣(𝑦, 𝜏) is the transverse displacement, 𝑒 is the crack location, 𝜒 is the damping parameter, 𝜃 is 

an internal variable and 𝜅, 𝜃𝑎, 𝛽, 𝜀 are constants governing the hysteretic damping behaviour [4]. The 

boundary conditions are, 𝑣(0, 𝜏) = 0; 𝑣𝑦(0, 𝜏) = 0; 𝑣𝑦𝑦(1, 𝜏) = 0; 𝑣𝑦𝑦𝑦(1, 𝜏) = 0; 𝑣(𝑒−, 𝜏) =

𝑣(𝑒+, 𝜏); 𝑣𝑦𝑦(𝑒−, 𝜏) = 𝑣𝑦𝑦(𝑒+, 𝜏); 𝑣𝑦𝑦𝑦(𝑒−, 𝜏) = 𝑣𝑦𝑦𝑦(𝑒+, 𝜏). The slope discontinuity is of the form, 

𝑣𝑦(𝑒+, 𝜏) − 𝑣𝑦(𝑒−, 𝜏)

𝑣𝑦𝑦(𝑒, 𝜏)
 =  {

𝛼1, 𝑣𝑦𝑦(𝑒, 𝜏) ≥ 0

𝛼2, 𝑣𝑦𝑦(𝑒, 𝜏) < 0
 (2) 

𝑣𝑦𝑦(𝑒, 𝜏) ≥ 0 implies crack closure and 𝛼1 = 0 resulting in slope continuity at 𝑦 = 𝑒 and hysteretic 

damping is active (ref. (1𝑏)). Whereas, 𝑣𝑦𝑦(𝑒, 𝜏) < 0 implies crack opening leading to slope 

discontinuity at 𝑦 = 𝑒 and hysteretic damping is inactive (ref. (1𝑏)). In the absence of dissipation, the 

equations of motion are solved in two regimes and the solutions are matched at the time instants when 

𝑣𝑦𝑦(𝑒, 𝜏) = 0. The normal mode solutions form the basis for the Galerkin’s method wherein the 

dissipation is introduced. 

3. Results and Concluding Remarks 

Undamped forced response for 𝑓(𝑦, 𝜏) = 𝑓0𝛿(𝑦 − 1) sin(Ω𝜏) is shown in Fig. 1 for varying Ω. For 

Ω = 𝜔1(𝛼1,2 = 0), the first mode (𝑖 = 1) of the crack closed configuration resonates, but it goes off 

resonance when 𝑣𝑦𝑦(𝑒, 𝜏) < 0 resulting in modulated response (Fig. 1a). However, when the 

excitation frequency is equal to the bilinear frequency  

𝜔𝑖(𝑏) = 2𝜔𝑖(𝛼1,2 = 0)𝜔𝑖(𝛼1,2 = 0.75) {𝜔𝑖(𝛼1,2 = 0) + 𝜔𝑖(𝛼1,2 = 0.75)}⁄ , one can observe that the 

response grows unbounded (Fig. 1b). This is for the first mode (𝑖 = 1) and a more detailed study 

incorporating the effect of hysteretic damping, prediction of modulation envelope for higher modes 

(𝑖 > 1) will be included in the full version paper. 

 

 
Fig. 1. Response 𝑣(1, 𝜏) for (a) Ω = 𝜔1(𝛼1,2 = 0), (b) Ω = 𝜔1(𝑏) for 𝑓 = 10−3, 𝛼1 = 0, 𝛼2 = 0.75, 𝑒 = 0.5 
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Abstract: Many physical and technical dynamical systems can be considered as a set of the 

coupled autogenerators in the first approximation. The nonlinear interaction dynamics of a 

system of the coupled autogenerators is studied. The  results an numerical analysis, 

modelling, processing and forecasting the nonlinear temporal dynamics of system of the cou-

pled semiconductor quantum generators (autogenerators) are presented, The advanced data on 

the fundamental topological and dynamical invariants (the correlation, embedding and 

Kaplan-Yorke dimensions, Lyapunov’s exponents, Kolmogorov entropy etc) of the system 

chaotic dynamics are listed.  For the firs time it has been developed an effective temporal 

evolutionary dynamics prediction model.   

Keywords: chaotic dynamics, system of the coupled autogenerators, dynamical and topological 

invariants 

1. Introduction. Nonlinear Dynamics of Chaotic Laser Diodes 

An experimental and theoretical study of the non-linear dynamical autogenerators systems attracts 

a great interest and importance in connection with aim to discover a dynamics with new fractal and 

deterministic chaos features (e.g. [1-3]). One of the important examples is system, which consists of 

autogenerators interacting with retarding. Many physical and technical systems such as multielement 

semiconductors and gas lasers, different radiotechnical devices and others can be considered as a set 

of the coupled autogenerators in the first approximation. The classical example is a set of two auto-

generators (semiconductor) quantum generators, coupled by means of the optical waveguide (e.g. 

[1,2]). In many papers (e.g. [1-3]) it has been numerically studied a regular and chaotic dynamics of 

the system of the Van-der-Poll autogenerators with a special kind of inter-oscillators interaction 

forces and with the finite time of the signals propagation.  

In our work it is performed an numerical analysis, modelling and forecasting the nonlinear 

temporal dynamics of system of the coupled semiconductor quantum generators (autogenerators) and 

obtained the total data on the fundamental topological and dynamical invariants of the system chaotic 

dynamics.   For system of the vibrating dipoles, situated in the points with coordinates  ri(I=1…N); 

and dipole moment vectors directed along axe z; di=(0,0,d),deixi  ( ei – effective charge of the  i –th 

dipole) the equation of motion can be written as follows:  

                                                
( ) ( )




••



•
•
••

−−=+−+
ll

llllllllllll txfxxxx 22
                                 (1) 
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where i are the eigen autovibration frequencies. The force in the right part describes an action on l–

th oscillator from the radiation field of other ones. The different determinations of a force and equa-

tions for calculation of the eigen frequencies are given in Refs. [1,2].  

2. Results and Discussion 

The results of application of the different mathematical numerical methods to characterize the dy-

namics of coupled semiconductor quantum generators and discover a presence of the deterministic 

chaos elements in the dynamics. The nonlinear analysis numerical techniques such as the autocorrela-

tion function and the Fourier power spectrum methods, the mutual information approach, the correla-

tion integral analysis and false nearest neighbour algorithms, the Lyapunov’s exponents and Kolmo-

gorov entropy analysis, surrogate data method (in versions [3-6]) are used for comprehensive charac-

terization, processing of the corresponding time series for the studied system. Table 1 summarizes the 

results of the Lyapunov exponent analysis as well as lists the values of the Kaplan-Yorke attractor 

dimension, K is the Kolmogorov entropy, and P is the average predictability. For the time series 

under consideration, there exist two positive exponents (indicating expansion along two directions) 

and two negative ones (indicating contraction along remaining directions).  

Table 1. Results of Lyapunov exponents analysis for amplitude level: 1−4 are the Lyapunov exponents in de-

scending order, dL is the Kaplan-Yorke attractor dimension, K is the Kolmogorov entropy, and P is the average 

predictability 

1 2 3 4 dL K P 

0.0082 0.0017 −0.0047 −0.0167 3.33 0.0094 124.3 

The Kaplan-Yorke dimension is equal to 3.33; this value is very close to the correlation dimension 

which was defined by the Grassberger-Procaccia algorithm [6]. The estimations of the Kolmogorov 

entropy and average predictability can show a limit, up to which the amplitude level data can be on 

average predicted. Surely, the important moment is a check of the statistical significance of results.   

3. Concluding Remarks 

To conlcude, the results of the computational analysis, modelling, processing and forecasting 

nonlinear dynamics of system of the coupled semiconductor quantum generators (autogenerators) are 

presented. The data on the topological and dynamic invariants are listed and analyzed.  
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Abstract: This study pertains to the dynamics of a rotating cylindrical shell and the effect of fol-

lower pressure force acting. We consider Donnell’s thin shell theory. The considered structure is 

gyroscopic and is acted upon by follower forces in the form of pressure. The presence of this non-

conservative force in this gyroscopic system exhibits interesting dynamical behavior and this ab-

stract provides an overview.  

Keywords: Donnell’s shell theory, critical speed, gyroscopic system, follower forces 

1. Introduction  

Thin cylindrical structures are one of the most significant and widely utilised components in various 

industrial applications such as the aviation industry, electrical system, pressure vessels, nuclear indus-

try and offshore excavation sites. The wide range of applicability of thin cylindrical structures has 

compelled several authors to study their dynamics in the past. In several applications associated with 

the offshore oil mining industry, biological industry [1], the thin cylindrical structures undergo pres-

sure loading, and in some applications (offshore drilling), they experience continuous rotation. Hence, 

the study of the dynamic behaviour of the rotating shell is relevant. 

In the past, several researchers have investigated the dynamics of a thin rotating cylinder. Recent 

studies by Carrera et. al. [2] consider vibration analysis of cylindrical shells using a refined beam 

model resulting in accurate results for lower frequencies. The accuracy for higher frequencies can be 

further increased by using a three-dimensional cylindrical shell model. In the past, a numerical study 

of three-dimensional cylindrical shell based on hierarchical finite element model of a non-rotating 

thin cylinder has been carried out by Paulo et. al. [3], where higher-order modes have been analysed 

using a set of reduced-order equations. By considering Donnell's thin shell model, Alujevic et. al. [4] 

and Ng et. al. [5] have studied the effect of cylinder rotation on the normal modes. 

In several applications, pressurised shells are used, where the shell displacements become finite in 

amplitude resulting in displacement dependent pressure load [6]. We herein consider the free and 

forced dynamics of a thin rotating (angular velocity Ω about 𝑥 axis) cylindrical shell of length 𝐿, 

radius 𝑅, thickness 𝑡 and with a constant internal pressure 𝑝. The constant pressure load is modelled 

as a displacement dependent pressure load [6]. The nondimensional equations of motion invoking the 

Donnell Mushtari’s shell theory is given by 
 

𝑢𝑥𝑥 + (
1 −  𝜇

2
) 𝑢𝜃𝜃 + (

1 + 𝜇

2
) 𝑣𝑥𝜃 + 𝜇𝑤𝑥 + Ω2(𝑢𝜃𝜃 − 𝑤𝑥) −

𝑝

𝛽
𝑤𝑥 = 𝑢𝑡𝑡 (1𝑎) 

(
1

2
+

𝛽2

24
) (1 − 𝜇)𝑣𝑥𝑥 + (1 +

𝛽2

12
) 𝑣𝜃𝜃 −

𝛽2

12
𝑤3𝜃 − 

𝛽2

12
𝑤𝑥𝑥𝜃 + (

1 + 𝜇

2
) 𝑢𝑥𝜃 + 𝑤𝜃 + 𝑣Ω2 + 2Ω𝑤𝑡

+ Ω2𝑢𝑥𝜃 −
𝑝

𝛽
𝑤𝜃 = 𝑣𝑡𝑡 

(1𝑏) 

−
𝛽2

12
𝑤4𝑥 −

𝛽2

12
𝑤4𝜃 +

𝛽2

12
𝑣𝜃𝜃𝜃 − 

𝛽2

6
𝑤𝑥𝑥𝜃𝜃 +

𝛽2

12
𝑣𝑥𝑥𝜃 − 𝜇𝑢𝑥 − 𝑣𝜃 − 𝑤 + 𝑤Ω2 − 2Ω𝑣𝑡

+ Ω2(−𝑣𝜃 + 𝑤𝜃𝜃) +
𝑝

𝛽
(1 + 𝑢𝑥 + 𝑣𝜃 + 𝑤) = 𝑤𝑡𝑡 

(1𝑐) 
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Where 𝑢, 𝑣, 𝑤 are the shell deformations in 𝑥, 𝜃 and 𝑟 directions respectively, 𝜇 is Poisson’s ratio, 

𝛽 = ℎ/𝑅 and 𝑓𝜃𝜃𝜃𝜃 = 𝜕4𝑓 𝜕𝜃4⁄ . The boundary conditions considered in here are simply supported. 

2. Results and Discussions  

In this study, the variation of natural frequency 𝜔(𝑚,𝑛) of the cylindrical shell with angular velocity 

and internal pressure is studied, where 𝑚 is the number of half waves in axial direction and 𝑛 is the 

number of circumferential waves. For the first circumferential mode i.e., 𝑛 = 1, the natural frequency 

becomes zero for specific angular velocities, which are the critical speeds. In contrast, 𝑛 ≠ 1 does not 

exhibit such critical speeds. For 𝑚 = 1, 𝑛 =  1 an increase in pressure increases the critical speed as 

shown in Fig. 2a. In contrast, for 𝑚 = 1, 𝑛 = 2, no such critical speeds are observed in Fig. 2b. As 

observable, the follower pressure force has a significant effect of the natural frequencies. 

 

Fig.1 Kinematic description of the 

cylindrical shell 

Fig. 2. Normalized angular velocity v/s normalized natural frequency 

for varying pressure for (a) 𝑚 = 1, 𝑛 = 1 (b) 𝑚 = 1, 𝑛 = 2, 𝜔0
(𝑚,𝑛)

 is 

the natural frequency for Ω = 0. 𝜇 = 0.3, 𝛽 = 0.02, 𝛼 = 6. 

3. Concluding Remarks 

In this work, we study the effects of internal pressure and angular velocity on the normal modes 

of the thin rotating cylindrical shell. Exact analytic solutions for the vibrations of a cylindrical shell 

with simply supported boundary conditions are obtained. It is found that for the modes with 𝑛 = 1, a 

critical speed is obtained, which results in a zero natural frequency. It is observed that the critical 

speed increases with increase in internal pressure. A complete analysis will be reported in the full 

version of the paper. 
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Abstract: This article presents numerical calculations of target strength using FEM with far 

field equations. First a comparison between FEM with far field equations and FastBEM is 

made to show that the former can be used for a large-scale acoustical calculations. Then cal-

culations of monostatic and bistatic target strength using different boundary conditions for 

several models from Benchmark Target Strength Simulation workshop are shown. Finally 

some of the results are compared to the results of the same calculations done by different sci-

ence centres using different methods. 

Keywords: Target Strength, FEM, FastBEM 

1. Introduction 

The acoustic field that exists in the sea or ocean comprises natural and artificial sources with wide 

range of frequencies – from fractions of hertz up to few hundred kilohertz [1, 2]. The artificial dis-

turbances contain a number of discrete components originating from the submarines and ship’s hull 

and equipment connected to hull. Structure vibrations and structural noise may be reduced by passive 

and active isolation, by passive and active vibration and sound absorbers or by active control [3] 

or changing the characteristics of radiated sounds.  

Around year 2001 an idea was conceived for cooperation of various European science centres in 

developing a generic submarine model (nicknamed BeTSSi – Benchmark Target Strength Simulation) 

[4, 5]. Some time ago a second BeTSSi was appointed. This time the intention was to evaluate the 

performance of different numerical methods the participants used and developed over last decade. 

The aim of this paper was to test whether a FEM model with the far field equations could be used 

for modelling Target Strength of an object from a large distance (normally impossible to model by 

using pure FEM). Preliminary results are compared to results when using BEM and then the results 

are confronted with similar models made by different scientific teams from several European research 

centres. 

 

2. Results and Discussion 

For target strength (TS) calculations we used BeTTSi model 1 and 2. Model 1 has a very simple 

geometry and was already used for the comparison between FEM with far field equations and Fast 

BEM. Model 2 has a more complex geometry which should be more useful when comparing the 

results with other science centres. 
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For TS calculations both models were modelled using element size of 0.2 m, which allowed for 

balance between accuracy and time needed for calculations. Calculations of TS were performed for 

the frequency of 1 and 3 kHz. Types of analyses included Monostatic and Bistatic (source located at 

an angle of 240° and 300°) TS calculations for both Hardwalled (HWBC) and Real Boundary Condi-

tions (RBC). 

Fig. 1 presents a comparison of calculated bistatic (BS) TS α=240° with hard walled boundary 

conditions for different science centres. It can be seen that the results obtained using FEM with far 

field equations are very similar to those obtained using different methods. A bistatic target strength 

calculations were chosen for this comparison, because of the better angular resolution of the results. 

Hard walled boundary conditions were chosen because with full reflection the differences resulting 

from using different calculation methods should be smaller. 

 

Fig. 1. Comparison of a BS TS for model 1, α=240° with HWBC between different science centres. 

3. Concluding Remarks 

Obtained results for target strength calculation when using FEM with far field equations are simi-

lar to those from other science centres (and different methods). But it should be noted that for higher 

frequencies a smaller size of elements would be needed which in turn could significantly increase 

calculation time (especially for the monostatic target strength as it requires a separate calculation for 

each position of the source). 
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Abstract: Dynamics of a cantilevered pipe conveying fluid has been studied for a long time. When 

the flow velocity exceeds a certain value, the damping ratio of a certain mode becomes negative. 

Long term efforts have been poured to the post-critical dynamical behavior by many researchers. As 

the flow velocity is increased further, another mode can also experience an oscillatory instability. In 

such situations, we have to consider nonlinear modal interactions to clarify the evolutions of the 

amplitudes of unstable modes. In this study, we consider the non-planar oscillations of a cantilevered 

fluid conveying pipe with an end mass. We focus on the nonlinear interactions of two unstable oscil-

latory modes. The amplitude equations are derived and nonlinear analyses are conducted. It is clari-

fied that some types of non-planar motions can be produced due to nonlinear interactions of two 

different unstable modes. Moreover, experiments were conducted to verify the theoretical predictions. 

In experiments, we observed some non-planar motions that show qualitatively good agreement with 

the theory. 

Keywords: Non-planar motion, Pipe conveying fluid, Double Hopf bifurcation 

1. Introduction  

High-codimensional bifurcations have attracted the interest in many researchers. Dynamics of a 

cantilevered pipe conveying fluid is a typical problem of dynamic instabilities in continuous 

systems[1]. From the linear stability analyses, in a certain parmeter regions, it is expected that double 

Hopf bifurcation becomes a problem. At the double Hopf bifurcating point, the linear system has two 

pairs of eigenvalues mi , ni  ( m n  ). In such situations, we have to consider nonlinear modal 

interactions to clarify the evolutions of the amplitudes of unstable modes. In the prevoius study[2], we 

consider the Hopf-Hopf interactions of unstable modes in a plane. In this study, we consider the non-

planar oscillations of a cantilevered fluid conveying pipe with an end mass. We focus on the 

nonlinear interactions of two unstable oscillatory modes. The amplitude equations of non-planar 

mixed modal oscillations are derived from the non-selfadjoint partial differential equations and their 

bounday conditions. From the nonlinear analyses, it is clarified that mixed modal non-planar motions 

can be produced due to nonlinear interactions of two different unstable modes. Moreover, 

experiments were conducted to verify the theoretical predictions. In experiments, we observed some 

non-planar motions that show qualitatively good agreement with the theory. 
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2. Results and Discussion  

Figure 1 shows the analytical model of non-planar self-excited pipe vibration. Pipe is hung vertically 

under the gravity and the lumped mass is attached at the lower free end. From the linear stability 

analyses, in a certain range of parameters, it is confirmed that second and third modes become 

simultaneously unstable. Let Ai and Bi be the complex amplitudes of the unstable two modes in X-Y 

plane and X-Z plane, respectively (i =2, 3). We derive evolutinal equations of copmplex amplitude 

equations as follows: 

   
2 2 2 2 2

2 2 12 2 22 3 32 2 42 3 2 52 2 2 62 3 3 72 3 3 2iA A A B B A A B A B A B B                       (1) 

where 
2i is the linear damping ratio. Evolutional equations of A3, B2 and B3 are writen in 

the similar manner. From the nonlinear analyses, it is clarified that mixed modal non-planar 

motions can be produced due to nonlinear interactions of two different unstable modes. 
 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Analytical model                   Fig. 2. (a) Experimental set-up, (b) Non-planar motion 

Experiments were conducted to verify the theoretical results. Figure 2(a) shows the experimental set-

up. We used the image processing system to conduct three-dimensional measurements of pipe vibra-

tions. Figure 2(b) shows the non-planar mixed modal pipe vibrations. Frequency of v is almost twice 

the frequency of w. We also observed some complex non-planar motions in experiments.  

3. Concluding Remarks 

We consider the non-planar oscillations of a cantilevered pipe conveying fluid. In particular, we focus 

on the nonlinear interactions between two unstable oscillatory modes. First, we derive the complex 

amplitude equations. It is clarified from nonlinear analyses that mixed modal non-planar motions can 

be produced due to nonlinear interactions of two different unstable modes. Second, experiments were 

conducted to verify the theoretical results. Some non-planar motions due to two unstable modes were 

obserbved. Theoretical results qualitatively give a good account of the typical feqtures of non-planar 

mixed modal self-excited oscillations. 
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