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Abstract. This paper presents a novel method of evaluating semantic simi-
larity by means of path analysis in RDF databases. Similarity is calculated
by assignining each property (predicate in RDF terms) a weight, which is
found using a genetic optimization algorithm. Presented method exhibits an
advatage over existing methods, because of its flexibility and the fact that no
prior knowledge of a particular database is necessary. This paper also
presents an exemplary application of the method - recommendation engine.
Proposed method is applied to a well known problem - music recommenda-
tion based on DBPedia. Results obtained in the experiment positively verify
its advanntages and usefulness.
Keywords: RDF, Graph Databases, DBPedia, Genetic Algorithms, Path Anal-
ysis, Similarity.

1. Introduction

Computing semantic similarity is an interesting problem, with applications
in several domains, like recommendation systems, knowledge mining, knowledge
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Figure 1. RDF triplet: object, predicate (property), subject

represenation and search algorithms. This paper presents a new method of comput-
ing semantic similarity by means of path analysis in RDF databases. Introduction
to RDF is given in section 2 (e.g. see [1]). Computing semantic distance based on
information from such databases is a recent research area (e.g. see [2, 3, 4], since
huge amount of data is available in an LinkedData database [5]. An introduction
to RDF is given in section 2. This paper presents methods of computing seman-
tic similarity using path analysis in RDF databases, and proposes a novel method,
based on genetic optimization of weights assigned to properties (edges) in paths
between objects (section 3).

Application of proposed method to an area of item-based recommendation fol-
lows in section 3.3. Again, applying data from RDF to this field has been widely
studied as well. Authors in [6, 7] discuss the usability and problems of using
LinkedData in this domain.

Proposed method is used in item-based recommendation system [8], see sec-
tion 3.3. Results of a concrete use-case of the proposed method, music recommen-
dation using DBPedia, are discussed in detail in secion 4.

2. Evaluation of semantic similarity using RDF databases

This section gives an introduction to the RDF databases and presents possi-
bilities of how to compute semantic similarity based on analysis of paths between
objects.

2.1. RDF paths

RDF is a standarized data model designed to ease the exchange of information
in the World Wide Web. Using RDF it is easy to seamlessly merge information
from different sources, even if underlying database schemas are different [1]. RDF
organizes data in triplets: subject, predicate and object. And object (last element)
of one triplet can be a subject of a different triplet, which makes the data from an
RDF database form a directed graph (see Figures 1 and 2)



Lukasz Strobin, Adam Niewiadomski 139

Figure 2. An example of a graph based on RDF [9]

Figure 3. Example path between objects A and C

Since data in an RDF database forms a directed graph, paths may exist between
two object from the database. These paths can be subject to further analysis. As an
example, a path between object A and object C is shown in Figure 3.

An important factor about RDF data should be considered - one object may
have more properties than other object (this can be compared to article length in
Wikipedia). An object centrality is defined as the number of properties an object
has. This characteristic is important for evaluating semantic similarity, and will be
used in section 3.

2.2. Similarity evaluation using RDF path analysis

The simplest method of path analysis (originating in graph theory) is to calcu-
late the similarity as a inverse of a length of a shortest path, which is expressed by
equation 1 (e.g. see [10]).

S (A, B) =
1

min(li)
(1)

where S is similarity between objects A and B, and li is the path length
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However such simple analysis is not relevant to the characteristics of a typi-
cal RDF database. According to eq. 1, the similarity between two objects in the
database does not depend on the number of paths of given length. Similarity eval-
uation should differentiate if there is one or a hundred paths of the same length.

Another approach of measuring distance using data in LinkedData is in given
in [6], eq. 2. Here, the distance measurement is based on links, and the weight as-
signedd to a link type is based on the frequency of its occurence - if a certain link
type exist rarely, it is regarded as more important, hence weight assigned to it is
higher.

LDS D(a, b) =
1

1 +
∑

i
Dd(li,ra,rb)

1+log(Dd(li,ra,n)) +
Dd(li,ra,rb)

1+log(Dd(li,rb,n))

(2)

However, method expressed in equation 2 is completely agnostic of the links
types present between resources.

Another method of path analysis is presented in [11]. Each predicate has an
assigned weight corresponding to the importance of a given property in a domain
(e.g. music). For every path the weights of all predicates are summed. Also, since
the number of paths increases with increate of a path length, authors of [11] pro-
pose to divide a sum obtained for each path by the path length raised to the power
of 3. This method can be summarized by equation 3 shown below. Equation 3 is
introduced by the author of this paper, because in [11] only a computation algo-
rithm is given. Eq. 3 presentes a method of measuring relatedness measure based
on path analysis, while eq. 4 normalizes this measure to interval [0, 1].

M(A, B) =

nAB∑
i=1

(

∑li
j=1 wi j

(li)3 ) (3)

S (A, B) =
1

1 + M(A, B)
(4)

where nAB is a number of paths, i is path index, li is path i’s length (number
of edges in path), and w to wi j the weight of property in position j in path i (e.g
weight equal to 3 for property color).

However, this method has three main disadvantages:

• necessity to manually define weights for properties, e.q. an expert in the
given field, and in the used database (which properties are present, and how
many of them, etc) must evaluate each problem
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• hard to predict results, because weights are assigned arbitrarily, without
analysis of the structure of data in the database (for example, number of
paths). Also the fact that weight sum for each path is divided by path length
to the power 3 is a general choice, not tailored for a particular case

• some objects in the database may be better described than others, which
means some objects may have more properties. It follows that more paths
may exist between two objects not becasue they are more related to each
other, but because there objects have more properties associated with them

Because of these disadvantages a different method for path analysis is pro-
posed, which is described in section 3.

3. Proposed method: RDF path analysis using genetic algo-
rithms

The main idea presented in this chapter is inspired by the method presented in
[11] (see equation 3), but addresses the disadvantages listed in section 2.2. Instead
of using fixed predefined parameters, all are found using a genetic optimization
algorithm. Additionally, object cetrality (see section 2.1) is incorporated into the
equation, so the calcuated relatedness is not higher just because there are more
properties describing an object.

3.1. Advantages of using genetic optimization for path analysis

The main contributions of the proposed method are listed below.

Automatic property and weight association No weights or properties (pred-
icates) have to be set ad-hoc (manually preset by an expert). Instead, necessary
function parameters are found using a genetic optimization algorithm, optimized
on the basis of a training vector (a set of pairs with associated similarity). Thanks
to this approach, there is no need to analyze what properties are important and with
what weight.
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Different weights of properties for different path lengths Properties (pred-
icates) in each path length are treated independenly for evey path length. This
means that the property may have different weights for different path length.

Associating weights to path lengths Weights are also asssigned for path lengts,
which means that the method automatically detects which path lengths are most
useful for relatedness calculation (e.g. it may turn out that paths of length 4 or
more are useless for evaluation of similarity)

Incorporating object centrality into relatedness calculation As stated in pre-
vious chapter, existing methods of path analysis for RDF databases do not take the
number of properties for an object into consideration, which leads to higher sim-
ilarity between objects that are better described in the database. In the proposed
method, each calcuated path weight is divided by an average of ’object centrality’
(see section 2.1) of two analyzed objects

3.2. Two-phase genetic optimization of function parameters

Equation 5 presents the function used to evaluate relatedness measure based
on path analysis between two objects in an RDF database. Eq. 6 normalizes this
measure to ensure that similarity values are in the interval [0, 1].

M(A, B) =

nA,B∑
i=1

wP
li (

∑li
j=1 wE

li
(PE

i ( j))

c
li
2
A,B

) (5)

S (A, B) =
1

1 + M(A, B)
(6)

where:
- li is the path length (number of properties in a path),
- nA,B is the number of paths between object A and B,
- wP

li
is the weight assigned to a path length li,

- PE
i is the path with index i,

- PE
i ( j) is the property at index j of the path PE

i , ( j = 1, 2, ..li)
- wE

li
(PE

i ( j)) is the weight assigned to a property n the jth position in path for path
length li
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- cA,B is the mean object centrality of A and B

All required parameters are found using a two-phase genetic algorithm [12].Therefore
a training vector stating the similarity between objects ai and bi is required. Each
element in the training vector has the composition (s is similarity) < ai, bi, si >.
Such general training vector U is shown in equation 7:

U = {< a1, b1, s1 >, < a2, b2, s2 >, ..., < an, bn, sn >} (7)

Phase 1 The first phase of the genetic optimization algorithm is to find the
weights for properties, so the parameters denoted by wE

i in equation 5. Note that
this optimization phase has to be done each time for each path length that is con-
sidered.
Therefore, in phase 1 of the genetic optimization algorithm the chromosome has
the following form:

chr = {〈p1,wE
1 〉, 〈p2,wE

2 〉, ..., 〈pi,wE
i 〉} (8)

Fitness function of the genetic algorithm is defined as minimalization of a
variance between obtained similarity values and similarity values given in training
vector U.

f f (chr) =

|U |∑
i=1

(U(ai, bi) − S j
chrk

(ai, bi))2 (9)

where:
- U(ai, bi) is the similarity from the training vector U for objects ai and bi

- S j
chrk

(ai, bi) is the calculated similarity values using function parameters from
chromosome chrk. Note that only one path length j is taken into cosideration in
this case.

Phase 2 The second phase of the optimization algorithm is to find the weights of
the path lengths, so the parameters denoted by wP from equation 5. Therefore, the
chromosome has the following form:

chr = {〈len1,wP
1 〉, 〈len2,w

p
2〉, ..., 〈leni,wP

i 〉} (10)
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where:
- leni is the path length for which the weight has to be found

The fitness function for the second phase of optimization is defined the same
as for the first phase, so by equation 9. Again the training vector U is used, and the
function parameters wE

i found in phase 1.

3.3. Application area: item-based recommendation

The proposed method of evaluating of similarity can be used in several areas.
In this paper the application of evaluated simiarity for computing recommendation
is described.

A set of objects from which the recommendations will be generated is given
and is denoted as T (its elements are denoted as Ti). A specified number of ele-
ments from T is returned as the result of recommendation. Input to the recomme-
dation engine is a set of items a user has graded. Such input set is denoted as S .
An input pair (denoted by P) composes of an item (denoted by Item) and a grade
(denoted by g)

Pi = 〈Itemi, gi〉

S = {P1, P2, ..., Pn}

For every element in T (set from which elements are recommended), the rec-
ommendation measure is calculated. Recommendation measure (denoted as Mi) is
a weighted sum of similarity of items in Ti to all elements from the input set (EI),
where the weight is the grade (gi):

M(Ti) =

∑|S |
j=1 S (Ti, P j) × g j∑|S |

i=1 g j
(11)

n elements from set T with the highest recommendation measure M are recom-
mended.
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Figure 4. Some example paths of length 2 between bands Metallica (left side of
the table) and Megadeth (right side of the table)

4. Case study - music recommendation using DBPedia

This section presents an example of application of proposed method for mu-
sic recommendation using DBPedia. Firstly a the process of optimization, training
data and obtained parameters is presented, afterwards a subset of obtained results
are shown.

DBPedia is an extraction of structured information from Wikipedia’s Infoboxes,
which contain some data organized in the form key-value [13]. The main idea of
DBPedia was that articles in Wikipedia are not easily processed by an artificial
intelligence, while RDF is [14]. Therefore, this RDF database was used for the
purpose of music recommendation, as in [2, 3, 4].

4.1. Evaluation of function parameters for similarity between musical
artists

Paths between musical artists were extracted using an automatic generation of
SPARQL queries, which were excuted in DBPedia’s SPARQL endpoint. For each
path length a set of queries had to be generated (section 2.1). As an example, some
paths of lenght 2 for bands Metallica and Megadeth is shown in Figure 4.

Training set - LastFM extract Training set was obtained by extracting data
from lastfm.com by means of a web crawler written in Selenium2 framework.
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Table 1. LastFM class mapping
LastFM class associated sim-

ilarity value
Super similarity 0.95
Very high similarity 0.85
High similarity 0.75
Medium similarity 0.6
Lower similarity 0.4
Dissimilar 0

LastFM offers a possibility to get list bands that are similar to a given band. Sim-
ilarity is given in 5 classes: Super similarity, Very high similarity, High similar-
ity, Medium similarity and Lower similarity. For each of these classes a related-
ness from a range 0-1 was associated. Additionally to 5 similarity classes given in
LastFM, class called ’dissimilar’ was introduced. This class to similarity mapping
is presented in Table 1. The training set extracted from LastFM composed of 550
triplets.

Obtained function parameters for music similarity Table 2 presents some ex-
tracted properties and obtained weights for different path lengths, while table 3
show weights for path lengths

4.2. Evaluated similarity and recommendations

This section presents results for computation of semantic similarity between
musical bands. Firstly, evaluated similarity from a well known musical artist, Ri-
hanna, between other artists is presented (Table 4). Secondly, computed recomme-
dations for a different set of bands is shown (Tables 5, 6). There were two groups
of bands: input bands (set S , see section 3.3) ,composed of 3 bands (Metallica,
Megadeth and Slayer) and target bands, composed of 200 bands (set T , see section
3.3). For every band from the input set a grade was assigned (see equation 11).
Elements that exist in S are removed from T before starting computing recommen-
dation.

Table 6 shows the generated recommendations for the input bands set and cal-
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Table 2. Obtained weights for properties for given path length
path length property (predicate) weight

1 ontology/associatedMusicalArtist 22305
ontology/associatedBand 165984
property/associatedActs 110834

2 property/pastMembers 37
ontology/formerBandMember 0
property/currentMembers 1736
background 9970
genre 365
property/associatedActs 890
terms/subject 8588
ontology/bandMember 2530
ontology/associatedMusicalArtist 596
property/genre 241
ontology/recordLabel 9994
property/background 9999
type 5403
associatedBand 170

3 ... ...
... ...

Table 3. Obtained path weights
path length weight

1 0.01
2 0.67
3 0.29
4 0.03

culated recommendation measure (see section 3.3)
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Table 4. Evaluated similarity from band Rihanna to other artists
artist1 artist2 similarity

Rihanna Sean Paul 0.63
Lady Gaga 0.56
Britney Spears 0.48
50 Cent 0.43
Slayer 0.32
Iron Maiden 0.03
Sepultura 0
Megadeth 0
Pantera 0

Table 5. Input bands with grades, and evaluated similarity
input band (Pi) grade (gi) for P1 second band (Ti) similarity R(Pi, Ti)

Megadeth 9 MD.45 0.96
9 Kreator 0.86
9 Iron Maiden 0.85
9 ... ...

Metallica 8 Guns n’ roses 0.93
8 Iron Maiden 0.91
8 Machine Head 0.86
8 ... ...

Slayer 7 Exodus 0.92
7 Kreator 0.89
7 Pantera 0.83
7 ... ...

4.3. Results discussion

As can be seen from section 4.1, weights calculated for particular properties
may be surprising. Take for example the ’genre’ property (from Table 2). Weight
obtained for this property is very low (for both property types, ontology and prop-
erty), while it could be expected that it is an important factor indicating if bands are
similar or not (as assumed in [11]). The same conclusion can be applied to another
property, ontology/associatedMusicalArtist for path length 2 - obtained weight is
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Table 6. A subset of computed recommendations
recommended band Ti recommendation measure M(Ti)

Iron Maiden 0.87
Kreator 0.821
MD.45 0.713

... ...

small, but it could be expected that the weight would be high. The reason for such
behavior is the construction of the database, and the number of properties objects
have. This proves the advantage of optimizing weights other than using pre-defined
ones - the database structure is unexpected, and assigning high weights to proper-
ties which may be regarded as important my not yield desired results.

An important conclusion can be drawn from Table 3 - the most relevant paths
to analyze are paths of weight 2 and 3, while paths of length 1 and 4 can actually
be neglected. The main reson why paths of length 1 are not informative is that
there may actually be one type of path between such bands - associatedBand and
alike. The number of such connections in the database is small, therefore this in-
formation is unreliable. Also, such connection cannot have assigned proper weight
- it either is present or not. On the other hand, the main reason why paths of length
4 are not informative is that there is a lot of information noise in this case, and
objects may be connected by very unmeaningful paths. The number of paths of
length 4 between bands is very high, and the paths are often composed of some
uninformative elements (e.g. ’locale_US’).

Results in section 4.2 shows that the obtained results are meaningful. In Table
4 bands are sorted from most to least related. As can be seen in the table, there is
only one partially wrong result - calculated similarity between artists Rihanna and
Slayer is about 3, while it should be 0.

As presented in Tables 5 and 6, recommendation engine works properly. Based
on out input set, so bands Megadeth, Metallica and Slayer, the top 3 of the recomm-
ended bands are Iron Maiden, Kreator and MD.45, which are of a very similar
genre and music type.
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5. Conclusions

This paper shows that data presented in RDF can be succesfully analyzed by
means of adaptive path analysis. Paths were analyzed by assigning weights for
different properties (predicates) in the graph. While such path analysis is not a
new concept, this paper presents a method of genetic optimization of the assigned
weights, based on a training vector. It was shown that such approach has two main
adavantages: flexibility (the same algorithms can be used for any RDF database)
and automation (only a training set is required, no weights or other function pa-
rameters have to be assigned manually). It is shown how such semantic relatedness
can be used for computing recommendations.

A case study of computing relatedness and recommendation in the domain
of music prooves usefulness of the proposed method. Obtained results, especially
surprising weights of some properties (e.g. very low weight of ’genre’ property),
prove that is normally impossible to properly assign such weights manually.

Continuation of research may be focused on futher analysis of results (e.g.
usability of function parameters in different domains), using more sophisticated
genetic algorithms (like Hierachical Fair Competion, [15]) and investigating other
methods of intelligent path analysis.
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