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Abstract. In the paper, the roles of intelligence, knowledge, learning and wisdom are discussed in the context of image content understanding. The known model of automatic image understanding is extended by the role of learning. References to example implementations are also given.
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1. Introduction

Automatic analysis of images has a long history. A lot of methods based on diverse approaches have been described in the literature; they usually operate on a pixel level. The problem becomes more difficult if the question about the image content needs to be answered. In this paper, we address the relation between the concept of automatic image understanding [1] the conditions that need to be fulfilled for the system to be called artificially intelligent [10].
2. Basic concepts

Let us start with the general question what by definition \textit{intelligence}, \textit{artificial intelligence}, \textit{knowledge}, \textit{understanding}, and \textit{wisdom} are. We are interested in explaining what the above named concepts mean for image understanding and creating the basic paradigm for automatic image understanding.

\textit{Intelligence}: a specific set of mind capabilities which allow the individual to use the acquired knowledge efficiently and to behave appropriately in the presence of new tasks and living conditions [1].

The encyclopedia refers the reader to the term \textit{thinking}, which is defined as any sequence of conscious psychological processes, in other words \textit{the activity of mind} which takes place only when the individual comes across a situation requiring a certain task to be solved (either theoretically or practically) to which he has no ready solution, either instinctive or learned. Thus, it is an active cognitive process within which determination of dependencies between the elements of the reality under examination makes it possible to solve a problem faced by the thinking individual. The nature of the activity of the cerebral cortex is defined as analytical-synthetical. What is specially strongly emphasised is the connection between thinking and speaking (language), as the development of either of these abilities is believed to be impossible in separation from the other.

Kernels of the definition of human intelligence are:

\textit{Intelligence} is a human mind capability; it integrates instinct and thinking; it uses primitive and acquired knowledge; it allows solving of new problems.

\textit{Knowledge}: awareness or familiarity gained by experience; a theoretical or practical understanding of a subject [2].

\textit{Understanding}: perceiving the meaning of something; perceiving the significance or explanation or cause of something [2].

\textit{Wisdom}: experience and knowledge together with the power of applying them critically or practically [2].

If we aim to create something that is artificial, then, according to [2], our aspiration is to imitate the natural original. Here, we aim at the construction of a machine or another system which in some in a sense manifests intelligence and is able to solve problems for which we use our knowledge, understanding and experience. By analogy to the definition of human intelligence, we can argue that:
Artificial intelligence (AI) is a set of system capabilities which allow the system (machine) to use human (expert) primitive and self-acquired knowledge and to solve new tasks efficiently in the presence of new conditions of their performing.

When the system is a machine, then it integrates a hardware construction with computational procedures. With another kind of system, e.g. bio-chemical, the integration of system construction with its specific processes is imposed.

According to the original definition, one uses the notion of computational intelligence if the computational system uses a certain set of methodologies (cf. [3-9]). Note that this original definition is not based on semantics. The synergy of hard-technology and soft-methodologies improves the ability of machines to solve new problems and create the natural need for formulating new concepts.

Russel and Norvig [10] list the following requirements imposed on the "intelligent" computer:

- natural language processing,
- domain knowledge representation,
- reasoning mechanism,
- learning ability,

and additionally
- computer vision, and
- robotic equipment.

The researchers are interested in explaining whether it is possible to state that a machine can demonstrate any kind of intelligence (e.g.[9]). In other words, if human level of intelligence can be achieved in an artificial system. The reference point here is the human intelligence, as proposed by Alan Turing [11] - the comparative Turing test. In practice, for a number of tasks, such as object recognition, one reduces this general test to the determination of the percentage of correct results obtained by a machine for the test set of known cases, followed by the false-positive results, and the like.

In this work, we define the domain of interest as the image understanding. The proposed methodological paradigm includes knowledge representation, reasoning mechanism (cognitive resonance) and learning ability; a language of image content
description can also be integrated. Within the presented concept, vision system and robotic equipment can only increase the potential application fields. Consequently, the basis for artificial intelligence is presented.

So far, it has been assumed that image understanding is a human specific ability to explain and interpret content of image on the basis of image perception, object recognition, knowledge, experience, reasoning, culture, association, context analysis, etc. Therefore, it is a complicated process.

3. Image understanding

The fundamental requirements of any method of automatic image understanding are:

1. Definition of the domain knowledge representation.
   A qualified professional and well defined field of interest are preferred here.
   For example, medical images of a certain organ and a restricted class of variations in image content.

2. Consideration of the demands and context.

3. Linguistic representation of the image content using a specialized description language.

4. Reasoning mechanism.

5. Learning ability.

Only if those five demands are fulfilled, can one speak about imitation of the human way in image analysis and in reasoning about the content.

The approach of automatic understanding of images described in the book [12], cf. also [17,22], is dedicated to medical applications [13-16]. However, its general idea can be adapted to other fields.

The most important difference between all traditional methods of automatic image processing and the paradigm for image understanding is that there is a feed forward data flow in the traditional methods, while in the new paradigm [12] there are two-directional interactions between signals (features) extracted from the image analysis and expectations resulting from the knowledge of image content as given by experts. When we use the traditional pattern recognition paradigm, all processes of image analysis are based on a feed-forward scheme (one-directional
flow of signals). On the contrary, when we apply automatic understanding of the image (1), the total input data stream (all features obtained as a result of an analysis of the image under consideration) must be compared with the stream of demands generated by a dedicated source of knowledge. The demands are always connected with a specific (selected) hypothesis of the image content semantic interpretation. As a result, we can emphasise that the proposed 'demands' are a kind of postulates describing the desired values of some selected features of the image. The demands result from the knowledge about the image contents in the considered field of application. The selected parameters of the image under consideration must have desired values (determined exactly or fuzzy) when some assumption about semantic interpretation of the image content is to be validated as true. The fact that the parameters of the input image are different can be interpreted as a partial falsification of one of possible hypotheses about the meaning of the image content, however, it still cannot be considered the final solution.

Due to this specific model of inference, the mechanism is called cognitive resonance. During the comparison of the features calculated for the input image and
the knowledge based demands, we can observe an amplification of some hypotheses (about the meaning of the image content), while other (competitive) hypotheses are weakening. This is similar to the interferential image formed during a mutual activity of two wave sources: at some points in space waves can add to one another, in other points they are in opposite phases and the final result disappears.

Conscious experience enhances the knowledge and is fundamental for reaching wisdom. Nowadays, we do not believe, and consequently we do not expect that any artificial system can demonstrate awareness and, consequently, wisdom. Therefore, the wisdom placed on the Fig. 1 means the human wisdom becoming deeper when the human learns using the system for automatic image understanding. However, we can require from the artificial system a mathematically defined learning ability. Thus, we exchange the human wisdom for the system’s block learning module.

Such a structure of the intelligent system for image understanding corresponds to the knowledge based perception which is one of the well known models of the natural human visual perception. The human eye recognises an object if the brain has any template for it. This holds true even when the object is shown in another way, which means that other signals are coming to the visual cortex. This is because the natural perception is mainly a mental cognitive process, based on hypotheses generation and its real-time verification. It is not just the processing of visual signals received by eyes. The verification is performed by permanent comparison of the selected features of an image with expectations taken from earlier visual experience. The presented approach to image understanding is based on the same conceptual basis, the difference being that it is performed by computers.

4. Implementation

The realisation of automatic understanding of images needs preprocessing, application of both low-level and high-level methods of image analysis, including the contextual one, as well as the cognitive resonance in which machine concept propositions are verified by confrontation with the hypothesis coming from the formalised human knowledge. A lot of methods of low-level image analysis are known, some of them operating on different levels of granulation, e.g. two- or multi-layer Kohonen neural network [18,19].

An exemplary implementation approach is presented in [12]. It is based on the base of linguistic description of image structure. Of course languages used
for such descriptions are adapted to every particular problem under consideration. There have been languages created for spinal cord images diagnosis [25][31], radiological palm diagnostics [26], foot bones analysis [30], coronary artery images [27], bone fractures analysis [28], [29], etc. After preparing of special type graph-grammar language we must also design translator for this language, engaging special attention to the crucial element of such translator, e.g. parser. As is known parsing process is a very important part in every artificial language translation system, but in cognitive analysis approach, which is considered in this paper, parsing is essential part in this part of scheme given on fig. 4, which is described as "cognitive resonance". During the parsing process the structures of objects located on the image are matched with schematic patterns working as our graph language vocabulary. Every successful matching increases the credibility of some semantic interpretations of the image merit content when other interpretations decrease their credibility. After the parsing process is completed, we obtain a kind of map with most probable semantic interpretations of the whole image.

Certain significant potential stands also behind the active contour approach. It can be used for both contextual analysis [20][21] as well for hypothesis verification [23][24].

5. Summary

Image has a specific properties: size, colour, texture, shape, etc. Those elements can be mathematically formalised and can be used for quantitative description of images. However, they do not allow one to discover the meaning of an image, not even the meaning of objects obtained as a result of segmentation. The context needs to be considered when we aim at understanding the story presented on the image. This is the reason why automatic understanding of images continues to be a challenge for science and technology. Hopefully, the present work is a step towards meeting that challenge.
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